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Preface

Message from the General Chairs

CollabTech 2016, the 8th International Conference on Collaboration Technologies,
offered a unique forum for academics and practitioners to present and discuss inno-
vative ideas, methods, or implementations related to collaboration technologies, which
are greatly needed for various everyday collaboration activities owing to recent
advances in networking, computing, and interaction technologies.

The previous CollabTech conferences were held in Tokyo in 2005, Tsukuba in
2006, Seoul in 2007, Wakayama in 2008, Sydney in 2009, Sapporo in 2012, and
Santiago in 2014. Following the success of the joint organization with CRIWG in the
last conference, CollabTech 2016 was co-located and organized with CRIWG 2016
again, but this time in Kanazawa, Japan. The CRIWG and CollabTech communities
had similar research topics and goals, but had been geographically located in different
regions. We believed this joint endeavor would provide an interesting opportunity to
meet each other.

The success of the conference was largely due to the authors and presenters, as well
as the Program Committee and the Conference Committee members, whose efforts
made the conference possible. The success was also due to the SIG on Groupware and
Network Services of the Information Processing Society of Japan, the SIG on
Cyberspace of the Virtual Reality Society of Japan, and the SIG on Communication
Enhancement of the Human Interface Society. The Japan Advanced Institute of Science
and Technology (JAIST) and the Faculty of Library, Information and Media Science
of the University of Tsukuba also gave us warm support. Ishikawa Prefecture, Kana-
zawa City, Support Center for Advanced Telecommunications Technology Research
(SCAT), and Hitachi, Ltd. contributed financially to the success of the conference.

We are pleased that the conference was fruitful for all participants and played an
important role in cultivating the community in this research field.

September 2016 Tomoo Inoue
Takaya Yuizono
Nelson Baloian



Message from the Program Chairs

After seven events of the International Conference on Collaboration Technologies
series, we had the eighth edition (CollabTech 2016) in Kanazawa, Japan. The following
topics on collaboration technologies were discussed:

– Cross-Cultural Collaboration
– Learning Support Systems
– Social Networking
– Rescue and Health Support
– Real and Virtual Collaboration

For this conference, we received 48 submissions (28 full papers, 20 work-in-progress
papers) and assigned five reviewers per full paper or three reviewers per
work-in-progress paper. As a result, we had 16 full papers and four work-in-progress
papers. The acceptance rate was 42 %. Because of the high quality of the submissions,
many excellent papers were not among those accepted. We hope that the detailed
technical review comments we provided were helpful.

Without our distinguished Program Committee members, we could not have
maintained our high standards. We truly appreciated their devotion. Finally, we hope
that these proceedings serve as a reference for future researchers in this rapidly
evolving field.

September 2016 Takashi Yoshino
Gwo-Dong Chen
Gustavo Zurita
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A New You: From Augmented Reality
to Augmented Human

(Keynote Talk)

Jun Rekimoto

Interfaculty Initiative in Information Studies, The University of Tokyo,
7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033 Japan

Sony Computer Science Laboratories, Inc., 3-14-13 Higashigotanda,
Shinagawaku, Tokyo 141-0022 Japan

rekimoto@acm.org

Abstract. Traditionally, the field of human–computer interaction (HCI) was
primarily concerned with designing and investigating interfaces between
humans and machines. The primary concern of surface computing is also about
designing better interfaces to information. However, with recent technological
advances, the concept of enhancing, augmenting, or even re-designing humans
themselves is becoming a very feasible and serious topic of scientific research as
well as engineering development. Augmented human is a term that I use to refer
to this overall research direction. Augmented human introduces a fundamental
paradigm shift in HCI: from human–computer interaction to human–computer
integration. In this talk, I will discuss rich possibilities and distinct challenges in
enhancing human abilities. I will introduce recent projects conducted by our
group including the design and applications of wearable eye sensing for aug-
menting our perception and memory abilities, design of flying cameras as our
external eyes, a home appliance that can increase your happiness, an organic
physical wall/window that dynamically mediates the environment, and an
immersive human–human communication called “JackIn.”

Keywords: Human Augmentation � Augmented Reality � Internet of Abilities �
JackIn

ACM Classification Keywords: H.5.m. Information Interfaces and Presentation (e.g.
HCI): Miscellaneous

Bio. Jun Rekimoto received his BASc, MSc, and PhD in information science from
Tokyo Institute of Technology in 1984, 1986, and 1996, respectively. Since 1994 he
has been working for Sony Computer Science Laboratories (Sony CSL). In 1999 he
formed and directed the Interaction Laboratory within Sony CSL. Since 2007 he has
been a professor in the Interfaculty Initiative in Information Studies at The University
of Tokyo. Since 2011 he also has been Deputy Director of Sony CSL.

Rekimoto’s research interests include human–computer interaction, computer-
augmented environments, and computer-augmented human (human–computer inte-
gration). He invented various innovative interactive systems and sensing technologies,
including NaviCam (a hand-held AR system), Pick-and-Drop (a direct-manipulation



technique for inter-appliance computing), CyberCode (the world’s first marker-based
AR system), Augmented Surfaces, HoloWall, and SmartSkin (two earliest represen-
tations of multi-touch systems). He has published more than 100 articles in the area of
human–computer interactions, including ACM SIGCHI, and UIST. He received the
Multi-Media Grand Prix Technology Award from the Multi-Media Contents Associ-
ation Japan in 1998, iF Interaction Design Award in 2000, the Japan Inter-Design
Award in 2003, iF Communication Design Award in 2005, Good Design Best 100
Award in 2012, Japan Society for Software Science and Technology Fundamental
Research Award in 2012, and ACM UIST Lasting Impact Award, Zoom Japon Les 50
qui font le Japon de demain in 2013. In 2007, he was also elected to the ACM SIGCHI
Academy.

XII J. Rekimoto
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Twitter Bot for Activation of Online Discussion
and Promotion of Understanding by Providing

Related Articles

Shota Kusajima(B) and Yasuyuki Sumi

Future University Hakodate, Hokkaido, Japan
s-kusajima@sumilab.org, sumi@acm.org

Abstract. Twitter has been used in academic conferences and study
meetings as a means of debating announcements and sharing infor-
mation, alongside a real presentation. This paper discusses activating
online discussion on a Twitter timeline and promotion of understanding.
Accordingly, we developed a Twitter bot which suggests related web-
pages via tweets. This paper describes the deployments of our bot in two
types of meetings: lightning talk format and relaxed group meeting. We
report whether it was capable of providing appropriate topics and users’
reactions to the bot in these meetings.

Keywords: Twitter bot · Activation of discussion · Keyword extraction
from timeline · Documents provision to timeline

1 Introduction

The spread of the Internet means that currently, in academic conferences and
study meetings, some participants attend to a presentation while simultaneously
looking up questions on the Internet and arguing with other participants online
using Social Networking Services (SNS) [1]. However, the meeting or presentation
progresses while participants search, and they may lose track of the meaning. If
the meeting progresses while participants do not understand, they may not be
able to understand the next topic and as a result it is difficult for new discussions
to occur.

The purpose of this study is to take the hassle out of searching for more
information during meetings, and to activate online discussion by providing par-
ticipants with new awareness to promote understanding. Therefore, we developed
a Twitter bot which provides related information to participants in an online
discussion by tweeting in real time. First, the bot analyzes tweets in online dis-
cussion, then extracts a keyword which is determined to be at the center of the
discussion. After this, the bot searches on websites to which papers have been
published, as well as news sites, and finally provides search results for partici-
pants in the form of tweets.

Also, we operate this bot in academic conferences and study meetings. We
survey how the bot affects online discussion by observing whether the bot tweets
c© Springer Science+Business Media Singapore 2016
T. Yoshino et al. (Eds.): CollabTech 2016, CCIS 647, pp. 1–16, 2016.
DOI: 10.1007/978-981-10-2618-8 1



2 S. Kusajima and Y. Sumi

promote new discussion between participants and users’ responses (reply, re-
tweet, like) to the bot tweets.

By introducing this bot into online discussions and providing participants
with related webpages in real time, we can enable participants to get more
related information without taking time out from attending to presentations
to make searches. Furthermore, we hope to see effects such as occurrence of
new discussion between participants, resolution of questions, and promotion of
understanding.

2 Related Research

2.1 Support of Group Discussion

The purpose of this study is to support group discussion in terms of activat-
ing discussion and promoting understanding in online group discussion. Two
examples of similar studies are Sumi’s “AIDE” [2] and Akagawa’s “INGA” [3]
systems.

“AIDE” is a real time electronic conference system which has a function for
chat via a network. This system is able to promote cooperative thinking among
participants by visualizing the interactive structure of discussion.

Also, “INGA” is a system for assisting in activation of research discussion
and facilitation of knowledge inheritance among participants. This system uses a
microphone to record participants’ voices during a conference, and extracts some
keywords from the contents of the statements. Participants are then able to check
the keywords and search the electronic data of related conference documents. In
addition, this system sends some appropriate documents to participants’ tablet
devices. Participants are able to take notes and share the contents with each
other in real time. This system enables participants to cooperate in assessing
the electronic data and sharing the knowledge among themselves.

AIDE and INGA are closed systems with limited users. In contrast, our
experiment focuses on allowing anyone to easily take part in discussion by using
Twitter, which is a generally wide-spread a forum for discussion.

2.2 Information Provision by Agents

In this study, the Twitter bot estimates the key topics of meetings and provides
participants with related information. The Kitamura group conducted research
on a cooperative information retrieval system [4] and a competitive informa-
tion recommendation system [5] using multiple character agents, as systems in
which agents other than the users provides information for the users. These sys-
tems require the learning, via interaction with agents, of information that users
need, whereas our study, on the other hand, changes the target of topic estima-
tion from an individual participant to an entire discussion, and provides partici-
pants with related information without having to have this information entered
intentionally.
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2.3 Using Twitter in Meetings

Studies relating to Twitter, a site which anyone can use easily, include
“PPTwi” [6], developed by Kurihara, which is an add-in that allows alterations
made beforehand in the ‘notes’ column of a Microsoft Powerpoint presentation
to be automatically tweeted, “Vital Atlas” [7], developed by Takeuchi et al.,
which is a system to visualize the spread of information by recursively clustering
tweets displayed in chronological order. Furthermore, there have been studies on
visualizing the data on Twitter [8,9].

These systems merely present information that has been entered in advance
or analyze tweets on a timeline, whereas our study aims to analyze tweets in real
time and provide optimal contents for discussion participants.

Also, it is important for the promotion of discussion and understanding that
Twitter bots provide related information to participants directly. Regarding
research on Twitter bots, Yamada developed a Twitter bot called “Ronbut-
ter” [10]. This system regularly searches CiNii for papers with relevant content,
on the basis of trend information on Twitter, then tweets the search results to
general users.

However, this system is not able to narrow down the subject of discussion
because the information provided is trend information for the entirety of Twit-
ter. In contrast, our study is limits the target of discussion to conferences and
study meetings currently being conducted, extracts a central topic, and provides
information suitable for that specific discussion.

2.4 Keyword Extraction in Online Meetings

In our study, it is necessary to extract an appropriate keyword from partici-
pants’ tweets in order to select webpages strongly related to the contents of the
discussion.

There are several techniques for extracting keywords from text. To take some
existing algorithms, there are TF-IDF [11], Key Graph [12], machine learning by
SVM [13], LDA [14], and DTM [15]. Also, there are studies which assume that a
word with a high instantaneous burst degree is important [16]. Other studies use
a web-page ranking algorithm [17] to determine the importance of words [18], and
estimate a main topic [19]. Also, there has been a study on summarizing single
documents by using lexical chains [20]. Based on this study, Hatori et al. use
lexical chains to extract key sentences and topics from corpuses [21]. However,
these techniques require other texts (corpuses), besides the text from which
keywords are to be extracted, or are not suitable for operation in real-time. For
this reason, these techniques are not suitable for our research, which requires
the successive extraction of keywords from tweets.

3 A Bot to Support Discussion on Twitter

This chapter describes the flow of our system and the techniques used in the
development. Figure 1 is a concept diagram of our system.
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Fig. 1. Conceptual diagram

3.1 Overview of the Twitter Bot

In a meeting, Twitter is generally used with specific hash tags created for the
meeting. Accordingly, the bot first searches Twitter for tweets which contain
these hash tags, then stores the tweets in sequence. When a sufficient number
of tweets have been saved, or a specified amount of time has passed, the bot
extracts one keyword which is considered to be closely related to the meeting.
Next, the bot uses the keyword to search within some websites to which papers
are published, then finally tweets the titles and URLs of the webpages obtained
as a result of the search, accompanied by the meeting-specific hash tags.

3.2 Keyword Extraction from Tweets

The first stage in this process is to obtain all the tweets which contain the
specified hash tags, by using Streaming API. Streaming API is a form of API
that can obtain tweets in real time via continuous HTTP connection. The second
stage in the process is to continue storing tweets as text data, while removing
excess information such as hash tags or URLs, until a certain amount has been
stored. The final stage is to analyze the stored tweets and extract a keyword.

An appropriate timing for keyword extraction must be set depending on
factors such as the number of participants and the presentation style of the
meetings in which this system is used. For example, if a meeting is divided into
a series of sessions, the bot will be set to select one keyword from all the tweets
made during a single session and tweet the result at the end of the session.
In other situations keyword extraction could be set to occur when a specified
criterion is met, such as a certain period of time having passed, a certain number
of characters having been used, or a certain number of tweets having been made.

Also, our system uses a text analysis API provided by Yahoo! JAPAN to
extract a keyword. Using this API it is possible to analyze given texts and
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extract characteristic expressions (key-phrases) and their corresponding degrees
of importance (score).

However, when using this API it is not uncommon for unknown words con-
taining symbols or similar to be selected, leading to the extraction of a useless
keyword. To avoid this, our system selects only the highest scoring keyword from
among those that exist as titles of Japanese Wikipedia articles. A list of titles
from Japanese Wikipedia is summarized and stored in the database in advance.
Key-phrases are checked in order of score, beginning with the highest, until one
is found that exists in the database.

3.3 Searching on Websites, and Tweets

Our Twitter bot searches on three websites: CiNii, Gigazine and NAVER
matome. CiNii is an academic information database, Gigazine is a news site
in blog format, and NAVER matome is a CGM-type web curation service. We
decided these three websites to provide relevant past research papers from CiNii,
and recent related topics from Gigazine or NAVER matome. When searching, the
API provided by each website is used, or in the case of there being no provided
API, the Bing Search API provided by Microsoft Azure is used.

Search results can be considered in order of relevance or date, but it is not
guaranteed that the highest ranked website will be related to the content of
the meeting. To resolve this issue, our system obtains a maximum of ten search
results from each website in order of date, and selects the best webpage by
using tf-idf [11] and cosine similarity estimation method [22] to determine the
degree of similarity between the content of tweets made at the time of keyword
extraction and the content of the webpages. The webpage with the highest degree
of similarity is chosen as the best. By taking this approach, it is possible to select
a webpage which is closer to the contents of the discussion, as this method does
not depend solely on the highest scoring keyword, but also considers words which
were not chosen as keywords yet which are nonetheless distinctive and relevant
to the meeting.

After the webpages have been selected, the Twitter bot provides tweets
including the titles and URLs of obtained webpages for users taking part in
online discussion. This bot provides one tweet per website. If there are no search
results, the bot does not tweet about the website. Also, if a useful keyword
cannot be obtained, no search is carried out and the bot does not tweet.

4 Operational Experiment Conducted at a Lightning
Talk Format Study Meeting, and Corresponding
Considerations

We operated the Twitter Bot at “CHI study meeting 2015” which was held on
June 27, 2015. This chapter describes the overview of the experiment, the results,
and our considerations.
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4.1 About “CHI Study Meeting 2015”

“CHI study meeting 2015” was a study meeting in which 485 papers presented
at an academic conference, CHI 2015, were introduced in presentations of 30
seconds per paper. About 150 people participated in this meeting, and 49 peo-
ple used Twitter during this meeting. Figure 2 is the overview of this meeting.
This meeting was divided into 114 sessions consisting of three to six papers, and
one person was responsible for one session and presented. This meeting was car-
ried out at DMM.make AKIBA in Tokyo and Hokkaido University in Hokkaido.
When a presentation was being made in one of the venues, the audio from the
presentation, and the slides that were being used, were broadcast online in the
another venue. Also, when each paper was presented, the title of the paper and
an introduction of the contents, prepared by the presenter beforehand, were
tweeted to a Twitter account specially created for the provision of information
in this meeting.

Thus, we assumed that many of the participants used Twitter during the
meeting, because the meeting was held in two different venues and Twitter was
used to introduce papers.

Fig. 2. Overview of lightning talk format study meeting, “CHI study meeting 2015”

4.2 Overview of the Experiment

In this experiment, tweets made over the course of one session were treated as
one text, and analyzed, and a keyword was extracted. Next, a search was carried
out in CiNii, Gigazine and NAVER matome. Finally, the Twitter bot tweeted at
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the end of each session. Besides this, participants took notes and tweeted their
opinions on Twitter using a common hash tag.

Incidentally, it was stated in Sect. 3 that only the highest scoring keyword
that existed as the title of a Japanese Wikipedia article would be selected, but
this was not implemented in this particular experiment. We used the obtained
keyword directly. Additionally, it was previously explained that the best webpage
was selected by determining the degree of similarity to tweet content using tf-idf
and cosine similarity estimation method, but this also was not implemented. The
top-ranking webpage from among the search results was automatically selected.

4.3 Results of the Experiment

One of 114 sessions, we were able to extract a keyword in 100 sessions by exclud-
ing the sessions in which participants did not tweet. Also, out of those 100 ses-
sions, we were able to obtain a keyword that could be considered useful in 47
sessions. In other sessions, common words such as “user” or “display”, and words
containing symbols were extracted.

Example of when appropriate webpages were provided. Table 1 shows
an example of when the bot successfully extracted a useful keyword and pro-
vided appropriate webpages to participants in the meeting. “hcihokkaido” was
an account created in order to provide the information of each paper’s title and
introduction of content, and “bot” was the Twitter bot that we made. Inciden-
tally, all tweets contained a hash tag in the meeting, but it is omitted from
the table, partly because it was not used to extract a keyword and also for the
purpose of simplification.

In this section of the meeting, a finger-mounted device called “FingerReader”,
which assists visually impaired people to read sentences, was being presented.
A keyword, “active reading”, was successfully extracted and two related web-
pages provided.

Results obtained through the study meeting. We anticipated that partic-
ipants would “like” some of the bot tweets and “re-tweet” them, or that new
discussion would be generated as a result of the tweets. However, participants
displayed almost no reaction to the bot during the meeting. Out of 233 bot
tweets, only 7 tweets were reacted to by participants. Analysis of the timeline of
the meeting reveals that out of a total of 342 tweets made by participants, only
18 tweets were replies to other participants or reference tweets. Figure 3 shows
the tendency of the user’s tweets.

4.4 Considerations

Regarding keyword extraction, less than half of all keywords selected could be
considered useful. Accordingly, it is thought necessary not to simply use the
Yahoo! JAPAN text analysis API, but also to contrive other methods of keyword
extraction.
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Table 1. Example of when appropriate information was provided (part of timeline of
study meeting, translated from Japanese)

Username Tweet

user01 UI of a belt is like “007”

hcihokkaido RegionSpeak: Quick Comprehensive Spatial Descriptions of Complex
Images for Blind Users http://t.co/OS6FVB0C2S

user02 I want to experience. https://t.co/rkSmh1G6eq

hcihokkaido FingerReader: A Wearable Device to Explore Printed Text on the Go
http://t.co/Cmec3onksU

hcihokkaido Collaborative Accessibility: How Blind and Sighted Companions
Co-CreateAccessible Home Spaces http://t.co/nQ9sFbakwQ

user03 @hcihokkaido Device to strengthen an active reading. It’s good idea

bot I search “active reading” in CiNii. Result: “On the Ambiguity of
Sentences with Natural Language Quantifiers” http://t.co/
ywcZX7y2fI

bot I search “active reading” in Gigazine. Result: “Scientists revealed how
brain wor· · · ” http://t.co/qhKdBTOBSA

Fig. 3. Tendency of users’ tweets

Furthermore, no significant participant reactions to the Twitter bot were
observed in the lightning talk format study meeting. However, from analysis of
the timeline it is evident that participants’ purpose of using Twitter was to make
memos rather than to hold discussion. It is thought that the reason for this may
be that participants found it difficult to enter directly into online discussion with
other participants who they did not know.

Concerning the reason that almost no reactions to the bot were observed, this
is probably also because participants did not use Twitter to discuss with other
participants but to take notes. Besides this, the bot tweets were monotonous,

http://t.co/OS6FVB0C2S
https://t.co/rkSmh1G6eq
http://t.co/Cmec3onksU
http://t.co/nQ9sFbakwQ
http://t.co/ywcZX7y2fI
http://t.co/ywcZX7y2fI
http://t.co/qhKdBTOBSA
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containing only titles and URLs. Evidently it is necessary to devise a way to
make the wording of these tweets less monotonous.

5 Operational Experiment in Group Meetings

Taking into account the results from the lightning talk format study meeting, we
devised new methods of keyword extraction and webpage selection, and operated
the Twitter bot in study meetings in a laboratory. This chapter presents an
overview of the experiment and some characteristic results.

5.1 Overview of the Experiment

In this experiment, 15 university students, 7 fourth-year students and 8 third-
year students, participated in a meeting in which 4 of the fourth-year students
made presentations to the other participants. The contents of the presentations
were an overview of their current research, achievements and future prospects.
The 15 participants all used Twitter to take notes and discuss, which compen-
sated for the fact there was insufficient time taken for the question-and-answer
session. One presenter was assigned 10 min to speak, and the meeting was held
over approximately 40 min.

5.2 Results of the Experiment

The bot tweeted ten times, and five tweets were reacted (liked) to by users.
This section presents some characteristic results along with the corresponding
timelines.

Example of provision of appropriate webpages. Table 2 shows an example
of when the bot successfully provided appropriate webpages for participants in
this study meeting.

During the time that the tweets in Table 2 were being made, a study on
activation of library usage through introducing a prisoner’s base game was being
presented. Figure 4 depicts the overview of the study meeting. The Twitter bot
provided two webpages, one of which was a research paper about gamification
in libraries, similar to the work being presented. This research paper was closely
related to the contents of the meeting. Also, the presenter did not know of this
paper and stated in the post-meeting questionnaire that it would be very useful
as a piece of related research. This confirms that the bot was able to provide
useful related information.

Table 3 shows the results of keyword extraction using the text analysis API
provided by Yahoo! JAPAN. The highest scoring word was “gamification”, and
this word existed as the title of a Japanese Wikipedia article. Therefore, this
word was selected as a keyword.

Also, Table 4 shows the results of searching for “gamification” within CiNii,
and the calculation result of the cosine similarity between the webpages found
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Table 2. Example of when appropriate information was provided (part of timeline of
group meeting, translated from Japanese)

Username Tweet

user12 This is a study about activation of library usage through gamification

user12 He wants people to use real-world libraries more

user12 By using prisoner’s base game

user14 Using gamification to entice people in?

user03 Using library ⇔ Gamification

user04 ‘A chance encounter with books’ has a nice ring to it doesn’t it

user08 A study posting photos already exists

user12 At first users’ objective is to play the game, but gradually, going to the
library becomes their objective

user10 There is also this previous research. I didn’t know about it

bot There has also been such a study before! “Possibility of Gamification as
an’escape game’ in a university library”
ci.nii.ac.jp/naid/120005588· · ·

bot There is this kind of summary article! “#Gamification Geeks 2015.12.08
:: iglobe Inc.” matome.naver.jp/odai/214494283· · ·

user01 The literature about escape games and library usage looks interesting!

user15 @user01 Is there such literature?

user01 @user15 It was shown a moment ago

user14 @user15 @user01 The provider tweeted it

Fig. 4. Overview of group meeting, Example slide of work on “Library usage and
Gamification”
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Table 3. Results of keyword extraction (translated from Japanese)

Keyword Score

Gamification 100

Library usage ⇔ gamification 44

Real-world 40

Prisoner’s base 31

Game 26

Purpose 24

Previous research 22

Table 4. Results of search for “gamification” in CiNii and Cosine similarity between
tweets and webpages (translated from Japanese)

Article Title Cosine similarity

Design for W-DIARY, a diary-style-application for English
word learning, with existing photos

0.0847

Demonstration of Character Rearing Game Application in
Delay Tolerant Networks

0.057

Communication Support with Game-like Methods 0.0544

The possibilities of using gamification in information literacy
education: examples from overseas libraries

0.0444

Effects of Gamification-Based Teaching Materials Designed for
Japanese First Graders on Classrooms

0.0365

From NTT Data Technology using gamification and
verification in the business field

0.0134

Possibility of Gamification as an ‘escape game’ in a university
library

0.2426

Active Learning through Disoassion and Negotiation: Using
University Education as Materials

0.012

Development and Practice of Gamified Coursework Design
Framework (Paper on Educational Practice Research)

0.0509

Effects of Presenting Rank Order Generated from Subsets 0.0089

and the contents of tweets. From among 10 webpages obtained by searching,
the bot was able to select a very closely related webpage about gamification
in libraries. Therefore, it can be considered that calculating cosine similarity of
content is a useful webpage selection technique.

Many participants were interested in this tweet, and five participants “liked”
it. Besides this, several participants referred to the CiNii article and were able
to obtain additional information, including the presenter (“user15”). Therefore,
the result was useful in terms of providing new knowledge.
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Example of failure to provide appropriate webpages. Table 5 shows an
example of when the bot was not able to provide appropriate webpages.

Table 5. Example of when the bot failed to provide information (translated from
Japanese)

Username Tweet

user09 It looks interesting

user12 It’s a book search based on individuals’ reading experience

user03 Speaking of the universe... ✩

user12 Association is different for each person, so it refers to that

user06 The images are cute

user14 Apparently it’s possible to obtain specialized search terms from the
dictionary of a scholar in a specific field...

user08 This is good. It looks useful for when you don’t have keyword to search by

user12 You can look at not only abstract but also professional ones

user05 I’d never have come up with that word...!

user15 I have heard of String theory, but what actually is it?

bot There has also been such a study before! “Evolutionary learning of
hysteresis neural networks” ci.nii.ac.jp/naid/400205244· · ·

bot There is such a news article! “‘The steak at that time was delicious...’
Greasy foods have...” gigazine.net/news/20090502· · ·

user07 I want to eat steak

During the time when these tweets were being made, a presentation was
being made about research on making associative dictionaries based on individ-
uals’ associations, and applying this to book searching. The keyword “associa-
tion” was extracted. From CiNii the bot provided a paper about an evolutionary
learning algorithm for hysteresis associative memory, based on greedy algorithm.
On the other hand, from Gigazine the bot provided a useless article about the
relationship between long-term memory and meals containing lipids. As these
results demonstrate, even if a useful keyword is obtained the provided webpages
will not necessarily be appropriate.

5.3 Considerations

The results of this experiment showed that participants discussed with each
other freely in a study meeting among acquaintances. Also, that the method of
webpage selection by calculating cosine similarity was a useful technique.

However, in the current method the bot tweeted about useless webpages,
thus it is necessary to find methods to prevent the bot from tweeting in the case
of a useless result, such as introducing a threshold of cosine similarity.
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6 Continuous Use of the Twitter Bot

In the group discussion experiment described in this chapter, we were able to
prompt participants to discuss and provide new information. Nevertheless, it is
thought that because the participants were not yet accustomed to the bot, they
did not check the bot tweets and the tweets did not tie in to their discussion.
Therefore, we continuously operated the bot in an online group discussion and
investigated the reactions of the participants. This chapter presents an overview
of the experiment and characteristic results.

6.1 Overview of the Experiment

Out of the participants who took part in the group meeting described in Chap. 5,
five participants discussed their individual graduation research, using Twitter.

In this experiment, the frequency of bot tweets was determined by the total
number of characters of user tweets made thus far. In particular, useless infor-
mation such as hash tags or URLs was removed from the participants’ tweets,
and the remaining data stored as text. When the number of characters of the
text, which was converted to UTF-8, surpassed 2000, a keyword was extracted.
The reason for using number of characters, rather than amount of time, to set
keyword extraction frequency was that the discussion was not separated into
sessions or fixed time slots. Also, the reason it was essential to convert the text
to UTF-8 was that the Yahoo! JAPAN text analysis API requires search queries
to be in UTF-8 format.

6.2 Results of the Experiment

In this meeting, the twitter bot tweeted eleven times, and six tweets were reacted
(liked and retweeted) to by users. Besides there were many interactions between
users, 28 tweets were replies in all 103 tweets.

Table 6 shows one of the characteristic timelines. At this time, participants
were discussing a study conducted by “user04” on linking onomatopoeia and
actions.

From this timeline, the keyword “onomatopoeia” was extracted and the bot
was able to provide three webpages. One of these, an article from Gigazine, was
closely related to the current discussion, so “user01” and “user05” reacted to
it. In response to the reactions, “user04” explained to other participants the
difference between the contents of the article and his own study.

6.3 Considerations

In this experiment, there were many exchanges of opinions between participants,
and many remarks about the bot tweets, in contrast to the study meeting exper-
iment detailed in Chap. 5. One reason for this difference may be that the second
experiment centered on discussion in a small group. Additionally, it is thought
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Table 6. Timeline when we continue to use Twitter bot (translated from Japanese)

Username Tweet

user04 The thing that pains me. It’s onomatopoeia

user01 Onomatopoeia

user02 What were the results of the onomatopoeia experiment in the end?

user05 I can’t resist pronouncing “onomatopoeia”

user04 Onomatopoeia is tormenting me

user01 “Onomatopoeia” isn’t on Wikipedia, but “Giseigo” is

user04 Changes were seen in the onomatopoeia of the same motions depending
on environment

user04 The next thing is how to link it to the attributes of characters

user05 In line-of-sight measurement, the only thing I understood was that
there’s a difference in the length of time between when people are
suffering and when they’re not

user02 @user04 So did you finally calm down after all?

bot There has also been such a study before! “Instruction on’expression’ of
the child care and education content (expressive body movements)...”
ci.nii.ac.jp/naid/400188785· · ·

bot There is such a news article! “Online dictionary that automatically
collected examples of onomatopoeia...” gigazine.net/news/20080229· · ·

bot There is this is kind of summary article! “Twitter bots that you can’t
understand (Cuisine and Ingredients)”
matome.naver.jp/odai/214089614· · ·

user05 Ah, had it already been researched...?

user01 There is a dictionary of onomatopoeia!

user04 This only publishes examples, but my study analyzes actual movement
data to determine whether you can really pronounce the sounds.
Probably

that participants had become more accustomed to group discussion online than
before, and had come to understand what kind of tweets the bot makes. Further-
more, this discussion was not separated into time slots, allowing participants to
take the time to read the webpages provided by the bot. From these results, it is
expected that if participants are accustomed to meetings of this format and are
afforded time to read the webpages, promotion of understanding and the further
development of discussion can be achieved.

Participants expressed the opinion that there was not time to read all the
webpages provided by the bot. For them, three webpages per keyword are too
many. Therefore, it is necessary to reduce the number of webpages presented at
one time, or consider ways to allow participants to understand the content in a
shorter period of time.
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7 Conclusion

This study was carried out to develop a Twitter bot which provides related
articles to participants in meetings in order to facilitate livelier discussion and
promote understanding. The method used involved obtaining tweets during
meetings and extracting a characteristic keyword. Using this keyword, the bot
searched in several websites and selected one best webpage from each website
by using the tf-idf and cosine similarity estimation method. Finally, the Twitter
bot tweeted the titles and URLs of the webpages.

The bot was operated in various study meetings, to investigate whether it was
able to provide appropriate webpages and affect online discussion. The results of
the operating experiments reveal that there were a little effects in online meetings
in which the participants did not know each other, and that participants used
Twitter as a means to take notes rather than to discuss. On the other hand,
our system was able to provide informations which the users prefer and the
participants discussed actively and made new realizations as a result of the bot
tweets.

Acknowledgements. We would like to thank participants of our experiments. The
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Fujitani and Ryo Tomiyama.
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Abstract. In theater activities that are currently actively carried out,
many of the theater organizations has been working with borrowed
practice space and the actors have done theater activities while having
another job. Therefore, the amount of practice time gathered a director
and actors is limited. However, in order to carry out the practice with
awareness of production and other actors, director and all actors must
gather same place and make a practice based on the coaching of director.
In this paper, we propose “Digital-Script” and theater practice support
system. Digital-Script contains information that are important for pro-
duction. Theatrical practice support system enables actors to practice
performance in the situation that director or a part of actors cannot
gather by using Digital Script. We evaluated the system by comparing
the errors of subjects’ performance who used theatrical practice support
system and script visualization application.

Keywords: Theater activities · Production · Real space · Virtual space

1 Introduction

Theater activities are currently actively carried out as a part of arts. Theater
organizations create products by director, actors and other many staffs through
roughly divide in three practice steps, “Reading Script”, “Standing Practice”,
and “Stage Rehearsal”. Important factors of production coached by director are
actor’s standing position, head direction, movement, theatrical elocution, and
action timing. actors acquire performance through practice with other actors
and be coached by director. However, theater organizations cannot practice any-
time because many of them does not have their own practice space and most
actors have another job. In this paper, we propose “Digital-Script” and the-
ater practice support system. Digital-Script contains important information of
production. Theatrical practice system enables actors to practice with aware-
ness of production and other actors in the situation that director or a part of
c© Springer Science+Business Media Singapore 2016
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actors cannot gather by using Digital-Script. Practice system supports prac-
tice by showing virtual actor that plays absent actor’s role in monocular Head
Mounted Display(HMD), and coaching automatically by detecting and compar-
ing actor’s movement with information contained in Digital-Script.

The rest of this paper is organized as follows: in Sect. 2, we describe theater
activities, the work related to them. In Sect. 3, we explain the issues for theater
activities and the requirements for solving them. Section 4, provides details of
our proposal, and the evaluation experiment is explained in Sect. 5. Finally, in
Sect. 6, we present our conclusion.

2 Theater Activities

Theater organizations create products by director, actors and other many staffs
through roughly divide in three practice steps, “Read Scripts”, “Standing Prac-
tice”, and “Stage Rehearsal”. “Standing Practice” is very important especially
in three steps, and accounts for most of the period of the activity [1], so the
quality of the product rely on standing practice. Standing practice is rarely
done through to the end but mostly done several scenes repeatedly in a day
and then director coaches. Table 1 shows the results of survey on efforts for
theater quality improvement. It can be seen from Table 1 that many theater
organizations encourage the voluntary practice of actors in order to improve the
quality of theaters. Voluntary practice is very important and related deeply for
the improvement of theater quality. In voluntary practice, learn by heart script
or role making are mainly done and it is difficult for actors to practice stand-
ing position, head direction and timing of action because scripts only written in
character.

Table 1. Activities of theater groups to enhance the quality of a theater [2]

Content Propotion(%)

Left to voluntary practice of personal 57.3

Ensuring practice time for performances 80.5

Day-to-day training that do not lead directly to performances 37.8

Regularly special training that do not lead directly to performances 28.0

Encourage the performer’s voluntary training by providing practice space 46.3

Others 7.3

2.1 Related Work

Studies that is about artistic activities are widely carried out in the past. Singh
et al. enables dancers to practice independently with awareness of the instruction
by enabling choreographers to add annotations to a video that records dancers’
performance [3]. Oshita et al. made authoring system for video teaching mate-
rials about Noh play (Japanese traditional) [4]. They divided Noh motions in
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three elements (choreography, speech and locomotion) and visualize each ele-
ment. Gandy et al. uses HMD for theater simulation. By using HMD, user can
check stage environment from first-person view point but user cannot perceive
the surroundings [5]. CAVE system that is omnidirectional display sometimes
be used for study about theater production. Steptoe et al. use CAVE system for
remote theatrical practice. By using CAVE system, user can perceive distance
sense and positional relation [6]. Jacobson et al. and Cavazza et al. also uses
CAVE system for theatrical practice [7,8]. CAVE system enables users to prac-
tice in virtual stage environment that is in real space. Omnidirectional display
enables users to perceive stage environment from first-person view point same
as HMD but the facility of the system is costly, so it is not easy to use. Rijssel-
bergen et al. and Zhang analyzes scripts by using natural language processing
and visualizes the scripts which analyzed. There are some studies about cre-
ating scripts [9,10]. Szilas et al. made their original programming language to
create scripts [11]. Hong et al. built interface that is used for creating scripts by
using XML format [12]. Horiuchi et al. used tabletop interface to plan theatrical
productions [13].

There are some studies on actors’ voluntary practice [14,15]. These studies
focus on important factors of production and enables actors to practice with
awareness of these factors.

3 Support for Theatrical Creation

In this study, we propose “Digital-Script” which differ from usual script written
only in characters contains actor’s standing position on the stage, head direction
that the actor should look and time information that actor should act. By using
Digital-Script, we enables actors to practice with awareness of production and
other actors that is difficult for practice using usual script.

3.1 Digital-Script

Factors of Production. Theatrical production has technical factor and actor’s
performance factors. Technical factors are such as sound effect, lighting effect,
stage carpenter and stage design. When we focus on actor’s performance factors,
standing position, head direction and timing of actions are very important [16].
These factors determine the sight from audience and the flow of the theater.
However, it is difficult for actors to practice in the situation that actors face
each other or move while looking at other actor and cannot be coached on
condition that the director or a part of actors is absent. Therefore, reflecting
actor’s performance factors to scripts is very important for theatrical practice
that carried out by using a script.

Requirements for Scripts. A script is what represents story of the theater.
It is difficult to perceive spatial environment such actors’ standing position that
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changes with progress of a story because usual script is only written in char-
acter. In addition, if it is the famous script, such as a masterpiece, it also be
performed many times by other theater organizations. If a script is performed
by other theater organizations, productions are different each other because the
staff who create the theater are different. Therefore, it is very difficult for actors
to perceive the production that the director images. We propose “Digital-Script”
that contains spatial information and time information. Spatial information are
such as “where the actors are standing” and time information are such as “where
the actors are looking”. Spatial information is useful for actors to practice dis-
tance sense with other actors. Time information is useful for actors to practice
the timing of actions. These two kinds of information represent production and
important for practice. Digital-Script enables actors to share images of the the-
ater by being shared. By adding production to script, actors who cannot be
coached by the director because of economic, time and spatial constraints can
perceive production. Further, since it is possible to make modifications to the
production unlike such as recorded video, it is also possible to use information
in the way appropriate for the production.

Requirements for Practice. Many theater organizations encourage actor’s
voluntary practice in order to improve the quality of play because of the cost of
practice space and time. Therefore, by reproducing the coaching or act of the
absent staff, we support actors’ voluntary practice on the environment that a
director or a actor is absent from the practice. The way to support voluntary
practice in the situation that a director or a part of actors is absence is as follows.

– Absent actor : It is difficult to practice such as facing each other in the situ-
ation that the partner actor is absence because it cannot be perceived that
where the partner is looking at or where the partner actor is. Therefore, we
support actors’ practice in the situation that a part of actors is absence by
showing absent actor.

– Coaching : We support practice with awareness of production in a situation
that the director is absence by focusing on actor’s standing position and
head direction. Standing position and head direction is very important for
theater creation because these factors represent relationship between actors
and determines theater progression. We focus on productions especially in
spatial and time production and not mention theatrical elocutions or physical
expressions. This is against that it is very difficult for directors to show what
they image in an exactly way about such theatrical elocutions and physical
expressions, and the purpose of voluntary practice is to acquire large scale
performance such as standing position.

4 Digital-Script and Theatrical Practice System

We propose theatrical practice system. In this system, it is assumed a situation
that is as follows.
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– Scripts that three actors appear :
We assumed a script for three performers and only two actors can join a
practice. The script contains performances such as actors facing each other
or move. We assumed this number of performers, because it is considered this
system to be able to apply to other scripts which for more performers by
increasing devices or detections if we can achieve in this number setting.

– Practice space: We assume practice space that about 4 × 4 meters wide and
nothing in it. actors practice in the space. This area is derived from device
but same as number of performers, if we can achieve proposal in this setting
it is considered that this system is thought to be able to apply large area by
improving device capacity.

– Production in practice: We do not deal with theatrical elocution, physical
expressions and facial expressions because it is very difficult to express what
the director wants in the exact way and we focus on large scale production. For
the first step of practice, actors acquire standing position and head direction
where they should look at.

4.1 Digital-Script Databse

Production information are managed in database implemented by MySQL.
Figure 1 shows configuration of the Digital-Script database. Information stored
in database in scene units. Scene data contains IDs, title of the script, title of
the scene and actor data. actor data contains MOVE data that is about actor’s
position, SAY data that is about actor’s speech and SEE data that is about head
direction. Each of the data is as follows.

– MOVE data: MOVE data are about actor’s standing position. It means
actor’s move to (x, y, z) coordinates during elapsed time (the origin is the
begging of the scene) is t1 sec to t2 sec.

– SEE data: SEE data are about actor’s head direction where the actor should
look at. It means that the actor looks at the designated direction when the
elapsed time get t sec. The direction where the actor should look at is desig-
nated by (x, y, z) coordinates.

– SAY data: SAY data are about actors’ speech. It means that the actor utter-
ance speech T when the elapsed time gets t sec.

4.2 Theatrical Practice System

We propose theaterical practice support system in the situation that a part of
actors or the director cannot gather.

Approach. We support theatrical practice by supplementing the role of an
actor or a director who is absent from practice. In this study, we assume that
two actors join the practice, so it is necessary for those two actors to be able to
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Fig. 1. Component of Digital-Script Database

recognize the partner actor who joins the practice and the actor who is absent
from practice. Further, there is a problem that actors cannot to be coached.
Therefore, the function to supplement absent actor’s role and director’s role is
needed for theatrical system. Practice system supplements the role of absent
actor by showing the actor who cannot gather while checking the actor in the
space. User can check virtual actor that perform instead of absent actor with real
actor by using monocular HMD. We realize theatrical practice with awareness
of other actors by showing virtual actor. In addition, the system enables actors
to practice with awareness of production by coaching them automatically along
the production. The role of real space and virtual space is as follows.

– Real space: The space actors are present. Only the actors who join the practice
perform in Real Space.

– Virtual space: Virtual space is the virtual environment built on the system.
Virtual actor performs move and change head direction along with produc-
tion information in database instead of absent actor. The standing position
and point of view links user’s position and head direction. The two actors
gathering the practice are not showed in virtual space.

The actor who joins the practice recognizes real space in the eye that does
not equip monocular HMD and virtual space through monocular HMD, so it is
possible to recognize real actor and virtual actor simultaneously. In addition, the
view point of the virtual space links the user’s position and head direction in
real space constantly. Users can check partner’s performance and virtual actor’s
performance from any place as if the virtual actor really be there.
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4.3 Implementation

Theatrical practice system is coded in C# and implemented in Unity that is
often used for building 3D games. Virtual stage and virtual actor are made in
Unity and showed in monocular HMD, and the view point in the virtual space
moves according to user’s movement. By using monocular HMD equipped with
a gyro sensor and Microsoft Kinect that can detect user’s position, user can view
virtual space from the view that links their own movement. In the following, we
describe the method of supporting practice, then describe system configuration.

Detection of Actor’ Movement. The system detects user’s standing position
and head direction. The detected information is used for controlling view point
camera what is in the virtual space. Figure 2 shows system configuration.

Method of Showing Virtual Space. In the virtual space, a virtual actor is
shown and perform along with Digital-Script information. In virtual space, there
is a view point camera and it moves virtual space linked with actor’s real space
movement. User can check virtual space intuitively because of the view point
movement that links with actor’s movement.

– Position: Kinect detects actor’s standing position. Kinect can detect many
body parts coordination but we only use head position and reflect the detected
data to view point because it is enough for controlling view point camera.
Head position is detected in three dimensions and reflect them constantly to
view point. Therefore, actors can check virtual space from anywhere in real
time.

– Direction: We use Vuzix M100 that is monocular HMD. The HMD equipped
with gyro sensor. We get actor’s head direction and reflect it to the view point
direction. It is possible for users to see virtual space intuitively by reflecting
their head direction constantly to view point.

4.4 Screen Displayed on HMD

Figure 3 shows what is displayed on HMD. Virtual actor, elapsed time and actor’s
speech is shown on the screen. Virtual actor is 3D model and performs such
action like move or change head direction along with production in the database.
Elapsed time is shown in second unit and constantly progress while the system
is being played. actor’s speech is colored and the color matches the virtual actor
model’s body color, so user can distinguish who should say the speech.

Practice Method Using the Theatrical Practice System. User equips
the monocular HMD and starts the system. Figure 4 shows an image from user
view point. The performance along with the theater flow in the Digital-Script
database starts in the virtual space automatically when the system starts. actors
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Fig. 2. System configuration

Fig. 3. Screen displayed on monocular HMD

start performance such as move or change head direction along with the play
progresses in the virtual space. While actors are performing, the system detects
their movement constantly. If user do different performance from the production
in the Digital-Script, for example the user should move to right edge of the
stage but he moves to center of the stage, then the theater progression in the
virtual space stops automatically. When user did wrong performance the time
progression stops and then user can recognize that he did wrong performance and
then the system gives coaching about user’s standing position or head direction.
User acquire performance along with the production in Digital-Script database
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Fig. 4. View image from user view point

by modifying their performance through being coach by the system. Theater
progression restarts if the user can satisfy the production in the Digital-Script
database. Thus, the user practice and correct their performance repeatedly, he
acquires performance skill that satisfies the production.

Coaching by the Theatrical Practice System. Standing position and head
direction are coached by the system. Standing position is detected constantly by
using Kinect, and detected position is compared with the value in the Digital-
Script database. If the difference between detected position and the position
in the database exceeds 25 cm, the system coaches the user on the monocular
HMD. Figure 5 shows how the system gives coaching to the user about standing
position. The yellow marker shown in Fig. 5 is the correct standing position of
the user. The user can acquire correct position by moving to the marker in the
real space. After user moves to the position indicated by the maker, coaching
ends and the yellow marker disappears. Head direction is detected constantly by
monocular HMD and compared with the value in the Digital-Script database. If
the difference between detected head direction and the direction in the database
exceeds 10degrees, the system coaches user on the monocular HMD. Figure 5
shows how the system gives coaching to actors about head direction. The user
is coached about his head direction by four patterns “Loot to the Right”, “Look
to the Left”, “Look Up” and “Look Under”. User correct his head direction
in accordance with the coaching by the system. While user is looking wrong
direction, the coaching is shown. If user can look right direction, the coaching
that is about head direction shown on the screen disappears. Thus, user correct
his head direction and acquire right performance with awareness of production.
The user can correct their performance when he did wrong performance and
acquire right performance in the body.
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Fig. 5. Displayed Screen when user need coaching

5 Evaluation and Discussion

We evaluate efficacy of theatrical practice system by measuring the accuracy of
actor’s performance after practice in the situation that an actor and a director
are absence.

5.1 Description

Six students participated this experiment. Subjects are divided into two groups,
A and B. Each groups practice using theatrical practice system or visualization
system. Two scripts used in this experiment is about one minute long. Two peo-
ple, a subject and a experimenter participate in each practice and it is assumed
that the experimenter can perform perfectly. We evaluate accuracy of subjects’
performance by measuring the error about standing position and head direction
by comparing their performance with the data in the Digital-Script database.
We prepared two scripts for this evaluation. Each script is about one minute
long and contains six instructions, three instructions about standing position
and three instructions about head direction. Table 2 show two subject group
and conditions of practice.

Table 2. Subject Group and Practice Condition

Fisrt Second

Group A Practice System Script A Visualization Script B

Group B Visualization Script A Practice System Script B



Supporting Theatrical Performance Practice 27

Comparison Item. In this experiment, subjects practice in two environments.
Two environments are as follows.

– Using theatrical practice system(system-method): Subjects practice perfor-
mance by using Theatrical Practice System. Only subject equips monocular
HMD.

– Using application that visualizes Digital-Script(visualization-method): Sub-
ject uses application that visualizes Digital-Script. Figure 6 shows application
screen that visualizes Digital-Script. Standing position, head direction and
elapsed time are shown on the application screen. Virtual theater progresses
on the simple virtual stage along with production in the Digital-Script. User’s
speeches are colored and the its color matches the virtual actor model’s body
color, so user can distinguish whose speech that is. User’s head direction is
represented by virtual actor model’s nose direction. The subject practices by
using this application freely. The subject can control the application with
start, stop and reset functions.

Fig. 6. Visualization application display

Procedure. Each subject practices twice on two conditions shown in Table 2.
Experimental procedure is as follows.

1. Subject practice for ten minutes with experimenter. At this time, experi-
menter performs perfectly but does not coach subject.

2. After practice, the subject and the experimenter demonstrate. While this
demonstration, subject equips monocular HMD to detect head direction but
does not show anything on the screen. We use the data detected in this flow
to measure accuracy of subject’s performance.

3. The subject does a same procedure described above on another condition.
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5.2 Evaluation Item

We evaluated about two points as follows.

– Accuracy of subjects’ standing position
We measured the differences between detected subject’s standing position
and the standing position value in the Digital-Script database.

– Accuracy of subjects’ head direction
We measured the differences between detected subject’s head directin and
the value in the Digital-Script database.

5.3 Results and Discussion

Results are obtained by calculating average about three instructions contained
in each script. Result of each script (Tables 3 and 4) and total result (Table 5) is
below.

Table 3. ScriptA result

Head Direction(degree) Standing Position(cm)

System-Method 19.3 25.0

Visualization 37.4 64.2

Table 4. ScriptB result

Head Direction(degree) Standing Position(cm)

System-Method 11.9 36.8

Visualization 33.4 87.6

Table 5. Total result

Head Direction(degree) Standing Position(cm)

System-Method 15.6 30.9

Visualization 35.4 75.9

It can be seen from Tables 3 and 4 that the errors of the subjects who used
visualization-method is larger than that of subjects who used system-method
in both A and B scripts. It can be thought from this result that subjects’ error
who used system-method is smaller than that of subjects’ who used visualization-
method about other scripts. It can be seen from Tables 3 and 4 that the errors of
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the subjects who used visualization-method is larger than that of subjects who
used system-method about head direction. It can be thought that it is difficult
for the subjects to acquire correct head direction by using visualized script. In
addition, if it is possible for users to check rough direction, they could not correct
details because they could not see absent actor. It can be seen from Tables 3
and 4 that the errors of the subjects who used system-method is smaller than
that of subjects who used visualization-method about head direction. It can be
thought that the subjects who used system-method could correct details about
head direction because they could see virtual actor who performs instead of
absent actor. In addition, subjects who used system-method could be coached
by the system and they could correct their performance at the time they did
wrong performance. It can be seen from Tables 3 and 4 that the errors of the
subjects who used visualization-method is larger than that of subjects who used
system-method about standing position. It can be thought that it is difficult
for the subjects to acquire correct standing position in the real space by using
visualized script. If it is possible for users to check rough position, they could
not correct details because they could not see absent actor. Also, it can be
thought that they could not perceive correct standing position in real space from
visualized script. It can be seen from Tables 3 and 4 that the errors of the subjects
who used system-method is smaller than that of subjects who used visualization-
method about standing position. It can be thought that the subjects who used
system-method could perceive distance sense with absent actor because they
could see virtual actor from first-person viewpoint. In addition, subjects who
used system-method could be coached by the system and they could correct
their performance at the time they did wrong performance.

6 Conclusion

Theater organizations create theater through practice repeatedly for long term.
All actors gather same place and make a practice based on the coaching of
director to acquire performance with awareness of production and other actors.
However, the amount of practice time that a director and all actors gather same
place is limited. In this study, we built Digital-Script and Theater Practice Sys-
tem. Theater Practice System focuses on the roles of an actor and a director who
is absence from practice. The system shows virtual actor in monocular HMD and
gives coaching to a user. It is possible for actors to practice with awareness of
standing position and head direction by using the system. We evaluated our sys-
tem by measuring accuracy of subjects’ standing position and head direction. We
confirmed that users who practice with our system tend to acquire performance
along with the production in Digital-Script.
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Abstract. In recent years, the spread of tools with free video chat,
such as Skype, has facilitated the use of video chat. We think that
video chat can be used in informal communication. However, a prob-
lem with conventional video chat is that you feel a sense of distance to
a dialogue partner compared to the face-to-face environment. In order
to improve the problem, we have developed a partial overlay-type video
chat system “DOACOM-Z.” DOACOM-Z can connect between remote
places virtually through the frame that exists in an actual space. The
system can express three-dimensional movement in the remote space
using a depth sensor in both places. The system can give both expres-
sion’s “hiding in the remote space” and “pointing in the remote space.”
In order examine the usefulness of the expression of three-dimensional
movement in the remote space, we carried out a verification experiment
of a feeling of intrusion and a verification experiment of a feeling of being
intruded. From the results of the verification experiments, we found that
the expression of three-dimensional movement can improve the feeling
of intrusion compared to the expression of two-dimensional movement.
In addition, a feeling of intrusion was obtained with both methods.
We found that there are no significant differences between expressions.
Regardless of the method, the image pointing object in its own space
can provide a feeling of being intruded.

Keywords: Video chat · Partial overlay display-type · Remote spaces ·
Sense of distance · Feeling of intrusion · Feeling of being intrusion

1 Introduction

In recent years, the spread of tools with free video chat, such as Skype, has facili-
tated the use of video chat [1]. We accept that video chat can be used in informal
communication. However, a problem with conventional video chat is that you feel
a sense of distance to a dialogue partner compared to the face-to-face environment.
In order to improve the problem, many researchers tried to make remote spaces
look like the face-to-face environment by utilizing media space. One researcher
c© Springer Science+Business Media Singapore 2016
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displayed the partner in the remote space life-size on the big screen [2]. Another
researcher made it possible to make eye contact using the system utilizing the half
mirror [3]. It turns out that the presence of the partner who is present in a remote
place is increased by these methods.

Other researchers attempted a method that avoids making remote spaces
look similar to a face-to-face environment. It was found that the feeling which is
present in the same room as a dialog partner increases by the image of a partner
reflected in the mirror [4].

However, there exists a major difference between the face-to-face environment
and the remote chat environment even with these methods. As a result, we have
developed a partial overlay-type video chat system “DOACOM-Z.” DOACOM-Z
can connect between remote places virtually through the frame that exists in an
actual space. The system can express three-dimensional movement in the remote
space using a depth sensor at both places. DOACOM-Z is using an interface in
the form of a door in the same way as DOACOM [5] that Fujita has developed. A
partial overlay-type video chat system is displayed over the original video. Users
can talk about looking at the same image. DOACOM, developed by Fujita,
was able to express the two-dimensional movement in the remote space; on the
other hand, DOACOM-Z could express the three-dimensional movement in the
remote space. We use a depth sensor as well as a webcam to express the three-
dimensional movement in the remote space. In past research, researchers have
expressed the positional relationship of the users in remote communication. We
found it is possible to improve the feeling of presence and feeling of being in
the same room of the dialogue partner. Unlike previous works, our system can
express movement using the image, which is the novelty of this work.

2 Related Work

The problem with conventional video chat is that you feel a sense of distance with
a dialogue partner as compared to a face-to-face environment. In order to address
the problem, many researchers have attempted to render virtual presence. This
section describes the two types of this research.

The first is a method that resembles face-to-face environment. A researcher
displayed the partner in the remote space life-size on the big screen [2]. Another
researcher made it possible to make eye contact using the system utilizing the half
mirror [3]. Misawa et al. developed LiveMask [6], which uses a three-dimensional
shape display to display the face of the dialogue partner. It turns out that the
presence of the partner who is present in a remote place is increased by these
method.

The second type is a method that does not resemble face-to-face environment.
Morikawa et al. developed Hyper-Mirror [4] which is an overlay-type video chat
system. This system reflects the video including the other party and the local
party in the mirror together. In this research, it was found that presence is also
raised in an impossible situation.
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As for our system, we use an overlay-type video chat system. Both systems
are WISIWYS (What I See Is What You See). Hyper-Mirror does not use any
objects to interface, whereas our system uses a real object as an interface. Hyper-
Mirror makes the video, including the other party, reflect in the mirror together
with the local party; our system, on the other hand, connects remote places
virtually through the frame which exists in an actual space.

In remote communication, a user’s spatial relationship is an important
element.

Hirata et al. developed t-Room [7], which can make the remote space feel like
real room. This system aims to improve the feeling of being in the same room.

Tanaka et al. developed a system that moves the display physically [8].
They synchronized a dialog partner’s movement and the movement of a dis-
play, thereby emphasizing the dialog partner’s movement. It turns out that the
feeling of a dialog partner’s movement is increased by this method. However, the
problem with this method is that it needs a moveable display, which is not the
general environment for video chat. The emphasis of movement resembles our
system, and the manner of emphasizing movement also resembles our system.

This system emphasizes movement by the physical movement of a display,
but our system emphasizes movement by image.

Nakanishi et al. studied the method of strengthening telepresence by motion
parallax [9]. They developed a system which can move the camera in sync with
a dialogue partner’s movement in the remote space. The result of an experiment
shows that the presence of the partner in a remote place is increased by motion
parallax.

3 DOACOM-Z

3.1 Conventional Problems

DOACOM that Fujita et al. [5] developed is a partial overlay-type video chat
system. DOACOM can connect between remote places virtually through the
frame which exists in an actual space. Moreover, this system makes gestures
possible by using the door. For example, the user can extend a hand from a
door. As a result, the feeling of existing in the same room increases and the
effect of pointing is increased by this system. However, the feeling and effect
are not enough. The main problem is increasing the feeling of being connected
to the remote space. DOACOM was able to express only the two-dimensional
movement in the remote space. The image of the user who is operating the door
is always displayed as before. Even if user who is operating the door moves
forward or backward, the image does not reflect this movement back. This may
have influence on the feeling of being connected between remote places.

Moreover, there is a problem with pointing. A user who is operating the door
can obtain the feeling of pointing in remote space. However, a user who is not
operating the door is not able to fully realize the feeling of pointing in remote
space; this is a problem that needs to be addressed.
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3.2 Design Policy

In order to address these problems, we have developed a partial overlay-type
video chat system “DOACOM-Z.” If it is truly connected with a remote space,
the order of relations arise on an image. For example, the door can be displayed
behind something. The hand from a door is displayed before other objects. This
suggests that the consideration of depth in the display is important. Therefore,
the proposed system displays the superimposed image based on the actual spa-
tial relationship. DOACOM-Z can express three-dimensional movement in the
remote space.

3.3 System Configuration

Figure 1 illustrates the system configuration. DOACOM-Z communicates
between the space of the user who is operating the door (Fig. 1(a)) and the
space of the user who is not operating the door (Fig. 1(b)). Figure 2 shows a dis-
play image of DOACOM-Z. DOACOM-Z uses the door for going into the other’s
room as a metaphor. The user who is extending the hand with the door is user
who is operating the door in Fig. 2. The user with the map is the user who is
not operating the door in Fig. 2.

A user who is operating the door holds and opens the door. The user looks
in at a door and talks.

The same image is displayed on both the screens. The image of the room of
the user who is not operating the door and the image of inside the door in the
remote space are overlapped and displayed on the screen. By using this method,
it creates the illusion that the remote spaces are connected. We use Kinect as
a depth camera. This system uses color image, depth image, and bone index
obtained by Kinect.

(A) Side without a door
Figure 1(a) shows an example of the system configuration of a side without
a door. This side uses a Kinect and a PC. This system collects user data
using Kinect. This data includes color image and depth image. This data is
processed to create the data for transmission. The data for transmission is
sent to the PC of the side with a door. The PC of the side without a door
receives the data from the PC of the side with a door. It composes these
color images. The composed image is then displayed on a PC’s display.

(B) Side with a door
Figure 1(b) shows an example of a system configuration of a side with a
door. This side uses a door, a Kinect and a PC. This system collects a
user’s data using Kinect. This data includes color image, depth image and
bone index. This data is processed to create the data for transmission. The
data for transmission is sent to the PC of the side without a door. The PC
of the side with a door receives the data from the PC of the side without
a door. It composes these color images. This image that was composed is
displayed on a PC’s display.
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Fig. 1. System configuration. (Color figure online)

Fig. 2. Display image of DOACOM-Z. (Color figure online)

3.4 Expression of 3-D Movement Between Remote Spaces

We propose the mechanism of the overlay display that takes into account the
positional relation. We use depth sense and a webcam to express the three-
dimensional movement in the remote space. Our system recognizes a user’s
movement using the depth information obtained from Kinect. Therefore, it can
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Fig. 3. Mechanism of the overlay display that takes into account the positional relation.

show an image that takes into account the positional relation. Figure 3 shows
an example of this mechanism of the overlay display that takes into account the
positional relation. The Fig. 3 (d1) is the distance between Kinect and the user.
The Fig. 3 (d2) is the distance between Kinect and the door.

(1) d1 > d2
When d2 (the distance from the Kinect to the door in a side with a door)
is nearer than d1 (the distance from the Kinect to a user in a side without
a door), the image inside a door is displayed before the image of a user and
an object (Fig. 3(c)).

(2) d1 < d2
When d1 (the distance from the Kinect to a user in a side without a door)
is nearer than d2 (the distance from the Kinect to a door in a side with
a door), the image of the user and an object is displayed before the image
inside a door (Fig. 3(d)).

In the conventional system, the image inside the door was always displayed
on the front. Therefore, the expression of “Hiding in the remote space” or “Point-
ing to the remote space” was not attained in the conventional method; however,
those expressions are attained by the proposal method. Figure 4 shows an expres-
sion of “Hiding in the remote space.” If the door exists in the area between a
wall and the woman, the image makes it appear as if the door is hiding. Figure 5
shows an expression of “Pointing to the remote space.” The depth of the user’s
hand was smaller than the depth of the door. The user can point at the inside
of door.
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Fig. 4. Expression of “Hide in the remote space.”

The User pointing to the inseide door.

Fig. 5. Expression of “Pointing to the remote space.”

4 Verification Experiment of a Feeling of Intrusion

4.1 Outline of the Experiment

We conducted an evaluation experiment of the proposed method. We compared
the feeling of intrusion of the proposed method with the feeling of intrusion of
the conventional method.

4.2 Procedure of the Experiment

This experiment was conducted using depth images and color images obtained
by Kinect in another room as before. There were 10 participants for the experi-
ments, who were all university students. The tasks of this experiment are actions
that produce different results obtain from an experiment using the proposal
method and an experiment using the conventional method. The procedure of
the experiment is as follows.



38 H. Hamaue and T. Yoshino

1. The experiment cooperator stands in front of the Kinect system with a door
in a side with a door.

2. The experiment cooperator crosses the Kinect front.
3. The experiment cooperator crosses the Kinect front in the opposite direction.

Figure 6 shows an image of the verification experiment, wherein the user
experiences a feeling of intrusion. In the conventional method, the image of a
door is always displayed above the image in the remote space. In the proposed
method, it can show the image that takes into account the positional relation.
We divided the experiment cooperators into two groups based on the order effect.
Two groups participated in the experiment by replacing an order of a method.
We conducted a questionnaire survey after this experiment.

4.3 Results of the Experimental

Table 1 shows the results of the questionnaire-based survey at the end of the
experiment. We used a five-point Likert scale for the evaluation: 1: strongly
disagree, 2: disagree, 3: neutral, 4: agree, and 5: strongly agree. Table 1(1) shows

Table 1. The results of the questionnaire (5-point Likert scale).

Question items Method Distribution of Median Mode Significant

the evaluations probability

1 2 3 4 5

(1) I think that I had felt
intrusion into the
space in which a
partner is present

Conventional
method

1 6 3 0 0 2 2 0.00195*

Proposal
method

0 0 1 8 1 4 4

(2) I think that I just
look image

Conventional
method

0 0 1 7 2 4 4 0.00195*

Proposal
method

1 5 3 1 0 2 2

(3) Do you like expression
of the proposal
method or
expression of the
conventional
method?

Both 0 0 0 2 8 5 5

• (1), (2) Evaluation criteria (1: strongly disagree, 2: disagree, 3: neutral, 4: agree, and 5:
strongly agree).
• (3) Evaluation criteria (1: conventional method, 2: rather conventional method, 3: neutral,
4: rather proposal method, 5: proposal method).
• *: There is a significant difference. p< 0.05.
• Significant probability is calculated by Wilcoxon signed-rank test.
• Significant probability is a difference of evaluation of the conventional method and the
proposal method.
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Fig. 6. Photograph of a verification experiment of a feeling of intrusion.

that for the question: “I think that I had felt intrusion into the space in which a
partner is present.” We found a significant difference between the conventional
method and the proposal method. The result “Disagree” was obtained by the
conventional method, whereas the result “Agree” was obtained by the proposal
method. It turned out that the proposed method can give a feeling of intrusion in
contrast to the conventional method. The experiment cooperator who answered
“agree” commented as regards to the conventional method: “It seemed that
the picture had merely overlapped. I did not feel a feeling of intrusion.” It is
thought that this cause is a superficial expression of the conventional method.
The experiment cooperator who answered “disagrees” commented as regards to
the proposed method: “I have grasped in which position of remote space I exist
by the overlap of the image of a door,” and: “It appeared that I exist before a
partner.” It is thought that experiment cooperators have grasped the position
of the door in remote space by the image that considers depth.

Table 1(2) shows that for the question: “I think that I just look image.” The
conventional method and the proposal method had a significant difference. The
result “Agree” was obtained by the conventional method. The result “Disagree”
was obtained by the proposal method. The experiment cooperator who answered
it agrees commented in regards to the conventional method: “Action which I did
was not reflected.” Whereas, in regards the proposal method, the experiment
cooperator who answered it disagrees commented: “It is able to play.”, “It is
able to do any interaction, such as hiding” and: “I think that I have influenced
to image.” It turned out that the proposed method can give an impression that
the user was influenced as opposed to the conventional method.

Table 1(3) shows that for the question: “Do you like expression of the pro-
posed method or expression of the conventional method.” The results showed
that the expression of the proposed method is liked more than the expression of
the conventional method. The experiment cooperators commented as regards to
the conventional method: “I was able to feel depth”, “I was able to hide in the
partner’s back.” and: “There was no sense of incongruity in depth perception.”
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It is thought that experiment cooperators like the expression of the proposal
method by the image based on actual spatial relationship.

Other experiment cooperators commented: “I think that this system can be
hidden and played,” and: “I was pleasant for me to have felt virtual space in
the image.” It is thought that the proposed method has usage different from the
conventional method.

5 Verification Experiment of a Feeling of Being Intruded

5.1 Outline of the Experiment

We conducted an experiment to evaluate the applicability of the proposed
method. We compared the “feeling of intrusion” of the proposed method with
the “feeling of being intruded” of the conventional method.

5.2 Experimental Procedure

This experiment was conducted by dividing the users of a side with a door and
the user of side without a door in two group. The two groups were stationed
in different rooms. There were 10 participants for the experiment, who were
all university students. Tasks of this experiment were actions, which produce
different results by experiment of the proposed method and experiment of the
conventional method. For example, they are “movement in remote space” and
“pointing on map.” The situation of an experiment is a conversation using a
map. The procedure of the experiment is as follows.

1. An experiment cooperator sits in front of a Kinect with a map on the side
without a door.

2. An experiment cooperator listens to an explanation about the map.
3. The subject in the side with a door explains about the map using a system.

At this time, the subject points at an explanation part on the map.
4. The subject checks whether the experiment cooperator understands the point

at any time.

Figure 7 shows a photograph of the verification experiment of the feeling of
being intruded. Figure 8 shows a display image of a verification experiment of
the feeling of being intruded.

Figure 8(A) is a display image of the conventional method. Figure 8(B) is a
display image of the proposed method.

In the conventional method, the image of door is always displayed above the
image of the remote space. In the proposed method, it can be seen that the
image takes into account the positional relation between the user with door and
the user without door. We divided 10 experiment cooperators into two groups
in consideration of the order effect. Experiment cooperators were experimented
upon by replacing the order of the method. We conducted the questionnaire
survey after the experiments. We recorded the results of the experiment.



A Video Chat System with Depth Information 41

Fig. 7. Photograph of a verification experiment of a feeling of being intruded.

Fig. 8. Display image of a verification experiment of a feeling of being intruded.

5.3 Results of the Experimental

Table 2 shows the results of the questionnaire-based survey at the end of the
experiment. We used a five-point Likert scale for the evaluation: 1: strongly
disagree, 2: disagree, 3: neutral, 4: agree, and 5: strongly agree. Table 2(1) shows
that for the question: “I think that I had felt intrusion into my own space.”
The experiment cooperators felt high feeling of being intruded by both of the
methods. The conventional method and the proposal method did not have a
significant difference. An experiment cooperator commented: “Because the finger
extended from the door was pointing,” and: “Because the finger was pointing to
the map.” It is thought that the image which a thing is pointed in own space
gives a feeling of being intruded regardless of a method.

Some experiment cooperators commented by the proposal method: “I
thought that the partner had invaded behind me.” It turned out that some
experiment cooperators feel a feeling of being intrusion by the proposal method
than the conventional method.



42 H. Hamaue and T. Yoshino

Table 2. The results of the questionnaire (5-point Likert scale).

Question items Method Distribution of Median Mode Significant

the evaluations probability

1 2 3 4 5

(1) I think that I had felt
being intrusion
into the own space

Conventional
method

1 0 1 4 4 4 4, 5 0.344

Proposal
method

1 0 1 4 4 4 4, 5

(2) I think that I just
look image

Conventional
method

1 5 0 4 0 2 2 0.500

Proposal
method

1 6 1 2 0 2 2

(3) Do you like expression
of the proposal
method or
expression of the
conventional
method?

Both 1 0 2 5 2 4 4

• (1), (2) Evaluation criteria (1: strongly disagree, 2: disagree, 3: neutral, 4: agree, and 5:
strongly agree).
• (3) Evaluation criteria (1: conventional method, 2: rather conventional method, 3:
neutral, 4: rather proposal method, 5: proposal method).
• *: There is a significant difference. p < 0.05.
• Significant probability is calculated by Wilcoxon signed-rank test.
• Significant probability is a difference of evaluation of the conventional method and the
proposal method.

Table 2(2) shows that for the question: “I think that I just look image.”
The conventional method and the proposal method did not have a significant
difference. An experiment cooperator commented in regards to the conventional
method: “Because the arm had come out,” and: “I had felt a feeling of being
intrusion.” An experiment cooperator commented in regards to the proposal
method: “Because the arm had come out,” and: “I had felt a feeling of being
intrusion more than the conventional method. I also felt a little fear.”

It is thought that experiment cooperators felt a feeling of being intruded by
the arm that had come out.

Experiment cooperators who answered that they disagree commented: “I was
not able to move spontaneously.” It is thought that since experiment cooperators
had a map, they were not able to move spontaneously.

Table 2(3) shows that for the question: “Do you like expression of the pro-
posed method or expression of the conventional method.” It turned out that
the expression of the proposal method is liked more than expression of the con-
ventional method. The experiment cooperators commented by the conventional
method: “The image which has a door back was like reality.” It is thought that
experiment cooperators like expression of the proposal method by the image
based on actual spatial relationship. The experiment cooperator commented by
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the proposal method: “This method can understand explanation.” It is thought
that image of the door did not hide in the map. There were some experiment
cooperators who did not find a significant difference between both the methods.
There was no significant difference in the image of the proposal method and the
image of the conventional method.

6 Conclusion

In this study, we developed a partial overlay-type video chat system
“DOACOM-Z.” DOACOM-Z can connect between remote places virtually
through a frame that exists in an actual space. The system can express three-
dimensional movement in the remote space using a depth sensor in both places.
Based on the results of the verification experiment, we reached the following
conclusions.

1. From the results of the verification experiment of a feeling of intrusion, we
found that the expression of three-dimensional movement can improve the
feeling of intrusion as compared to the expression of the two-dimensional
movement.

2. From the results of the verification experiment of a feeling of being intruded,
a feeling of intrusion was obtained with both methods.

We found that there are no significant differences between the expressions.
Regardless of the method, the image pointing at an object in its own space
can provide a feeling of being intruded. We showed the possibility that the prob-
lem of feeling a sense of distance to a dialogue partner would be improved by
the use of DOACOM-Z. In our future work, we will investigate the change of a
user’s action by use of DOACOM-Z.
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Abstract. In orchestra performance, a single conductor directs all the
players in the real world. However no restriction is applied when design-
ing a virtual conductor in the virtual world. Thus a virtual conductor
system that employed multiple virtual conductors has been proposed.
The system assigns each virtual conductor to each musical instrument
part, making players’ performance better and more easier. Generation
of the multiple conductor avatars is, however, still an issue of the sys-
tem. It needs much time and work. In this paper, we propose a efficient
virtual-conductor-avatar generation system. The time needed is surpris-
ingly reduced while keeping the quality of the virtual-conductor avatars.

Keywords: Supporting musical performance · Virtual conductor · Indi-
vidualize · Generating animation

1 Introduction

Sometimes people play music alone, but orchestras usually involve a group, often
a big group of players. They use many kinds of instruments and play their
parts according to the role or instruments. If they play music as they like, their
performance will become execrable. To tune each part, players need to hear
others’ performances while performing their part, but it is difficult for unskilled
players. Players also need to match their volume and timing with others to
perform good music in a group. However, the note each player hears is different
by position and players must tune their performances to those of the others. Thus
performing music in a group requires a conductor who listens to the performance
of all parts and instructs each part to control sound volume and timings of put
on and off the notes for each part. A conductor has the essential role and is the
leader of a performing group [1].

c© Springer Science+Business Media Singapore 2016
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An orchestra is a typical example of a large performing group requiring a
conductor to perform. It has many parts and many kinds of instruments. The
more parts and instruments players combine, the more difficult to play a good
performance harmonized with the note of each parts. In a large group like an
orchestra, the role of the conductor is essential, but a single conductor has a
limited capability to conduct so many players. He can gives cues to a maximum
of two players at the same time and cannot give new cues until he finishes cueing
because he has only two hands. He must choose the most important instruction
at that time, and only provides this to one or two players. When a conductor
cues more than two players simultaneously, some players have to perform without
instructions given by conductor. It is true that conduct is not necessarily essential
to play their part. The Orpheus Chamber Orchestra has no conductors, but still
performs impeccably. However, the high-level skills of such players make perfect
performance possible without a conductor, a task that is all but impossible for
unskilled players. Thus, players in a large group need a system supporting their
performance.

2 Rerated Work

2.1 Supporting Orchestra

There are many studies supporting the players of an orchestra [2]. One such
study is the immersive orchestra rehearsal simulator system [3]. In this system,
a conductor can use this simulator to coach players remotely by transmitting
records of practice. However, it can teach only one player, so the conductor
cannot manage multiple players at once. To conduct for visually disabled people,
Asakawa uses pre-vibration to give them feedback [4]. However, it only provides
simple tempo and rhythm. These studies can give players too little information
to support their performances. There are also studies using an electronic music
score as another way to support players. An electronic music score system can
automatically turn over sheets of music and display musical scores more easily.
Iijima made a system that can reduce the page turning load by synchronizing the
score of each player to that of the conductor [5] and Housley enlarged images on
the display for visually impaired musicians [6]. These systems reduce the work of
players and allow players to concentrate on their performance, but the conductor
needs to turn over sheets and there is no change for the conductor.

2.2 Virtual System

Single Virtual Conductor. There are also studies supporting performance
without a human conductor. In that situation, it is essential to provide players
content about tempo, beat, and sound volume. Research has been conducted
on a system using virtual conductors to show this information. For example,
one study focuses on a string quartet without a conductor [7]. In this study,
cues of tempo, beat, and sound volume are expressed by moving a sphere on
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a tablet display. This work changes the color of the sphere to express sound
volume, while the movement of the sphere represents changes in tempo and
rhythm. There is also a system using a humanoid virtual conductor created with
computer graphics [8]. It is based on MIDI data and can display information
about tempo, beat, and sound volume in the same way as human conductors,
so they can clearly represent how to perform for all players. However, these
studies can only present cues about tempo and sound volume for all players
simultaneously. Human conductors can conduct specific instructions for each
player using eye contact with the player they want to instruct [9], but a virtual
conductor is shown on a plain display, so players cannot recognize the direction,
which can cause confusion for players trying to understand the targets of cues.

Multiple Virtual Conductors. To perform music harmonically in a group,
someone must cue the most suitable timing about tempo, beat, and timings of
changes in the performance to help players perform each part. However, a single
human or virtual conductor cannot always conduct for each part simultaneously.
Thus, a system displaying the instructions for each role only is necessary for
players in a large group. There is a multiple virtual conductors system in which
players are individually conducted [10]. In a virtual world, there is no limit to
the number of conductors. This study prepared as many virtual conductors as
players and they conducted each role simultaneously on tablet displays set for
each player. Each conductor conducts at the same tempo for all players, but
information about sound volume and the timings of playing and suspending the
notes are unique for each player. Players can perform harmonically by following
their own conductors because these conductors show the content required for
performing every moment. This system can conduct players without problems
when conductors give each player cues for every role.

3 Issue and Proposal for the Multiple Virtual Conductors
System

3.1 Issue

We identified the problem that the multiple virtual conductors system requires
the preparation of as many virtual conductors as players. General purpose soft-
ware was used to create the computer graphics to generate humanoid virtual
conductors because there is no dedicated software for this purpose. We pro-
grammed a computer graphic model of a human body to pose according to
every conducted element, but it is difficult to make them move naturally. This
work was repeated until conductors were prepared for all roles, so the task of
creating virtual conductors requires extensive time and effort. Moreover, it is
necessary for the creator of the conductors to have knowledge of the conduct
and some experience creating computer graphics. Players must secure personnel
resources for creating virtual conductors to actually implement this proposal,
but it is difficult because the field of music and the field of computer graphics
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are quite distinct and there are few people with the required knowledge and
experience.

3.2 Efficient Generation of Conductor Avatars

To solve these issues, we proposed a system to generate virtual-conductor avatars
more efficiently. In this system, virtual conductors for each role are generated
automatically. The system selects the motion segment of the conductor accord-
ing to the musical score and connects the segments selected in each timing to
generate avatars. We use a paper score because many orchestras manage paper
scores and often use them when players perform actually and a paper score has
the information required to perform except for the information express artistic
quality. All that is required to use this system is to push some buttons and
wait until the system has created all the virtual conductors, so it requires less
work, no knowledge of conducting players, and no experience creating computer
graphics. For these reasons, this system saves much work and time for preparing
avatars and enables players to perform with multiple virtual conductors even if
a musical piece has many parts.

4 Implementation

A system was created for automatic animation of multiple virtual conductors
based on the paper score to prepare multiple virtual conductors and we don’t
consider how these conductors are used actually in this paper. This system then
connects the short movie segments and creates virtual conductors’ movies for
a piece of music. This section describes the implementation of this system that
make virtual conductors’ movies.

4.1 Outline of the System

Figure 1 is the image of the system. First, KAWAI’s scoremaker 10st, that is
software to compose a music and part of this system, read the paper score
and divide into each part. After that, the scores for each part are converted
into MIDI data. It extracts information needed for performing (e.g. the tempo,
rhythm, sound volume, and the time to play and suspend the notes) from MIDI
data and uses the timing of the paper score to connect short movie segments to
create the conductor for a piece of music.

4.2 MIDI Data Analysis

MIDI is a common standard for transferring digital data between devices. MIDI
data has information showing each note, including when the notes are played,
when they are suspended, how loud they should be, how long they should be, and
so on. This MIDI format was chosen because it has all the information for players
to perform without artistic interpretation. MIDI data is composed of an array
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Fig. 1. Image of the system

of two character hexadecimal numbers as shown in Fig. 2. Each hexadecimal
number is comprised of two digits except first some numbers has information
of one note, from which this system analyzes these numbers and extracts the
necessary information.

Fig. 2. MIDI data

4.3 Short Movie Segments

Our virtual conductors can conduct cues of tempo, beat, sound volume, and
the timing for playing and suspending notes. Expressing these contents with
one hand made the process of creating conductors too complicated and time
consuming. As such, the system expresses the contents with both hands and
enables avatars to simultaneously indicate two instructions. As a result, the
system was designed to display short segment movies of the right hand and left
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hand. The virtual conductor movies were created using e-frontier’s Poser 10. This
software has humanoid computer graphics models, whose joints throughout the
body can be modulated to create detailed poses resembling human conductors.
Movements can also be created by setting the poses for each frame and then
playing back the animation at a constant frame speed.

The Right Hand. The minimal length of short segment movies is the length of
one beat and these movies were created at a rate of 60 beats per minute (BPM).
In creating the conducting cues for tempo, beat, and sound volume, we referenced
a textbook of conducting methods [11]. To express the sound volume, six levels
of avatar’s dynamics from pianissimo (pp) to fortissimo (ff) were prepared and
movies were made as shown in Fig. 3. The conductor’s subsequent movement of
these levels changed according to the levels for each rhythm. For example, if the
rhythm was binary time, twelve segment movie segments (2 beat × 6 levels =
12movies) were prepared.

Fig. 3. six levels of dynamics expressing sound volume

The Left Hand. The avatars provide instructions to keep making no sound, to
performing a long tone, and the timing of suspending the notes with their left
hands. There are two kinds of movies: one showing gestured instructions and one
is a motionless state holding a gestured pose. The system connects gestures and
poses to make movies of any length. This study includes prepared movies of 1 s
and 0.1 s in length. When the conductor instructs the player to keep performing
a tone for 3.5 s, the system connect movies of a gesture for 1 s and a pose for
2.5 s. The movie of pose for 2.5 s is composed of two segment movies of 1 s each
and five 0.1 s segments.

4.4 Selecting Segments

The system selects the short segment movies based on information extracted
from MIDI data. The algorithms to select the movies are different between the
right-hand and left-hand sides.
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Right-Hand Algorithm. The piece of music is divided into beats and the
system applies each beat according to the algorithm.

The way to determine the sound volume: First, the system checks the number
of the current beat in the music, checks the number of the current beat is in the
measure, and checks the sound volume to select the movie segments. When
a player makes no sound, the system deals with the selection as if the sound
volume was pianissimo because players can’t grasp where players perform now
without the conductor’s action. To instruct players in the correct timing, the
conductor conducts one beat before the timing to conduct. Thus, for example,
the system stocks information of the sound volume at third beat and uses this
stock information when selecting the fourth beat movie.

The way to determine the timing of playing the notes: We define a conductor’s
rest if the conductor instructs nothing for two beats and the timing of playing
the notes is the first note after the rest of conductor, which it extracts from the
MIDI data. When the conductor instructs players to play a note, the system
checks the length from the current note to the time the player should suspend
the note to determine whether it is longer than two beats. The avatars throw
their hand up and down a beat before the note should be suspended.

The way to determine the tempo: According to the tempo of the score, the
system change the segment movie’s frames per second (FPS). The prepared
movie segments are 60 BPM and 30 PFS, so their FPS is changed according to
this numerical expression.

fps = 30 × (60 ÷ The tempo of music) (1)

Left-Hand Algorithm. In the left-hand algorithm, the system is managed in
time. Time in MIDI data is expressed by a unit called a “tick”. The following is
the numerical expression to convert the “tick” to a “mili second”.

time[msec] = All ticks÷ tick per beat× 60 ÷ The tempo (2)

Using this numerical expression allows us to know the time from the begin-
ning of the music to the timing of the cue. When the time from playing the note
to suspending the note is longer than the length of the left-hand gesture, the
conductor instructs the player to perform a long tone. If, after a long tone, the
time between suspending the note and playing the next note is longer than the
time of two beats, the conductor always cues the timing of suspending the note.

4.5 Connecting Segments

The short movie segments in this system were connected with OpenCV. The
system deconstructed movie segments into still picture files and arranged these
files to create the conductor animations. This process was repeated for each part
to prepare the conductor movie segments.
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5 Experiments

This section describes the evaluation of the system generating virtual-conductor
avatars automatically. To evaluate, we compared two virtual-conductor avatars:
one generated automatically by the system and one created manually(Creating
manually means that we programmed a virtual-conductor avatar to pose accord-
ing to the music with Poser 10.) At first, we tested how long the system saved
time to create virtual conductors, comparing the time required to create auto-
matically (by the system) and manually.

5.1 Required Time for Avatar Generation

To investigate how long it took time to create virtual conductors made both
manually and automatically, this study measured the time required to create
conductors for a musical piece of one minute in length and five parts. It proved
too difficult to manually create a virtual conductor using Poser 10, so we esti-
mated the amount of time required to create a conductor for this music from
the work hours required to make a conductor for the first twenty seconds of the
music. On the other hand, we measured the amount of time required to create
conductors automatically with the system. The result shown in Table 1 proves
the system remarkably reduced the number of required work hours.

Table 1. Required Time for Avatar Generation

Automatically Manually

20 s work About 1 h

1 part(about 1 min) work 9 min and 14 s About 3 hours and half

All parts (5 parts) work 46 min and 5 s About 18 h

5.2 The Quality of the Avatar

Second, we evaluated the quality of two virtual-conductor avatars to confirm
that the automatically created virtual conductor was as easy to understand as
one created manually.

Participants. This study included 96 participants with experience performing
in an orchestra, playing instruments like violin, trumpet, clarinet, horn or piano,
and so on. The participants demonstrated a wide range of experience from 2 to
32 years.
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Questionnaire. Participants completed a web-based questionnaire after watch-
ing two videos in which two virtual conductors cued performance instructions.
In this questionnaire, participants evaluated the following questions on a scale
of one to five (one is low and five is high)

– Was the tempo correct?
– Was the volume easy to understand from the dynamics?
– Was the timing of playing the notes easy to perform?
– Was the timing of suspending the notes easy to perform?
– Did the conductor move naturally?
– Was your comprehensive evaluation of conductor good?

The participants were also asked to give reasons for evaluating the conduc-
tor’s movements and to provide a comprehensive evaluation.

Fig. 4. The image in the experience

Procedure. The music used in this experiment was Eugene Bozza’s “Variations
Sur Un Theme Libre: Quintette a Vent.” This experiment used the first two
minutes and only the flute part of this music. Participants were shown two virtual
conductors, each of which presented the music based on MIDI data. Participants
evaluated short movie segments of both conductors, then completed a web-based
questionnaire. Figure 4 shows the image used in the experiment.

6 Result

6.1 Questionnaire Result

The participants’ responses to each item on the questionnaire were averaged
and the results of the experiment are shown in Fig. 5. These results demon-
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strate that players gave average ratings for both virtual conductors, with values
around 3. The results are likely lower because the conductor only conducted the
flute part, not fully demonstrating the advantages of the system. The compari-
son of each average shows significant differences between the virtual conductors
about the volumes (P (t) = 1.5 × 10−9 < 0.05), the timing for playing the notes
(P (t) = 0.041 < 0.05), the natural movement (P (t) = 4.6 × 10−6 < 0.05) and
the comprehensive evaluation (P (t) = 2.1× 10−4 < 0.05), but no significant dif-
ference related to the tempo (P (t) = 0.93 > 0.05) and the timing for suspending
the notes (P (t) = 0.24 > 0.05). These results shows that the automatically-
created virtual conductor received a lower evaluation than the manually-created
virtual conductor regarding the dynamics, the timing for playing the notes, nat-
ural movement, and comprehensive evaluation, but both conductors were equally
good at conducting the tempo and the timing for suspending the notes.

Fig. 5. Scores of the question items

The following is the reason why participants evaluate about the movement
and the comprehensive evaluation.

– Automatically generation(by the system)
• it use both hands for conducting and its movement is natural.
• It beats with regularity
• It feels good for the timing of put off the notes
• It has only two scales of the dynamics.
• It feels mechanical.
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• Its conduct is monotonous and doesn’t have musical fine expression.
• It is void of facial expression.
• Its instruction is too short period of time to answer.
• It can’t conduct with fine movement of fingers and shoulder

– Manually generation
• It looks livelier than the other.
• Its hands move smoothly.
• Its movement is smoother than the other because of use of its shoulder.
• I feel it is easy to understand when I should put on the notes because of

explicit instructions.
• It is easy to understand about the dynamics.
• It use almost only right-hand and can’t beat the rhythm during gesture

to perform long tone.
• After instruct to put off the notes, it rapidly conduct to put on the notes.
• It doesn’t conduct using the whole arm.

6.2 Discussion

The automatically-generated virtual conductor was divided into two parts, with
each part conducting different content so that it can simultaneously indicate
two instructions. One participant said that the automatic conductor “use[s] both
hands for conducting and its movement is natural.” About the manual conduc-
tor, another participant said “It [almost exclusively] use[s] [the] right-hand and
can’t beat the rhythm during gesture[s] to perform long tone[s].” So the evalua-
tion about the automatically-generated virtual conductor using both hands was
good. Using these comments as a reference, the researchers considered why the
evaluations of the automatically-generated virtual conductor was lower than the
manually-created virtual conductor with regard to the dynamics, the timing for
playing the notes, the natural movement, and comprehensive evaluation.

The Dynamics. One participant said, “it has only two scales of the dynamics.”
This comment implies that the automatically-generated virtual conductor can-
not finely express the sound volume to participants. When the system converts
the score to MIDI data, the dynamics are expressed in a numeric value of “the
velocity” and it is necessary to change the movement expressing the dynamics
to change the value of the velocity, which is not smaller than a fixed value. If
the velocity changes within the numerical range of a fixed value, there are no
changes to the conductor. This is likely the reason that participants didn’t feel
the dynamics. As a solution for this problem, the fixed value of the velocity need
to change the conductor must be decreased and further divided into the levels
of the dynamics.



56 N. Katayama et al.

The Timing of Playing the Notes. Automatically-generated virtual con-
ductors instructed players to play the notes by moving their right-hand up and
down. As previously noted, the algorithms selecting the movies is dependent on
the side. In the algorithm of the right-hand side, the minimal length of short
movie segments was one beat. The system can’t finely adjust the timing any
shorter than the length of one beat. For example, if the timing for playing the
notes is on the first beat and a half, the system instructs on the first beat. As
a solution to this problem, the conductors should instruct with their left-hand.
In the algorithm of the left-hand side, the system can adjust the timing in 0.1 s
increments. In this case, new left-hand gestures are required to easily express
instructions for playing the notes.

The Natural Movement. Participants reported that the virtual conductor
“feels mechanical” and that “its conduct is monotonous and doesn’t have fine
musical expression.” Virtual conductors consist of short movie segments, so the
instructions depend on the quality of these movies. The researchers don’t have
detailed professional knowledge of conducting, so preparing high quality movies
of conductor was a challenge. Clearly, these movies can be improved by asking
people with more professional knowledge and experience to help or supervise
them.

Further changes will improve the automatically-generated virtual conduc-
tors and eliminate the difference between automatically and manually generated
conductors.

7 Future Work

We developed the system which create the virtual-conductor avatars with less
effort and time. However, to completely establish the multiple virtual conductors
system, we need to implement synchronization of these avatars and suppose how
these conductors are used. it is essential to synchronize avatars and show each
conductor to each player. In future work, we should implement the synchroniza-
tion function and improve the quality of generating conductors.

8 Coclusions

Usually, orchestras and bands perform as a group of several people, each of
whom individually play the parts assigned to them. In this case, it is difficult for
players to tune their performance themselves, so performing music in a group
requires a conductor who listens to performance of all parts and instructs each
part to control sound volume and the timing of notes. There are some studies
to support performing with a virtual conductor. However, these studies demon-
strate that a virtual conductor cannot give separate cues to each player because
it is impossible for the players to recognize who the conductor is conducting. A
human conductor is also unable to conduct each part simultaneously. Thus, this
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study proposed a new conducting environment in which players are individually
conducted using multiple virtual conductors. This proposal enables virtual con-
ductors to conduct specific instructions for each player. However, this requires
preparing as many virtual conductors as players, which requires extensive time
and effort. To solve this problem, we proposed a system to efficiently generate
virtual conductors. The system automatically generates virtual conductors by
connecting the motion segments selected according to the score, which saves
much time and effort, and enables players in a large group such as an orchestra
to perform with multiple virtual conductors. The experiment evaluated whether
an automatically-generated virtual conductor was as easy to understand as one
created manually, and results confirmed that the automatically-generated vir-
tual conductor had some as good points as a manually-created virtual conductor
and showed promise that it is possible to eliminate the remaining differences.
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Abstract. With the spread of the Internet broadcasting services, live music
performances on the streaming service are getting popular. However, real time
communication between performers and remote audiences is insufficient. We
have developed a system using animation that supports communication between
performers and remote audiences. With the system, remote audiences can show
three types of their body actions to the performers. We have implemented three
input methods – mouse devices, keyboards, and smart phones – and evaluated
them. According to our evaluation, subjects who have experiences in listening to
live music preferred smartphones, but some subjects liked keyboard input.

1 Introduction

Live streaming on the Internet is getting more and more popular. It enables many people,
including musicians who only have tight budget, to have their own channel that reaches
everyone on the net. In case of musicians, they often make use of the streaming channel
to show their live music performances.

However, one of the problems in those cases is that the communication channel is
basically one-way. In case of live music performances, especially in cases of rock or
popular music, audiences take actions responding to the played music. Responses from
the audiences are considered as important elements of the successful live performances.
Live streaming on the net lacks upstream communication functions that let the musicians
perceive remote audiences’ responses.

Of course, live streaming tools have limited functions of communication from the
audiences to the musicians: text chat. Ustream [1] and Niconico Live [2] provide text
chatting interfaces to the audiences. In case of Niconico Live, especially, it has a very
unique user interface that displays chatted texts overlaid on the main video contents.
Nicofare [3] is a live concert hall in Roppongi, Tokyo, which has walls where text
comments from remote audiences are displayed. However, they do not satisfy our
requirements. We need non-verbal communication channels from the audiences to the
musicians.

Yoshida and Miyashita tried to display audiences’ body actions overlaid onto the
video contents [4]. However, it was developed for stored video contents, not for real
time live performances. Several projects are found that try to enhance communication
between musicians and audiences at the live venue (e.g., [5–7]). But they are using local
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communication technologies like WiFi or ultra sound (in case of [5]), which cannot be
applied to remote audiences.

Our research is focusing on these problems: how to support remote audiences to give
their responsive actions and how to let musicians perceive audiences’ responses. It is an
important key to have successful collaboration between the music players and remote
audiences.

We limit the problem domain to only rock and popular music, because audiences’
responses differ depending on the music genre. We also exclude “big” artists’ cases,
because huge budgets completely change the problem conditions. We know many young
fledgling musicians want to give their music to as many audiences as possible, with
limited money. They are our target users.

In this paper, we focus on the input methods for remote audiences. We have imple‐
mented three methods to input their responsive actions and compared them from the
viewpoint of remote audiences. Other aspects, such as evaluations from the players’
side, are not described in this paper.

2 Experimental System

2.1 Actions

According to our experiences, we have selected five typical responsive actions by audi‐
ences for rock and popular music performances [8]. They are: sing, wave (wide move‐
ment of one hand), push-up, joggle (rhythmical shakes of one hand), and hand-clap
(Fig. 1). These actions are usually taken by audiences all together, during particular parts
of songs or especially encouraged by musicians. Of course, they do not cover all kinds
of actions observed at live venues. However, these five actions are common to many
musicians’ cases and we consider they are enough to support typical cases.

Currently, we have implemented three of them: wave, push-up, and joggle.

Fig. 1. Five typical responsive actions
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2.2 System Configuration

Figure 2 shows the system configuration. Remote audiences watching the live streaming
video can input three types of responsive actions by one of the three methods: moving
mouse pointers, typing keyboard, or using smartphones. The information of actions is
sent back to the computer at the live venue. The format of action information is very
simple. It does not show analog values of each motion (e.g., amplitude, acceleration,
time, and speed), but shows only the type of actions taken by each audience.

Live Streaming

Remote 

Audience
Live Venue

Display for Animations

Action Info.Action Input

(Smartphone)

Rhythm Synchro.

Action Input

(Mouse/KBD)

Fig. 2. System configuration

The actions taken by each audience are displayed to the musicians during their play,
by animations. The animation is represented by avatars by illustrations of hands. The
motions of animations are synchronized with the music played at the live venue, by
detecting the drum beats with a vibration sensor. The synchronization technique is still
under research to pursue a better solution, but we support a very simple synchronization
technique for the current prototype.

2.3 Input Methods

We have implemented three input methods for remote audiences, to compare and eval‐
uate them.

Keyboards. Audiences can simply type “b” key for push-up actions, “n” key for
joggling actions, and “m” key for waving actions.

Mouse Devices. In this case, we have defined a “mouse event area” overlaid on the
motion video (Fig. 3). It is needed to detect mouse motions. Audiences can move the
mouse pointer horizontally within the “mouse event area” to input the waving actions.
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They can move it vertically to input the push-up actions. In order to input the joggling
actions, they need to click the mouse within the “mouse event area.”

Smartphones. In this case, each audience needs an additional device, a smartphone,
other than the computer to watch the live streaming. We used the acceleration sensors
(x, y) and a gyro sensor (z) to detect the hand motions. Figure 4 illustrates how we have
defined the movements of smartphones corresponding to the audiences’ actions. The
current implementation is tuned for ASUS ZenFone2.

Push Up Wave Joggle

Fig. 4. Motion sensing with smartphones

Motion Picture

Mouse Event

Area

User’s Action

Wave

Push Up

Joggle

Fig. 3. Input method for a mouse
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3 Evaluation

3.1 Evaluation Outline

This time, the purpose of experiment is to evaluate the input methods and acquire general
comments from the test audiences. Hence we recruited test users and let them experience
the system in the environment of remote audiences. After the experience with three
different input methods, we gave them questionnaire and interviews.

From January to February, 2016, we had nine test users. All of them were students
and had experiences of attending real live concerts.

To make the evaluation setting simple, stable, and even, we did not give real live
performance by human players, but adopted recorded live performance of a professional
rock band. Figure 5 is a picture of testing scene in case of the input method with a
keyboard. The test user was watching the recorded music performance on the left LCD.
He was giving his responsive actions using the keyboard. His action was confirmed by
the animation of hand motion at the left LCD. The right LCD was showing a virtual
display that should have been shown to the musicians at the live venue. The test user’s
action was shown at the upper-leftmost sub-window. Other seven sub-windows were
dummies, representing other audiences. The reason we set the right LCD was to let the
test user know the total system concept.

Fig. 5. Testing environment

The process of experiment was as follows. First, we gave explanations of the research
background and the system concept. Next, we gave instructions of the system operation
to test users, for all input methods. The users had some test practices. After the practices,
all users experienced all input methods, each of which took four minutes. After the
experience, test users answered the questionnaire on the web. We also gave interviews
with them.
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3.2 Results

Comparison of the Three Input Methods. Table 1 shows the results of questionnaire
comparing the three input methods.

We had supposed that smartphone should be the best input method because it was
most similar to the body actions given at the real concert. However, the result was a little
different. From the viewpoint of concentration on the music, keyboards seemed to be
the best solution. However, smartphones were best preferred totally and they had the
feeling of attending the concert better than other devices. Mouse devices did not have
any advantage.

Table 1. Comparison of three input methods.

Question Device Strongly
agree

Slightly
agree

Neutral Slightly
disagree

Strongly
disagree

I was able to
concentrate
my attention
on the music

Mouse 1 2 0 4 2
Keyboard 3 5 1 0 0
Smartphone 1 4 0 2 2

I felt like I really
attended the
concert

Mouse 0 4 1 3 1
Keyboard 1 2 2 3 1
Smartphone 2 6 0 1 0

Yes
I like to use this

device
(Multiple

selections are
allowed)

Mouse 2
Keyboard 3
Smartphone 6

We have given more consideration based on the comments from the test users given
in the interviews. The merit of keyboard was that it was physically easy and the input
was stable. In case of smartphones, weight of the device was a physical burden. We also
had a problem that the gesture recognition was not always perfect, which might be a
psychological burden for the users.

It was interesting that some users who did not like keyboard commented that it was
like a “task” to hit keys, but some users who liked keyboard commented that they felt
like playing action games when hitting keys with the music.

Other Comments. One test user requested us to introduce virtual penlights for the
responsive actions. He said that some live venues inhibited audiences from using
penlights due to the safety reasons, but remote audiences did not have safety problems
with other audiences.

This comment is important. We have two approaches to such kind of remote systems.
One is to make the remote environment as similar to the local environment as possible,
and to give remote users same kind of experiences with local users. The other approach
is to determine the difference between the remote and local environments and exploit
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the difference to give advantages to remote users. Hitting keys instead of waving or
joggling by their own hands is an example of the latter approach.

If it is a business system, practical advantages (e.g., efficiency) would be almost
always accepted. However, it is a community support system. We should consider
psychological and social issues. The question is, how the music players or local audi‐
ences think about it.

4 Conclusion

We are developing a system to support remote audiences to give their responsive actions
during the live music performance to the players at the live venue. In this paper, we
compared three input methods for the remote users: mouse devices, keyboards, and
smartphones. We have conducted experiments with test users and found that smart‐
phones are the best device to give users experiences feeling like attending the real
concerts. However, keyboards were also preferred by some users, because of the low
physical burden and a different kind of fun like gaming.

For the future work, we will evaluate the system totally with music players, local
audiences and also remote audiences. Evaluations that should be done with musicians
will include, for example, animation representation, animation synchronization mech‐
anism, etc.

As stated in the last section, it is an important problem how the remote environment
should be designed. Should the remote audiences have experiences similar to the local
audiences? Or would it be accepted that they take advantage of the remote environment?
We will still consider this problem with evaluating other aspects of this system.
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Abstract. Developing a civic social network requires to consider users meeting
in real life, collaborating on digital entries related to real urban entities. This
makes necessary to think about collaboration tools in a new perspective: ensuring
the participation of users with different levels and forms of legitimacy to represent
complex relations among entities, and ensuring the accountability of each contrib‐
utor. We present a set of technical solutions allowing the collaboration on
complex entities, keeping interactions simple, and representing multiple perspec‐
tives about shared entities.

1 Introduction

The fragmentation of information is one of the outcomes of the multiplication of web
sources. A new type of social media is starting to address this issue by establishing a
framework to gather multiple levels of contributors and to evaluate the relevance of
information in relation to their sources. Civic social networks (CSN) [2, 4, 10] or rather
social networks based on citizenship and public engagement at local and urban level,
belong to this new model of social media.

Design and developing a CSN is not an easy task, because user legitimacy and
responsibility over contents are already complex problems to address, but they becomes
blocking in a digital environment where users and entities are referred to a confined
physical space and digital conflicts can break through real life and vice versa. The main
approaches about collaboration on digital platforms do not deal with the chance of users
interacting in real life and with concurrent perspectives and goals.

In particular, we focus our attention on users with different and maybe irreconcilable
positions interacting on the same digital entities corresponding to real places, events,
and so on such as a square or monument description. Indeed, at urban and neighborhood
level, real life entities are involved in very complex dynamics generating many different
perspectives on the same entity that potentially can be expressed in a digital space.

In our opinion, a CSN cannot force a simplification of such entities without
embracing very strong positions in favor of one of many parties. Moreover, a CSN aimed
to represent urban and local reality avoiding the fragmentation of information should

A part of the research leading to these results has received funding from the European Union’s
Horizon 2020 research and innovation programme under grant agreement n° 693514.

© Springer Science+Business Media Singapore 2016
T. Yoshino et al. (Eds.): CollabTech 2016, CCIS 647, pp. 65–73, 2016.
DOI: 10.1007/978-981-10-2618-8_6



not host multiple parallel unconnected definitions of entities, but rebuilding the context
integrating different contributions. Allowing the mere multiplication of viewpoints will
engage users in a battle of popularity for the right above entities representing the reality
as how users may want it to be (simple), instead of representing the reality as it is with
its facets and issues.

Since there is not one legitimate position and there is not a single local actor having
the right about what is common, a CSN has to provide the means to build a common
platform for concurrent positions without exacerbate conflicts but promoting collabo‐
ration in real life. About the cooperation on common entities on a digital platform, we
see three main issues:

1. Given different forms and levels of legitimacy of local players, how to let various
sources coexist without forcing a common position or an unilateral perspectives?

2. How to share the responsibility among proactive contributors on the platform
preserving the different perspectives and goals of real life involving a close rela‐
tionship with urban entities?

3. How to build the complex identity of shared urban entities?

During a participatory design process involving 600 people in 50 meetings and
workshops, we engaged potential users in evaluating the main approaches about collab‐
oration on digital platforms in their context. Considering their inputs, we designed and
developed a set of solutions oriented to the following goals:

1. Providing a mechanism to contribute to contents regardless their initiators,
2. Providing a mechanism to share the responsibility of moderation,
3. Ensuring a clear accountability of users even in case of multiple contributors.

We wish to avoid taking a side, preserving the richness of the context and letting
users make their own interpretation and choices according to their own goals. The result
is a system capable of representing a network of digital entities corresponding to real
urban and local things, each one of them enriched with second order entities decoupled
from the entity authorship. Moreover, we defined a mechanism to share the responsibility
about contents related to each entity among the contributors, releasing the first author
(initiator) from the burden of moderating a growing entity.

In this paper, we are going to present a brief analysis about the main approaches used
by the most successful digital platforms based on users’ collaboration for the content
production. In Sect. 3, we describe the main issues behind the technical solutions we
implemented, which are illustrated in Sect. 4. Lastly, we synthesize our conclusions and
the future developments of our CSN.

2 State of the Art

Nowadays, social networks are the most commonplace where to find different perspec‐
tives about almost anything. Pages and groups about real entities are widespread, but
even in a virtual spaces conflicts rise about how an entity should be described, who holds
the right to say something about it, etc. When this happens about common urban entities,
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or in other words about places lived by multiple actors and actions made by more than
one of them in the same shared space, many players may hold a vital piece of information,
a perspective that can help others in their tasks, and consequently a point of view that
need to be represented and integrated with others preventing or solving virtual conflicts.
Existing digital platforms implement different strategies to mediate among users
according to the platform goal and the type of information they handle.

We are focused on finding a solution that may work with real users in a real appli‐
cation. For this reason, we focused our attention on the standard approaches from major
web players rather than searching among theoretical analysis of the problems mentioned
above.

In order to make a comparison, we introduce an emblematic example we found
during our workshops with potential users.

We need to map a school in the neighborhood. Who is legitimate to describe the
school? The dean, the school board, school employees, teachers, students’ parents,
former or current students? The school board and the dean can describe the school in
term of educational vision and methods, or syllabus and training paths; employees are
qualified to write about the public services offered by the school; students and parents
can share their experience lived in the school environment.

What if the school is hosted in an historical building? What is more prominent? The
historical or the educational aspects? Therefore, who is legitimate to describe the histor‐
ical aspects? Historians, architects, local experts, students, neighborhood inhabitants,
cultural heritage authorities, or local administrations? The local administration can
motivate the change of destination of a monumental place to a public facility in order
to revitalize the local area. Historians can describe the significance of that building in
the city history. Architects and local experts can describe stylistic and technical char‐
acteristics and why the building is worth to be preserved. The cultural heritage authority
can place the building into the local cultural assets. For the inhabitants is a focal point
in the neighborhood over the time.

The example can become even more complex. What if the school gym is used by
sport organizations for their activities? What if the school is managed by a religious
organization?

The school is a complex urban entity that lends itself to be represented by a multi‐
plicity of descriptions, all fitting a specific aspect of the reality, with different forms and
levels of legitimacy.

In our opinion, there are two main approaches to collaboration in content production
on digital platform: common goals and ownership. Considering these two approaches,
in reference to the example 1, we highlight: the ability to represent the complexity of
the example, the quantity and quality of required interactions among users and the social
acceptability of the output.

When the platform purposes are clear and self explanatory is it possible to assume
the collaboration of users toward a common goal, which may be the definition of an
encyclopedia page about the school or a parents group. This first approach moves the
problem of plurality to the goal of collaboration: users work to build something specific.
Potential conflicts about attribution and legitimacy are solved addressing the compliance
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of each contribution to the common goal, done by editors in the case of Wikipedia [1],
group owners in Facebook or moderators in forums.

Considering Wikipedia for the example 1, the result will be two interlinked pages
addressing the school and the historical building. Homogenous groups of experts, with
the supervision on Wikipedia editors [6], will develop each one of them [5]. Personal
experience will not be allowed and contingent activities will not be documented.

Considering Facebook groups [9], the result will be a parents group about sharing
personal experiences as students’ parents or former students. The dean or other author‐
ities will not be included in this kind of group or they may participate as individuals and
not as in charge of institutional authority.

The premise of choosing one common goal follows the choosing of one perspective;
therefore, this approach fails to represent the complexity of reality we intend to reach.
This methodology requires strong and strictly regulated interactions among users and
an overall guide to obtain homogenous and sharable results. It is acceptable since it
implies collaboration only among willing contributors sharing the common goal.

When expressing the identity is more prominent than other goals, the legitimacy
issue is solves in an ownership assessment. In other words, if the goal is to represent an
entity in an official way the problem is to identify who has the right on this entity.
Collaboration on defining the entity can be done, but under the owner’s supervision and
permission. In some cases, owners may allows contrasting opinions if the drawback of
censuring is bigger than the contrast itself, but contributors have no rights to demand a
fair acknowledgement of their positions. This is the approach of Facebook and Google
+ pages, of Google maps about places and of websites integrating social media features.
The collaboration mechanisms are meant to mediate the asymmetric relation between
one owner and many contributors with no rights.

Considering Facebook applied to the example 1, the dean will open an official Face‐
book page [8] of the school giving the responsibility of managing contents to an
employee that will publish only general information and official announcements. If the
dean wants, the page can collect comments, which will be moderated by the same
employee, or simply ignored. It will result in parents and students opening their own
groups about specific topics or even fake or unofficial pages about the school in order
to express other positions than the official one.

Considering Wikipedia, a contrast of opinions will be resolved asking for sources
such as the official school website or the school board documents. The hierarchy of
sources leads to the users’ hierarchy.

Anyone can add information on Google maps, but in order to claim the ownership
of a place [7], a postal card is sent to the declared address in order to verify the owner
identity. But then, once a place is mapped, also anonymous users can indiscriminately
post comments, ratings and pictures which the owner has to keep in check in order to
avoid attacks from rivals.

In each case, the perspective is one and limited by the tool. The result is the multi‐
plication of entry points, which is not a problem for Google and Facebook but it is for
users that must know where to search information. In these systems, interactions among
users are simple and clear but mostly left to the good will of the owner, which has actually
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no obligations toward others. The acceptability is very low for the excluded users that
are the large majority.

Can a virtual space host multiple representations of reality avoiding forced interac‐
tions and difficult collaborations? In our opinion, this issue is specifically tied to the
CSN context, rather than to other platforms managed by the major web players consid‐
ered before even if they are collaborative platform. Indeed, a CSN is aimed to support
real interactions of users and their actions in a physical world, and therefore it is manda‐
tory to provide ways of coexistence helping users to negotiate in mutual respect of their
roles and to integrate their perspective because in reality it is not possible to avoid who
is physically close to you.

Summarizing, we need a way to manage the complexity of example 1 keeping inter‐
actions simple and avoiding uproars in the neighborhood.

3 Open Issues

There are different forms and levels of legitimacy, but is it something a CSN should
mettle on? In our opinion, users should make their own evaluation about the relevance
of each contribution considering their context and contents of interest. About sources,
we consider only real users: single citizens or collective bodies if regularly registered
at local level. The evaluation of the different level of legitimacy among single citizens,
institutions or local organizations is left to users case by case. Moreover, users may have
different legitimacy according to the type of content they are providing: a citizen may
not be entitled to provide an official representation of an urban entity, but a personal
experience can be more valuable coming from a single citizen than from a public office
for other users. Following the example 1, the experience expressed by former students
may be much more relevant than a dean statement about how the school experience will
be for your children.

In order to ensure plurality and cooperation, the responsibility should be shared
among the interested parties. Who are the interested parties? We cannot enter in each
dynamic, but what we can do is to identify the proactive contributors investing enough
energy to be recognized worth of responsibility. Being proactive is not related to the
production of digital contents in general, but to documenting real actions having an
effect at local level using the platform functionalities to enhance processes and
outcomes. On the contrary, sharing opinions does not mean be proactive, because not
necessarily an opinion is related to what is happening in real life.

How to share the responsibility among contributors preserving their different
perspectives? Private goals are legitimate in real life, but in digital platforms are not so
evident and this is one of the reasons leading conflicts in entity representation and expe‐
rience sharing. On the other hand, providing means to express explicitly a perspective
can help solving and avoiding misunderstanding making the contents much more
“semantically accessible” to users.

How to build complex entities preserving their identities? In our opinion, the identity
is preserved only if an entity has a single evident entry point. The multiple facets of an
entity should be solved with an internal and external structure rather then multiplying
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the entity. Structuring entities can still grant the chance of having different responsible
groups for different purposes.

Summarizing, the desiderata are: structured single entry point for entities, shared
responsibility instead than ownership, public visibility of all point of views and user
accountability, and content driven solutions.

4 Technical Solutions

In order to build a common ground for many points of views, we separate the creation
of a new entity on the platform from its descriptions, or in other words, we make a
distinction between entity properties and description properties.

Technically speaking, we have first order entities working as shared entry points and
second order entities. We defined a shared set of primary properties belonging to the
entity and defined in the creation process1: title, valid time interval, categories, tags,
external URL, coordinates (latitude and longitude). Each primary entity may have
specific primary properties, for instance: events have door time, duration, organizer,
attendees and performer2. Primary properties should be more or less objective in order
to avoid the proliferation of proliferation of homonymous entities. Following the
example 1, we want to avoid many parallel entries about the same school letting the first
one defining a “place” school without having the concern of making a general or official
description.

Then we defined a set of second order entities to describe a primary entity. The second
order entities are available for any primary order entity as its complement and to any
user, except into groups where the content creation is reserved only to the group
members. The second order entities are meant to be fast to create. As today, we imple‐
mented: descriptions requiring a title and a text, comments requiring just text and images
(Fig. 1).

Fig. 1. On the left a place containing an event, on the center the editor for descriptions, on the
right the first place with a description made by a different user.

1 A sandbox can be found at http://test.firstlife.di.unito.it.
2 The entity properties are mostly implementation of http://schema.org specifications.
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The result of combining light weighted primary entities with structured fields made
of secondary order properties is having a sharable entry point collecting different
perspective with a clear attributions related to each second order entity.

Managing typed single entry points is not enough to catch the complexity of real life
entities. In general, we consider part of relations among entities of the same type:

1. A place can contain sub-places, such as office rooms
2. An event can be composed by several sub events
3. Articles can have sub-topics
4. Groups can be spliced in operative or thematic sub-groups.

There are other relations cross type we introduced:

1. “location”, from an event to a place
2. “news of” from news to an entity that is not a news
3. “group of” from a group toward an entity
4. “group from” an entity to a group

Adding relations among entities results in giving the possibility to build complex
structures from a single entry point from different users’ contributions (Fig. 2).

For instance, following example 1, the “place” school can hosts events, organized
in many sub-events, and groups, structured around a class or a type of activity. An events
organized by a sport organization can be independent from the school context, but it can
be hosted in the school and the same for the news related to this event (registration,
updates, etc.).

Fig. 2. Left, a place containing two other places and an event. On the right, a map view.

An entry point is the result of one user initiative but one user, even if legitimate,
cannot cover all the point of views about an urban entity. Moreover, one user should not
have the monopoly of an entity for many reasons.

1. Lack of perspective, as we just stated he/she cannot pretend to express everything
can be said about an entity;

2. Dynamic reality, things change and so users commitment toward taking care of a
piece of information;

3. Excess of responsibility: the burden is too heavy from the user perspective and the
risk of missing an important and vital piece of the puzzle is too high from the
community perspective.
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4. Coproduction of social reality, nothing social is made by one person but everything
requires others and so their representation.

We do not recognize the role of owner, but the greatest importance is referred to
contributors. Each primary level entity has one initiator (the first contributor) and
contributors. From an entry point, in parallel with the graph of entities, we defined a
network of collaborations replacing the standard friendship/following-relations of social
networks. Users are connected through contents and so they share the responsibility of
taking care of contents acting at content level.

The initiators still play an important role in the beginning, but on the contrary of
other web 2.0 and social network mechanisms, the burden is released as the entities
becomes more complex relying on collective moderation. Contributors are engaged in
self moderating themself, being notified about activities and comments added to the
entity they contribute to create, and they can comment, report abuses or eventually delete
a contribution.

A user can always be identified playing the contributor or the moderator role resulting
in exposing yourself and your own reputation. Contributor and moderators conduct must
be compliant with the guidelines included in the ethical code of the platform. Moreover,
they can always report abuses to the platform administrators.

5 Conclusions

This contribution addressed the concept of civic social network as collector of urban
information and cooperation environment for public actors and citizens. The design
process of 50 workshops and meetings involving local actors highlighted three main
issues related to collaboration in representing real entities:

1. The coexistence of contributions from different perspective;
2. The distribution of responsibility among users;
3. The complexity of the identity of real life entities.

Following, we developed an alternative approach to the mainstream in order to tackle
the users’ demands enabling multiple perspectives and contributions, shared modera‐
tion, content-based networks.

Currently, we are in an advanced testing phase engaging users in representing real
scenarios. An English version is available for the project WeGovNow!3.
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Abstract. It often causes difficulty to participate in teleconference for foreign
language learners due to language and cultural barrier. In this paper we proposed
Key-Typing method to investigate its effects on a conversation. This method
successfully enhanced mutual understanding in point of presence of Evidence in
Grounding, and promoting retention of shared-knowledge in real-time interac-
tive telecommunication as a consequence. Most of the experiment participants
assessed overall conversation quality enhancement and highly evaluated the
proposed method in subjective evaluation surveys, also mentioned its potency
for further cross-cultural communication.

Keywords: Cross-cultural communication � Discussion � Teleconference �
Common ground � Keyword � Character input

1 Introduction

The number of foreign people visiting Japan has been increasing on a daily bases.
Especially in Trans Asia-Pacific Area it’s frequent for them to contact and collaborate
with Japanese. Communication with local people requires learning language and cul-
ture, which still includes high barriers to entry for those purposes. International people
from other countries in Japan need Japanese proficiency and learn Japanese as a second
language because those non-native Japanese speaker and native Japanese speakers as
local residents communicate and collaborate in Japanese at the work places or at school
for business, education, and so forth.

Related researches using multiple languages and cultures have also increased its
number in Cross-culture Computer-Mediated Communication field. There are consec-
utive researches and observation through technology to report its effects and features in
different language and culture for a variety of conversational themes and modes of
communication. Since international conversation consists of people from different lan-
guages and cultures, they are mutually incapable of understanding each other in con-
versation. Moreover those of other language face difficulty to keep up with the
conversation in real time andmiss chance and information, or drop their task performance
to achieve their objectives. This prevents them from performing effective communication
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and contributing to the conversation. Such communication deficit demands supporting
tool that enables to share the content accurately with people of limited language profi-
ciency. In this paper, dyad of non-native speaker (NNS) and native Japanese speaker
(NS) exercises the computer mediated communication to enhance comprehension of the
conversation and it is observed its effects on a conversation and also reported participants’
evaluation of the method through the experiments.

2 Related Work

2.1 Cross Cultural Communication

Novinger [1] shows cases of cross-cultural communication in the US, Mexico and Japan
from the aspect of international business. Through those cases it refers to people of
different cultures embrace communication obstacles, which delivers misunderstanding
and ineffectual communication in business and social situations. It is also pointed that
language is an important factor in communication and is certainly responsible for many
obstacles, and contact with international people has rapidly increased along with the
development of communication technologies. It occurs verbal and non-verbal com-
munication gaps and different perceptions based on different cultural backgrounds.
Analyses of these interactions were concluded that some prescriptions towards inter-
cultural communication, that stated necessity of adoptability referring to every kinds of
communication includes minor cultural gaps in-between.

Fujita [2] emphasizes an importance of travel agency business in Japan for domestic
economic development, and its integrity in cross-cultural communication become
imperative need. Some examples show communication behavior gaps and misunder-
standing between foreign tourists and local businesses in Japan, which is not rare to lead
to troubles and complaints. It argues a conversation as an interactive activity using the
communication model and explains a communication noise of cultural differences
regarding an information transmittance. Hence it is stated cross-cultural communication
issues are an urgent task among the tour industry, and the government officials and
colleges of tourism are to improve communicative competency and foreign language
proficiency as for the tourism host country.

2.2 Automatic Speech Recognition and Machine Translation

Computer mediated communication specialists have developed a variety of support and
technique over the decades. Audio conference supporting systems have worked on
collaboration in a distance call and multiparty conferences. Pan et al. [3] append
real-time transcript on TV news programs and audio using an automatic speech
recognition (ASR) system and found NNS comprehension significantly improved for
both audio and audio with video conditions when real-time transcription is provided.
Pan [4] also finds ASR creates imperfect transcripts including errors, which impairs
NNS comprehension compared to the perfect transcripts.

Gao et al. [5] investigates effects of public and automated transcript with ASR
between native and non-native English speakers in a story telling task conversation
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among triad. It states publicly shared transcripts enhanced the quality of group com-
munication and clarify NS speech by contrast with limited transcript locked up NNS’s
recognition. Gao et al. [6] utilizes the keyword highlighting on machine translation
(MT) in multilingual collaboration in brain storming tasks. It indicates the highlighting
essential portion enhances intelligibleness and quality of collaboration with subjective
impressions by all means.

Yamashita [7] compares regular communication to MT mediated communication
with referring behavior that assists MT quality in multilingual tangram task conver-
sation. This research reveals difficulties in establishing common ground via MT with
referring communication despite using English as a common language realizes more
accurate communication between a follower and guiders in tangram matching tasks.
Miyabe [8] investigates the cost of back translation repair on MT to show the extent of
imprecision of MT. This research refers to improvements over six times could be
required through the trials although its repair cost is dependent on the original sen-
tences’ accuracy and cross-culture collaboration accuracy. In sum showing perfect
transcript in real time still have been developing technology in bidirectional natural
language conversation.

2.3 Audio and Text Communication

As its reported in ASR and MT researches, provision of literal information significantly
improves NNS comprehension. Hirai [9] shows strong correlation between second lan-
guage learners’ optimal listening rate and reading rate in comparison to similarity of the
first language optimal listening rates and reading rates among college students. Takagi
[10] refers to the process of note taking for a medical purpose in interviewing and
counseling. Such conversation shares handwriting characters on a paper between a doctor
and a patient. Okamoto [11] develops the system to visualize some pictures along with
cultural proper nouns to support dyadic intercultural communication. System enhances
direct face to face (FTF) communication and comprehensionwith verbal and visual clues.

Clark [12] declares producing an utterance has a cost that varies from medium to
medium. Speaking or gesture is the quickest that takes the least effort, typing on a
computer keyboard is slower that takes more effort, and writing by hand is slowest and
takes the most effort.

Echenique et al. [13] investigates comparison of video and audio with transcript for
NNS comprehension in tangram matching triad conversation in English. ASR substi-
tutes NS typing on a computer keyboard as real time transcripts. Consequently both of
NS and NNS establish common ground and enhance comprehension in audio with NS
typed transcript that shows essential portion.

Chapanis [14] compares some modes of communication in problem-solving tasks
such as FTF, Televoice and Teletype, and the experiments discoveres voice with typing
are much more likely to share and exchange information than communicators in FTF or
voice only communication. It shows details the interaction and communicators in
modes of Communication Rich, Voice, Handwriting, Typewriting by experienced
typists and Typewriting by Inexperienced typists, which discoveres counterintuitive
results that typing skill of communicators is not significantly affect accuracy and
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duration of time to solve decision-making problem in a conversation. Accurately typed
material is not important for interactive communicators in a task-oriented conversation.

2.4 Successful Intercultural Communication with Common Ground

Yamashita [7] argues effectual and accurate intercultural communication referring
Common Ground Theory. According to Clark [12] Common Ground is so basic to
communicate of two people working together both the coordination of content and
process. Shared information, knowledge, beliefs and assumptions are coordination
content of a collective activity between a speaker and a listener moment by moment.
Contribution to a conversation presents evidence of understanding utterance in shape of
forming initiating the answer and accepting information.

2.5 Purpose and Hypotheses

Previous studies show cross-cultural communication often cause misunderstanding and
ineffectual communication. Thus it is important not only to establish conversational
sequence but also to accomplish mutual understanding. Since intercultural conversation
consists of people from different languages and culture, they are mutually incapable of
understanding each other and those of other language face difficulty to keep up with the
conversation in real time. This ineffectual communication demands assistance on a
conversation that contributes to share the content accurately with people of limited
language proficiency to accomplish higher task performance. In this paper we proposes
a method to pursue comprehension and contribution on dyadic collaboration and
achieve interactive and natural human communication in cross-cultural transaction.
Purpose of study is to investigate effects of the proposed method that NS typing the
essential portion of a conversation on a computer keyboard to support NNS compre-
hension of the content. Intercultural dyadic teleconference presents provision of textual
essence of words/phrases (Keyword) so that it works as an integral function of the
textual reference and voice in teleconference. To examine its effects on a conversation
we hypothesize below and test their validation through the quantitative and qualitative
data analyses. According to Gao et al. [23], accurate comprehension of NS message
accelerates NNS own communication. Therefore H1 is hypothesized when experiment
participants utilize the method and increase modality of conversation. H2 is derived
from a research that is about group communication enhancement using technology [5,
24]. Previous studies show that collaborative tasks and group performance are influ-
enced by technologies, information cues from partners and impression of work context,
and those cues convey different collaborative task performance and perception of
participants. Hence H2 is hypothesized to investigate the influence of the proposed
method on NS and also dyadic conversation as a whole.

H1: NNS apprehends a conversation and improves own communication when NS
utilizes the method.

H2: The method also works for NS when a conversation becomes easily
comprehensible.
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3 Method

Themethod is that NS types the keywords (Key-Typing) of a conversation on a computer
keyboard to support NNS comprehension of the content. Keyword is an essential portion
of the speech or words/phrases that suppose to be hard to apprehend for NNS. The
method targets NNS to pursue not only comprehension but also communication
enhancement simultaneously. Typed letters along with NS voice provide a function of
self-reference of literal information and natural human support in teleconference. The
method increases modality of a conversation, that is a simple task of NS becomes a useful
assistance for NNS. Reasons and advantages of the method are described as follows;

Spontaneity. NS spontaneously key-types with talking by self-motivation and it doesn’t
deteriorate natural human communication as well as assisting NNS communication.

Validity. NS pays attention and considers reasonably what to type depends on the
context. NNS refers to the key-typed characters only if NS remarks are unclear and
keep an eye on somewhere incomprehensible. The method effectively utilizes human
resource on computer-mediated communication.

Versatility. Simplicity of the method allows flexible, adoptable and user-friendly
system for everybody. ASR and MT are exclusive for someone affordable and also
produces higher rate of word errors than NS Key-Typing. Those technological mal-
functions of presentation compound NNS comprehension and overload NNS cognition
such as thinking, correcting, reading, listening and talking during a conversation.

4 Experiment

4.1 Overview

Using all experimental process on a computer, conversation experiments were executed
under two different conditions. One was NS Key-Typing condition that NS types an
essential portion of speech on a computer keyboard, and the other was the control
condition that was a conversation that nobody types on a computer keyboard Ceteris
Paribus. Experimental design was a single factor two-level and between subjects. NS
and NNS were randomly distributed to organize dyads and 16 pairs participated in both
conditions. The conversation tasks and its order were also balanced between subjects,
and every single pair participated in both of conditions within a day.

4.2 Participants

The experiment participants were 16 people of Native Japanese speakers and the same
number of non-native speakers. The native speakers were all Japanesewhowere born and
grew up in Japan. Non-native speakers were international students from China whose
Japanese Language Proficiency Test N1 average score were 118.9, and they had studied
Japanese for 4 years on average. The JLPT N1 requires competency to understand
Japanese. Can-Do Self-Evaluation Survey of JLPT [15] refers less than 50 % of N1
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successful examinees’ bottom one-third near the passing line thinks they can express their
opinions in discussion. Demographic survey asking Japanese competency of interna-
tional students rated average 3.5 out of 7 by self-evaluation. Differences in Japanese
competency were randomly spread over the conditions and were arbitrary organized
according with participants’ schedule and availability. Gender distribution was 17 male
and 15 female, and their average age was 25.3. Native speakers’ average age was 26.6, 12
graduate students, 2 undergraduate students, and 2 were faculty members. Chinese stu-
dents’ average age was 24, 6 graduate students and 10 undergraduate students. The
participants were randomly distributed into pairs throughout between-subject conditions.

4.3 Materials

Laboratory Environment. The pair seated at the PC tables back to back (BTB) in the
laboratory, which was a simulation environment to keep deploying audible space and
remove mechanical noise and distortion of teleconference. In front of each participant
there was a 39 inch monitor, a mouse, a keyboard and a microphone extended from a
15 inch laptop (PC) to allow experimenters to operate with sitting behind the large
monitor and participant to use extended materials. Single video camera captured the
entire laboratory space including experimenters’ figures. Another two cameras tracked
each participant’s upper body from the side, which captured action of PC usage as well
as their conversation. Desktop screen and conversation voice were synchronously
captured by computer software (Fig. 1).

Software and Equipment. Each PC with turned off speaker, and microphone was
simply used for voice recording. PC connected to the intramural LAN network and was
synchronized with the other PC on Skype. Skype’s Share-screen feature was enabled to
show only a Key-Typing window for experiment. NS typed keywords were syn-
chronously shared on NNS PC monitor through the network. Monitor showed two MS
Word 2013 windows, the left was for Key-Typing and the right was for task-oriented
information that included supplemental reading materials provided and revised
beforehand. Allocating two different windows separately on 39-inch monitor side by

Fig. 1. Laboratory environment.
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side, the PC setup simplified and reduced the participants’ physical load. Typed data of
MS Word were saved after a conversation for analyses (Fig. 2).

Procedure. Conversational tasks were to debate the pros. and cons. of nuclear electric
power generation and capital punishment system. Debate was one of an interactive
activity that the pairs expressed agreement or disagreement in a logical manner, and
these were well-known and commonly used debate topics. To adopt contentious and
divisive problems for both of pros. and cons., each participant chose own role at the
beginning of the experiment. There was no judge who determined a winning side of a
debate because all participants did not have a debate training for an educational practice,
participants thereby conducted it as a sort of a conversation. Supplemental reading
materials were distributed to both sides of agreement and disagreement that provided
definition of terminologies, major issues and representative opinions as a common sense
for a self-guide. Participants then composed and modified the reading material on PC
according to own opinion and did not see also the opponent’s role material. The given
time was 7 min for each round, which was a predetermined period according to our
preliminary. The combination of topics and conditions were balanced between subjects.

1. Preparation. Participants sat at the PC tables back to back (BTB) in the laboratory,
and experimenters were seated behind the large monitor to ask participant to use a
PC following the instruction. Participants filled out the consent forms and demo-
graphic surveys that asked age, nationality, gender and so on, and then left personal
belongings including smartphones on a table. Written Experimental Procedures
were handed and experimenters orally explained operations. International students
also received instruction in Chinese unless s/he understood instruction in Japanese.
All participants confirmed there were two debate problems in different situation and
post experimental surveys that asked some memory of conversation in advance.

2. Instruction. Experimenter asked participants to wear a microphone and checks its
located upright position, also instructed that Key-Type condition took a little time
for practice when the PC left-side screen was synchronized with interlocutors PC.
NS types keywords during talking and keywords were not an entire message as a
whole but a part of an important point.

3. Tasks and Surveys. Two rounds of 7 min debate were videotaped, screen captured,
and voice recorded. 3 kinds of post-experimental surveys were conducted.

Fig. 2. Software and equipment.
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5 Measures

To investigate effects of NS Key-Typing on a conversation between NS and NNS of
Japanese, the experiment was videotaped. The proposed method was that NS types the
essential portion of a conversation on a computer keyboard to support NNS compre-
hension of the content. We tested the hypotheses utilizing analyses both of quantitative
and qualitative data collection.

5.1 Observation

Coding of Evidence in Grounding. We coded a conversation line by line based on
Clark’s Common Ground Theory, Evidence in Grounding [12]. The Coding scheme
shows three different types of conversational sequences during discussion, which
ensures dyads present process of grounding in shape of forming initiating the answer
and accepting information.

Shared-knowledge Retention. Participants consented in advance that there were two
debate topics in two different situations, and each round had the post-experimental
survey that asked some memory about the conversation content. This survey was to
explore comprehension and retention of the conversation content from memory of both
of NS and NNS.

5.2 Survey

Workload. NASA-TLX [16] is a subjective workload assessment tool consists of 6
descriptive rating scales. Paper version NASA-TLX rating sheet evaluates each factor
from 0 (low)-100 (high). Simple usage of testing only calculates an average score
ratings [17]. Experimenters interviewed detailed comments about the ratings thereafter.

Questionnaire Survey. Questionnaire survey assesses participants’ perception via 23
scales of 5 major attributions such as interlocutor’s communication, own communi-
cation, collaboration, mood and technology. Every single scales are retrieved from
previous works and modified for the current study. [18–22, 24].

Table 1. NASA Task Load Index.

Title Descriptions

Mental Demand How mentally demanding was the task?
Physical Demand How physically demanding was the task?
Temporal
Demand

How hurried or rushed was the pace of the task?

Performance How successful were you in accomplishing what you were asked to do?
Effort How hard did you have to work to accomplish your level of

performance?
Frustration How insecure, discouraged, irritated, stressed, and annoyed were you?
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Interview. Detailed description about the experiment was also asked to obtain credible
proof of N/NS assessment. Interview items were prepared beforehand based on our
preliminary study. Bilingual students were interviewed in dominant language either
Japanese or Chinese.

6 Result

6.1 Evidence in Grounding

Conversation was transcribed for the purpose of coding based on Evidence in
Grounding [12]. In accordance with Common Ground Theory, Evidence in Grounding
Coding Manual on Table 2 along with the context of discussion was founded as a
standard of a conversational sequence presenting evidence of understanding utterance in
shape of forming initiating the answer and accepting information. Obvious forms of
Positive Evidence presents three most common schema as Acknowledgement, Relevant
Next Turn, and Continued Attention. Current computer-mediated communication
hardly seeks Continued Attention through Eye gaze that is Ad Infinitum, we thereby did
not count it (Table 2).

Table 2. Evidence in Grounding Coding Manual.
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Two experimenters worked independently for coding, one was Japanese and the
other was Japanese-Chinese bilingual speaker. Inter-coder agreement was good (85 %)
for the first time, and both data sets showed the significant difference between con-
ditions[p = .016, Z = −2.413]. Afterword coders discussed and found one’s coding
scheme was a little different from the Coding Manual, thus justified and improved
inter-coder agreement higher (90 %). Key-Typing had significantly larger number of
Evidence in Grounding [p = .001, SE = 3.09, t(15) = 4.04], and showed large effect size
(Cohen’s d = 1.00). Figure 3 showed average numbers (times/pair) of Evidence in
Grounding.

6.2 Shared-Knowledge Retention

Participants composed their own writings on PC without any references but only by
recalling their memory that they assumed to share information and knowledge with an
interlocutor by words, phrases, or sentences on a conversation as much as they can
individually. We double-checked them through the video and count the number of
common information that are the same with the interlocutor’s writing to compare them
between conditions. The average value on Key-Typing condition produced signifi-
cantly larger number of shared-knowledge retention [p = .000, SE = 1.15, t(15) = 8.89].
The average value is shown on Fig. 4.

Fig. 3. Evidence in Grounding Coding result. (N=16; P<0.05:**)

Fig. 4. Shared-Knowledge retention. (N=16; P<0.05:**)
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6.3 Workload

It shows a score average and the significant difference by factors between conditions in
Fig. 5. Scores were not weighted averaged but simply averaged throughout each factor
[17]. NNS significantly decreased Frustration in Key-Typing condition [p = .01,
Z = −2.566], we therefore asked for description in the interview. NS on the other hand
significantly increased Physical demand [p = .038, Z = −2.079], Effort [p = .022,
t(15) = 2.54], and Frustration[p= .049, Z= −1.968].

6.4 Survey

Questionnaire survey assesses participants’ perception via 23 scales of 5 major attri-
butions such as interlocutor’s communication, own communication, conversation,
mood and technology. Every single scale was retrieved from the previous works and
slightly modified for the current study. Scales were served in random order to cancel out
the order effect on participants, and they responded questions on a scale of 1 (strongly
disagree) to 7 (strongly agree). In Fig. 6. scores were averaged for 5 attributions

Fig. 5. Workload. (N=16; P<0.05:**)

Fig. 6. Questionnaire survey result. (N=16; P<0.05:**)
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throughout 23 scales such as “It was easy to understand what an opponent said.” and so
on. The questions formed a reliable scale of Interlocutors communication [Cronbach’s
α = .75], Own communication [α =.71], Conversation [α = .77], Mood [α = .77] and
Techonology [α = .78]. NNS rated higher in Key-Typing condition for factors of
Interlocutor’s communication, Own communication, and Conversation. NS highly rated
Conversation and Technology of Key-Typing.

6.5 Interview

At the end of the experiment, we interviewed each participant about Frustration factor
of Workload. Most of NNS testified the Key-Typing method eased anxiety caused by
much of terminologies in debate, and promoted comprehension of NS utterances. On
the contrary some of NS remarked it was hard to type during talking.

7 Discussion

7.1 Evidence in Grounding

Conversation with Key-Typing method has significantly large number of Evidence in
Grounding compared to control condition, and shows large effect size. The method
solves problem of understanding and difficulty on a conversation, and also have
interlocutors realized mutual understanding. Utterances found a sequence presenting
evidence of understanding in shape of initiating the answer and accepting information,
Key-Typing method hence naturally promoted discourse comprehension with courte-
ous consideration utilizing human resource initiating textuality. We tested significance
and it was supported H1:NNS apprehends a conversation and improves own com-
munication when NS utilizes the method. NNS utterance was not supported in the
current study although it was assessed NNS own communication was highly rated in
Key-Typing condition. Ongoing process of analyses may describe it in respect of
timing and utterance in chronological order.

7.2 Shared-Knowledge Retention

The average value of Key-Typing condition produces larger number of shared-
knowledge retention on Fig. 5. This indicates Key-Typing conversation presents
accurate information transaction and it is kept in their mind. Conversation is interactive
activity and it is beneficial for both sides when information is accurately shared and
commonly retained, which exists in-between participants. Hence it is supported H2:The
method also works for NS regarding a conversation become easily comprehensible.
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8 Limitations and Future Works

Comparing to computer researches that have developed ASR and MT, Key-Typing
method requires human resource to input. Key-Typing method takes sometime to type
on a keyboard, which may cause Production cost [12] that is typing is slower than
speaking or gesture even though Key-Typing conversation mediates simultaneous
media. Such cost would have to be minimized when further analyses suggest an
effective methodology of typing in respect of timing and content. It also may be
applicable not only for NS and NNS but also every kinds of communication in every
natural languages and occasions across the world, as Novinger said every communi-
cation includes minor cultural gaps and language plays an important role [1]. Since the
previous study has examined how audio with transcript influences NNS comprehension
in triad conversation using English and show that NNS comprehension is improved
[13], NS typing on a computer keyboard would be possible to apply to other natural
languages. We would like to keep working on analysis to expand research range of
spectrum of the method so that it would be universally exercised in interactive dialogue
where is unaffordable of expensive technologies.

9 Conclusion

In this paper we proposed a method to pursue comprehension and contribution on
dyadic collaboration and achieve interactive and natural human communication in
cross-cultural transaction. Purpose of study was to investigate effect of the proposed
method that NS types the essential portion of a conversation on a computer keyboard to
support NNS comprehension of the content. The Key-Typing method enhanced mutual
understanding in point of presence of Evidence in Grounding and promoting retention
of shared-knowledge. Overall cost of NS keyword-typing resulted in benefit of
improving mutual understanding and increasing shared knowledge. By all means
questionnaire survey showed higher ratings on factor of participants’ perception of
conversation and technology through the experiment, and the interview assessment
obtained much of reviews that Key-Typing method would be going to perform
effectively on a conversation including daily occasion of potential cross-cultural
communication.
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Abstract. Previous studies have suggested many technologies to support non-
native speaker comprehension in real-time communication. However, such tech‐
nologies may impose an extra burden on non-native speakers (NNSs) if they do
not match their current needs. To design a system that adapts to the changing
needs of NNSs, we need to understand the types of problems NNSs face and how
these problems are perceived by them. To explore such issues, we conducted a
laboratory experiment with 40 NNSs (and 20 native speakers as a control group)
who engaged in a listening task. During the task, the participants pressed a button
whenever they encountered a comprehension problem. Next they explained each
problem, the point at which they recognized the problem, and for how long it
persisted. Our analysis identified twelve types of listening comprehension prob‐
lems, which we further classified into three patterns based on their persistence
and the time taken to perceive them. Our findings have implications for designing
adaptive technologies to support listening comprehension of NNSs in real-time
communication.

Keywords: Non-native speakers · Listening comprehension problems · Adaptive
support

1 Introduction

More and more global organizations are forming multinational teams so that people
from different language backgrounds can work together to generate new ideas, solve
problems, and make decisions. Even though multinational teams offer potential for
gathering various creative ideas from different cultural perspectives, they also run the
risk of suffering from various barriers [3]. One such barrier is caused by language
[19]. To communicate and collaborate, multinational teams often adopt a common
language [4]. However, a common language does not necessarily ensure effective
communication [17].

Non-native speakers (NNSs) often face comprehension difficulties when listening
to native speakers’ (NSs’) speech [2, 30]. Due to the need to process continuous streams
of speech during listening, even when NNSs encounter a comprehension problem, they
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cannot dedicate the time and resources to resolve such problems [22, 25]. As a result,
NNSs often miss parts of the speech, and cannot comprehend the full meaning of what
was said.

Previous works have proposed many technologies for supporting NNS comprehen‐
sion in real-time communication, such as providing a speech translation system that
translates NSs’ spoken language into NNSs’ language [18, 29], providing NNSs with
real-time automatic speech recognition (ASR) transcripts as supplemental information
for their comprehension [6, 21, 32], and adding artificial delays between NSs to provide
more processing time for NNSs [31]. Some researchers even suggested providing NNSs
with multiple supports, for example, automated transcripts and bilingual dictionaries,
so that they can choose whichever support they wish to use that matches their needs [7].
However, providing multiple supports to a user and allowing him/her to make a choice
is not necessarily the best solution – while it allows a user to deal with various kinds of
problems, it often imposes extra burden to the user. Particularly in the case of a non-
native user, choosing a support when encountering a listening comprehension problem
could be burdensome because he/she is already overwhelmed by processing large
amounts of speech information in a limited time (e.g., when listening to a lecture or in
a meeting with many NSs) [25].

Our goal is to design an adaptive system, which automatically changes the type of
support based on the NNSs’ changing needs so that it does not impose additional burden
on them. According to previous studies [5, 12], to design such a problem adaptive
system, we first need to understand the types of real-time comprehension problems faced
by NNSs and how these problems are perceived by them. In other words, (1) what types
of listening comprehension problems emerge when NNSs are listening to native speech?
(2) when do NNSs notice each problem and how long do such problems persist? In this
paper, we particularly focus on NNSs’ listening comprehension problems that occur
during their cognitive processing of speech input. We decided to focus on the cognitive
aspect of their listening comprehension problems because the accumulation of these
problems leads to cognitive overload, which is the most common and fundamental
problem faced by any NNS [1, 2, 9].

To answer the research questions stated above, we conducted a laboratory experi‐
ment with 40 NNSs (and 20 NSs as a control group) who engaged in a listening task
followed by in-depth interviews. During the task, the participants pressed a button
whenever they encountered anything about which they were unclear or did not under‐
stand: comprehension problems. In the interviews, they explained what kind of problems
they faced, at what point during the listening task they recognized the problems, and for
how long these problems persisted. Through an exploratory analysis of the interview
data, we identified twelve types of listening comprehension problems, which we further
classified into three patterns based on their persistence and the time taken to perceive
them.

In the remainder of this paper, we first review previous studies and discuss how our
study extends them. We then describe our study that identified the comprehension prob‐
lems faced by NNSs during a listening comprehension task. We conclude with a discus‐
sion of the implications of our findings for supporting/facilitating NNS comprehension
during real-time listening.
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2 Background

In this section, we first review technologies that support NNS comprehension in real-
time communication; we then introduce previous works that examined the listening
comprehension problems of NNSs.

2.1 Technologies Supporting NNS Comprehension in Real-Time Communication

Compared to asynchronous communication, NNSs face more difficulties in real-time
communication. Although in asynchronous communication NNSs have more time to
resolve their problems by accessing various language resources or services and consid‐
ering the context [13, 22], in real-time communication they often cannot dedicate enough
time and resources to resolving their problems because they are overwhelmed by
processing continuous streams of speech [25].

Previous studies, which suggested technologies to support NNS comprehension in
real-time communication, mainly concentrated on speech-to-speech translation and
automatic speech recognition (ASR). The most direct way to support NNS comprehen‐
sion is providing a speech translation system, which transcribes NSs’ speech to text,
translates the text into the NNSs’ language, and outputs speech synthesized from the
translated text [18, 29]. However, such technology remains far from satisfactory, and
the combination of recognition and translation errors often disrupts comprehension.

Another widely investigated line of support uses ASR technologies. Pan et al.
showed that real-time transcripts generated by ASR technologies can improve NNS
comprehension when their accuracy and delay fall within a reasonable range [21]. While
Pan et al. investigated the benefits of showing ASR transcripts to NNSs in a non-inter‐
active setting (i.e., using pre-recorded speech), Gao et al. moved a step further and
showed the benefits of providing ASR transcripts in an interactive setting (i.e., real-time
multiparty communication) [6]. However, despite the positive effects of introducing
ASR transcripts, research has also reported that NNSs are often overwhelmed when they
simultaneously listen to speeches and read transcripts with errors and delays [6, 32].

Yamashita et al. provided a different perspective for supporting NNSs in real-time
communication. They investigated the benefits of providing NNSs with additional
processing time by adding artificial delays in NSs’ speech. They found that short silent
gaps produced by such delays improved the comprehension of NNSs, but more attention
and effort were required to follow the speech [31].

Overall, the proposed technologies do seem to help NNSs improve their listening
comprehension. However, most had some negative effects, such as placing an additional
cognitive load on NNSs. We suspect that the cognitive load could be lightened if NNSs
were provided with appropriate support at more propitious timing. Indeed, researchers
found that NNSs themselves developed their own strategies for effectively utilizing ASR
transcripts; some reviewed the transcripts only when they were not sure if they had heard
a word/phrase correctly or when they had missed some words. In most parts, they ignored
the transcripts because they found it difficult to simultaneously focus on two modalities
(audio and ASR transcripts) [6, 11]. This strategy implies that ASR transcripts could be
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useful for resolving some types of problems, but they may only impose more burdens
during other parts of listening.

2.2 Listening Comprehension Problems of NNSs

To design a problem adaptive support for NNSs, we need a better understanding of the
types of real-time listening comprehension problems and how NNSs perceive them.

In the second language learning field, much listening comprehension research has
examined listeners’ difficulties/problems while they are listening to a non-native
language. Rubin conducted an extensive review of second language listening compre‐
hension research and attributed the factors that affect listening comprehension to five
characteristics: text characteristics (e.g., speech rate), interlocutor characteristics, task
characteristics (e.g., task type), listener characteristics (e.g., language proficiency level,
memory), and process characteristics (e.g., listening strategies) [24]. Goh offered a
cognitive perspective on understanding NNSs’ listening comprehension problems [9].
She used the weekly diaries of 40 students as her main data source and identified ten
listening comprehension problems (Table 1).

Table 1. Listening comprehension problems identified in Goh’s work [9]

Problems

1. Do not recognize words they know
2. Unable to form a mental representation from words heard
3. Cannot chunk streams of speech 
4. Neglect the next part when thinking about meaning
5. Do not understand subsequent parts of input because of earlier problems
6. Concentrate too hard or unable to concentrate
7. Understand words but not the intended message
8. Confused about the key ideas in the message
9. Miss the beginning of texts
10. Quickly forget what is heard

Overall, these research studies aim for improving second language learning. The
findings are used for designing effective training programs or materials to improve
NNSs’ listening skills [9, 28, 30]. Even though these findings are also useful for our
research, we still need to extend them so that they provide more detailed understanding
of how each problem is perceived by NNSs (e.g., when each problem is perceived and
how long it persists). We believe such detailed understanding of each comprehension
problem will provide insight for designing adaptive technologies to support NNSs in
real-time listening comprehension.

To gain a detailed understanding of each comprehension problem, we decided to
take an approach/method that is different from previous studies. While researchers have
chosen such methods as diaries [8, 9], interviews [8, 9], questionnaires [16], and think-
aloud [10] to reveal the comprehension problems faced by NNSs, they may not be
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suitable for our case for the following reasons: since diaries, interviews, and question‐
naires are based on retrospection, we are skeptical whether they can capture the detailed
process of each comprehension problem (e.g., the timing when that problem is perceived
by NNSs). Furthermore, transient problems, which were tentatively confusing while
listening, might not be remembered at the time of retrospection if the problem was
eventually resolved. As for the think-aloud approach, even though this approach might
provide a deeper understanding about some comprehension problems, participants’
listening experiences during the think-aloud process could be completely different from
regular listening, since the think-aloud approach requires participants to explain what
they were thinking while they were listening. In our study, we use a method that allows
us to record the comprehension problems faced by NNSs in real time, while keeping the
listening experience as close to regular listening as possible. Using the method, we
uncover the types of comprehension problems faced by NNSs and how these problems
are perceived during real-time listening.

3 Current Study

In this paper, we set two research questions. First, we investigate the types of compre‐
hension problems NNSs encounter in real-time listening. Our work builds on Goh’s
work, which has also focused on the cognitive aspects of NNSs’ listening comprehension
problems. Note that our study covers transient problems, which tentatively confused the
NNSs but were eventually resolved or quickly forgotten.

RQ1 (types of real-time listening comprehension problems): What types of listening
comprehension problems are identified in real-time listening?

In addition, we reveal the process of how NNSs perceive each listening comprehen‐
sion problem and are burdened by them. Specifically, we posed the following question:

RQ2 (persistence and identification time of each problem): When do NNSs notice
each listening comprehension problem and how long do such problems persist? Do the
patterns of persistence and identification time differ among different types of problems?

This information is important when designing a problem adaptive system because
providing support with inappropriate/inaccurate timing might impose an extra burden
on NNSs. For example, a previous study showed that delayed transcription reduced the
benefits and increased the listening effort [34].

4 Method

4.1 Overview

To explore the above research questions, we used a method that allows us (i) to record
NNSs’ comprehension problems in real time and (ii) to scrutinize each problem by
allowing the NNSs to explain each one (iii) while keeping the listening experience close
to regular listening experiences.

We developed a software tool that logs participants’ listening comprehension prob‐
lems in real time. During the listening task, participants pressed a button to indicate

How Non-native Speakers Perceive Listening Comprehension Problems 93



when they heard confusing language or they did not understand something: compre‐
hension problems. Pressing the button marked specific places in the lecture transcripts,
which were visited later to explain the details of the problems. We chose this “pressing
a button” method because it has low-overhead, as suggested by previous work [15]. In
addition, this method guarantees that we can record the problems NNSs faced in real
time and simultaneously keep the task close to the actual listening experience.

4.2 Participants

We recruited 40 non-native English speakers (22 females, 18 males) as participants. 20
were native Japanese speakers and 20 were native Chinese speakers. Their mean age
was 30.4 (SD = 9.97). Their English proficiency varied from intermediate to advanced,
indicated by their Test of English for International Communication (TOEIC) scores,
which ranged from 650 to 960 (M = 828, SD = 95.18). They did not identify themselves
as fully proficient (M = 4.36, SD = 0.86, on a 7-point Likert scale; 1 = not proficient at
all, 7 = very proficient). Their average overseas experience in English speaking countries
was 0.3 years (SD = 0.54).

As a control group, we also recruited 20 native English speakers (13 males, 7
females) as participants whose mean age was 37.9 (SD = 11.98). Among these NSs, 14
were from the United States, three from Canada, two from New Zealand, and one from
the United Kingdom.

4.3 Materials

Five audio clips from the Test of English as a Foreign Language (TOEFL) test were
chosen as task materials. Two clips were conversations, and the other three were lectures.
The length of the clips varied from two to five minutes. We chose such task materials
to maintain consistency with Goh’s setting, whose materials were collected from a
second language listening course. The tasks were randomly assigned to each participant.

4.4 Procedure

Step 1 (real-time listening). The participants listened to the audio clip and pressed a
button whenever they encountered anything about which they were unclear (i.e.,
comprehension problems). When the participants pressed a button, the software logged
a timestamp.

Step 2 (retrospective listening). The participants listened to the same audio clip again.
While listening, the computer automatically stopped at the place where they pressed the
button during Step 1, using the timestamps logged by the software. At this point, the
participants briefly explained what kind of problem they faced, at what point they
recognized the problem, and for how long it persisted. This step helped participants re-
experience the first step and recall their comprehension problems.
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Step 3 (interviews). The participants were handed complete transcripts of the audio clip
with markings that indicated their listening comprehension problems. Based on the
marked-up transcripts, they further explained the problems they faced during the
listening task. This step was designed to get more detailed information about the
comprehension problems mentioned in Step 2. Interviews were conducted in each
participant’s native language.

4.5 Data Analysis

To identify each type of listening comprehension problem faced by the participants
during the listening task, we first transcribed the interview data and removed any prob‐
lems that were not directly related to their cognitive processing of speech input (e.g.,
lack of vocabulary). Then we classified the problems into ten categories based on Goh’s
work. We created a new problem category if a problem did not belong to any of the ten
categories. All the interview data were coded independently by two coders, and discrep‐
ancies were discussed until an agreement was reached.

5 Findings

The results are presented as follows. First, we report all the types of listening compre‐
hension problems that were identified in our experiment. We separately present the
problems faced by non-native and native participants. Then we describe in further detail
the two types of listening comprehension problems that were newly discovered in our
study. Finally, we group the listening comprehension problems into three patterns based
on the persistence and identification time of each problem.

5.1 Types of Listening Comprehension Problems

NNSs. RQ1 asked what types of listening comprehension problems emerged in real-
time listening. To identify all the listening comprehension problems faced by non-native
participants, we counted the number of times problems occurred based on the markups
(times they pressed the button). In a few cases when participants described two problems
for one markup, the occurrences of problems were counted as two. 513 problem occur‐
rences were initially identified by the non-native participants. Among them, 366 problem
occurrences were “cognitive problems,” 144 were due to “language skills” (e.g., lack of
vocabulary), and the rest were due to “situational factors” (e.g., not being able to distin‐
guish different speakers). The average number of problem occurrences identified by each
non-native participant was 2.2 times per minute.

Tables 2 and 3 provide an overview of all the problems faced by non-native partic‐
ipants. Table 2 shows the real-time listening comprehension problems shared by Goh’s
work, and Table 3 shows two newly identified problems: “confused about unexpected
word appearance” and “unsure about the meaning of words.” The tables show the sample
excerpts extracted from our interviews and the percentage of the occurrences of each
problem (i.e., number of times each problem occurred/total number of occurrences).
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Table 2. Example and percentage of each listening comprehension problem faced by non-native
participants: problems shared by Goh’s work

Problem Example interview excerpt Percentage

1. Do not recognize 
words they know

Since I misheard „slides‰ as „flive,‰ I couldnÊt 
understand it. If I had read it, I wouldÊve 
understood it. (NNS 2)

27%

2. Unable to form a 
mental representation 
from words heard

I didnÊt really understand „bubble gas.‰
Although I caught both words, I couldnÊt form a 
picture of them. (NNS 6)

20%

3. Cannot chunk 
streams of speech 

I couldnÊt catch „cause you loved them too 
much.‰ I couldnÊt divide that chunk into 
separate words. (NNS 9)  

15%

4. Neglect the next part 
when thinking about 
meaning

While I was wondering what „bubble gas‰
meant, I missed the subsequent words. They just 
drifted away, so I gave up. (NNS 10)

5%

5. Do not understand 
subsequent parts of 
input because of 
earlier problems

I couldnÊt understand this part: „scientist 
decided that the best place to see a whole root 
system would be to grow it, where.‰ Maybe the 
lecturer is asking a question, but since I couldnÊt 
get that part, I also couldnÊt understand the 
answer to it. (NNS 13)

5%

6. Concentrate too hard 
or unable to 
concentrate

I couldnÊt concentrate. I was almost panicking. 
(NNS 19)

5%

7. Understand words 
but not the intended 
message

I could understand the meaning. But I couldnÊt
understand why he repeated the words. It seems 
that I didnÊt get the point.... (NNS 32)

4%

8. Confused about the 
key ideas in the 
message

Until now, the lecturer has been talking about 
„growing stuff in water,‰ „bubble gas through 
water,‰ and „growing plants in soil.‰ Now, sheÊs 
saying that giving too much water will kill a 
plant⁄ I donÊt understand. What on earth did 

4%

they want to say?  (NNS 19)

9. Miss the beginning 
of texts

I wasnÊt quite ready and missed the beginning of 
the lecture. (NNS 10)

2%

10. Quickly forget what 
is heard

When I heard „bubble gas,‰ I thought I 
understood. But when the lecturer continued to 
the next sentence, I suddenly forgot what it was. 
I got confused whether it was gas or gassed 
water. (NNS 16)

1%
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Table 3. Example and percentage of newly identified listening comprehension problems faced
by non-native participants: transient problems

Problem Example interview excerpt Percentage

11. Confused about 
unexpected word 
appearance

“Commercially” came out of the blue. I got 
confused when I heard it because I thought they 
were talking about stuff happening in a lab. 
(NNS 1)

7%

12. Unsure about the 
meaning of words

When I heard “root system,” I wasn’t sure what 
it meant. I came up with many possibilities. It 
could be the roots of plants, but when combined 
with “system,” I got confused. I thought it 
might have something to do with a Linux file 
system or something related to a chart in 
linguistics. (NNS 10)

5%

NSs. We did the same count and categorization for the listening comprehension prob‐
lems faced by native participants. Only twelve problem occurrences were identified.
Among them, ten were “cognitive problems,” and the other two were due to “situational
factors.” The average number of problem occurrences identified by each native partic‐
ipant was 0.27 times per minute.

Out of 20 native participants, eleven reported that the listening material was quite
clear to them and they did not encounter any comprehension problem. Nine participants
reported confusion, but most solved their confusion quickly and fairly easily during the
listening tasks. For example, one participant mentioned:

The first time the lecturer said, “bubble water,” I was like “huh?” But then she
explained it (self-corrected it), I was like “ah.” (NS7).

Difference between NNSs and NSs. Overall, although the NSs did encounter slight
minor and infrequent listening comprehension problems, they resolved them fairly
easily.

In contrast, the NNSs in our study faced many problems during the listening tasks.
From the interviews with them, a snowball effect of listening comprehension problems
seemed to occur during their listening, meaning that one problem triggered another
problem. For example, one non-native participant reported that due to his uncertainty
about the correct meaning of “root system,” he couldn’t understand the subsequent parts
of the lecture well. Others reported that, when thinking about the meaning of particular
words, they missed subsequent speech. Some also mentioned that failing to catch some
parts of the speech created concentration lapses. Such snowball effects of listening
comprehension problems were only found in the NNS listening.

5.2 Transient Problems Identified by NNSs

As shown in Table 3, since 12 % of the problems did not fit into Goh’s categorization,
we created two new categories, each of which we describe in further details below.
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Confused about unexpected word appearance. Previous research has indicated that
people generally use information from a prior discourse to rapidly predict specific
upcoming words as the discourse unfolds [20, 23]. However, a failed prediction hinders
the processing of an unexpected word or phrase [27]. While NSs can quickly resolve
problems and catch up with the current speech, NNSs tend to have difficulties recovering
from such problems [25].

In our experiment, participants reported that they got confused about the appearance
of a word or phrase that seemed unrelated to the current context. For example, in one
lecture, the lecturer introduced an experiment of “growing plants in water to observe
the root systems” but then slipped into a tangent about “how hydroponics is popular
commercially.” However, many non-native participants had difficulty understanding the
connection between the tangent and the main topic. Some non-native participants were
confused by the term “commercially.” One participant explained:

I know the word “commercially,” but I couldn’t understand why it appeared in this
context. I wondered if it had another meaning related to plant systems (NNS 15).

The non-native participant lost confidence in his ability to understand the context
when he heard the word “commercially.” Although this participant regained his confi‐
dence (i.e., he could follow the speech again) when the tangent was over, such problem
was problematic because it confused him and sapped his confidence.

Unsure about the meaning of words. Some participants in our study got confused
about the correct meaning of words/phrases that carried multiple meanings. Especially
when such words/phrases were keywords that appeared repeatedly in the speech, the
problem bothered them until they determined the correct meaning. Most participants in
our study gradually solved their doubts using context information. When the words/
phrases that confused the participants appeared only once, they tended to be easily
forgotten.

Participants also reported confusion when they encountered homonyms. For
example, in one listening task, the lecturer mainly discussed how big root systems of
plants can be. “Root system,” as one of the keywords, appeared several times during the
lecture. However, the keyword “root system” confused some of the non-native partici‐
pants:

At first, I couldn’t tell whether this “root” meant “the root of plants” or “the route”
of something. I finally realized that it meant “the root of plants” somewhere about here
when I heard “the best place to see” (NNS 3).

Although they had a guess or multiple candidates in mind, they were not sure if their
guess was correct, or which candidate was correct. As a result, they had to think hard to
resolve the problem by listening to subsequent speech, which burdened them and some‐
times triggered other problems.

5.3 Persistence and Identification Time of Problems

RQ2 asked the following two questions: (a) When do NNSs notice each listening
comprehension problem and how long do such problems persist? (b) Do the patterns of
persistence and identification time differ among different types of problems?
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To answer these questions, we calculated the duration of each problem (T(dur)) and
the response time taken to press the button (T(res)) by counting the number of words
spoken in each time period. In Fig. 1, for example, T(dur) is ten words and T(res) is
three words.

Fig. 1. Measuring “duration of each problem” (T(dur)) and “response time taken to press button”
(T(res))

Figure 2 shows how T(dur) and T(res) differed among various types of problems.
Each dot represents the average T(dur) and T(res) values of each problem. To determine
whether the problems can be divided into different patterns, we carried out single-linkage
hierarchical clustering [14]. Based on the optimal grouping of the problems, results
showed that the problems can be classified into three clusters: “immediate listening
comprehension problems” (74 % of all problem occurrences), “extant listening compre‐
hension problems” (25 %), and “delayed listening comprehension problems” (1 %).

Pattern 1: “immediate” listening comprehension problems. The first pattern repre‐
sented listening comprehension problems with short T(dur) and short T(res) values. In
other words, the duration of these problems was short, and participants perceived them

Fig. 2. Different patterns of listening comprehension problems faced by NNSs
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relatively quickly. Five types of problems fell into this pattern: “do not recognize words
they know,” “confused about unexpected word appearance,” “unsure about the meaning
of words,” “cannot chunk streams of speech,” and “unable to form a mental represen‐
tation from words heard.”

Figure 3 shows an example of a listening comprehension problem (in this case, “do
not recognize words they know”) in this pattern. In this example, the participant had a
problem with the word “fertilizer,” which she knew but couldn’t recognize it when she
heard it.

Fig. 3. Example of “immediate” listening comprehension problem

Pattern 2: “extant” listening comprehension problems. The second pattern repre‐
sented listening comprehension problems with long T(dur) and short T(res) values. The
duration of these problems tended to be long and they continued to burden the partici‐
pants to the point at which they pressed the button. Six types of problems fell into this
pattern: “understand words but not the intended message,” “neglect the next part when
thinking about meaning, “miss the beginning of texts,” “do not understand subsequent
parts of input because of earlier problems,” “concentrate too hard or unable to concen‐
trate,” and “confused about the key ideas in the message.”

Figure 4 shows an example of the listening comprehension problem in this pattern.
Here, the participant lost concentration and missed the entire sentence (“So there was
this scientist… entire system got”). As shown in this example, non-native participants
facing an extant listening comprehension problem had difficulty with the whole
sentence, rather than just words or phrases. Compared to immediate listening compre‐
hension problems (pattern 1), NNSs seemed to feel much more burdened when they
faced problems under this pattern.

Fig. 4. Example of “extant” listening comprehension problem

Pattern 3: “delayed” listening comprehension problems. The third pattern repre‐
sented listening comprehension problems with short T(dur) and long T(res) values. The
duration of these problems was short, and it took participants a relatively long time to
press the button. Only one type of problem fell into this pattern: “quickly forget what is
heard.” This problem emerged when the participants tried to recall words or phrases
they had just heard a few seconds ago.

Figure 5 shows an example of the listening comprehension problem in this pattern.
Here the participant tried to recall the word “bubble gas” when he heard the lecturer’s
self-correction, “I’m sorry, you must bubble gas through it.” According to the
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participant, when he tried to recall the word to understand the speech, he realized that
he had already forgotten it.

Fig. 5. Example of “delayed” listening comprehension problem

6 Discussion

In summary, we categorized twelve types of listening comprehension problems, two of
which were newly identified in this study. We found that the problems can be classified
into three patterns based on the persistence of each problem and the time taken to
perceive it.

6.1 Interpretation of Findings

How a “pressing a button” method might have affected the results. In our experi‐
ment, participants pressed a button whenever they encountered a comprehension
problem during listening tasks. Although “pressing a button” requires low over-head
from the NNSs, it requires some sort of trigger or decision-making process (i.e., deciding
when to press a button), which might have affected the results.  For “immediate listening
comprehension problems,” such as “do not recognize words they know,” pressing a
button to indicate a problem may be easy. The word they cannot recognize would serve
as a trigger to press the button. However, for such “extant listening comprehension
problems” as “concentrate too hard or unable to concentrate,” participants might have
found it difficult to decide when to press the button. For example, one participant
reported that “While listening, I thought I needed to press the button, but I kept having
problems, so I didn’t know when to press it.” Similarly, for such “delayed listening
comprehension problems” as “quickly forgot what was heard,” deciding to press the
button was also difficult. One participant mentioned that “I was a little hesitant since I
had a problem with the previous speech and I wonder if this was the good timing (for
pressing it).” These situations could be one reason for the unbalanced distribution of the
problems identified in three patterns: “immediate listening comprehension problems”
(74 % of all problem occurrences), “extant listening comprehension problems” (25 %),
and “delayed listening comprehension problems” (1 %).

6.2 Design Implications

Providing different support for different patterns of problems. Our findings show
three different patterns of problems. We suggest providing different types of support for
each one.

Most of the immediate listening comprehension problems are related to words or
phrases. Since NNSs instantly perceive the problems, it would be best to provide support
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that could immediately solve their problems. For example, bilingual dictionaries,
machine translation, illustrations may be helpful [13].

For extant listening comprehension problems, NNSs are already overburdened.
Inappropriate support would likely to impose further burdens on them. Therefore, the
support should focus on reducing their burdens and help them quickly catch up with the
speech. For example, showing them keywords extracted from previous speech [26] or
providing them with a small amount of time to process speech [31] may be helpful.

For delayed listening comprehension problems, NNSs notice that they forgot some
words or phrases earlier in the speech. Since a possible cause of such problems is the
limited capacity of the NNSs’ short-term memory [1, 9], support should focus on
providing memory cues for them. For example, automatically providing text summari‐
zations of previous speech [26] or showing images that can instantly remind them what
the speech was about may be of help.

Using advanced sensing technologies, we may be able to associate each problem
pattern with certain NNS behaviors. For example, previous research has suggested that
pupil response can be used as an indication of effortful listening [33]. If such effortful
listening continues for a while, it may indicate that the NNS encounters an “extant
listening comprehension problem.”

7 Conclusions and Future Directions

In this study, we explored how different types of listening comprehension problems are
perceived by NNSs as speech unfolds in a one-way communication setting. Through
exploratory analysis of the collected data from a laboratory experiment, we identified
twelve types of listening comprehension problems, which we further classified into three
patterns based on their persistence and the time taken to perceive them. We believe that
our findings serve as a basis for designing adaptive systems to support NNSs in real-
time listening comprehension. For future studies, we plan to develop such a system. In
addition, we plan to investigate if NNSs with different listening abilities perceive
comprehension problems differently. Finally, we will examine how our findings are
compatible with an interactive multilingual communication setting.
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Abstract. We conducted a user study to unveil the usability of a wearable input/
output interface using hands and toes for operating applications such as telephone
calls and e-mails. Specifically, subjects performed tasks in the states “hands-free,”
“having baggage in their dominant hands,” and “having baggage in both hands”
using the proposed system and a smartphone. Then, we evaluated the usability
according to a questionnaire, an interview, and the task completion time. The
results indicate that hand and toe input in the proposed system were accepted
when performing simple button operations such as answering the phone. In addi‐
tion, hand input in the proposed system was accepted when performing scroll
operations such as reading an e-mail. However, when performing accurate button
operations such as text entry tasks, hand and toe input in the proposed system
were seldom accepted.

Keywords: Floor projection · Wearable computer · Augmented reality · Toe
input · Wearable projection

1 Introduction

The widespread use of mobile terminals such as smartphones enables us to access infor‐
mation services both indoors and outdoors, even while walking. For example, we use
information services to find a route, check e-mails, and update a social network service
(SNS). These information services are used frequently and briefly. Furthermore, most
of them can be used by a simple operation. However, such mobile terminals have several
limitations. First, the mobile terminal cannot indicate information larger than the display
size. Second, it is difficult for users to give attention to their surroundings due to watching
the display screen in their hands. Third, the mobile terminal needs to be retrieved from
a pocket or bag. Fourth, the user has to hold the device itself with at least one hand, even
while only viewing. Therefore, it is difficult to use the mobile terminal when both hands
are occupied.

Thus, we focus on a type of projection system that can compensate for these limi‐
tations and provide a more efficient way of viewing information [1, 2, 23]. We especially
focus on a wearable projection system that enables the user to access information via a
large screen without retrieving the device [3, 4]. Additionally, Matsuda proposed a
wearable projection system composed of a mobile projector, depth sensor, and gyro
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sensor, which are equipped on the user’s chest [5, 17]. This system allows the user to
conduct “select” and “drag” operations by footing and fingertips controlling in the
projected image on the floor (Fig. 1). In this paper, we evaluate the usability of hand and
toe input in our system and propose applications for our system based on the results.

Fig. 1. System overview

2 Related Work

In this section, we discuss related work regarding the input interface to a graphical user
interface (GUI) and the input method using the foot.

2.1 Input to GUI

Standard GUIs are operated using a pointer on the screen with pointing devices such as
a mouse and trackball. However, the operability has worsened as the devices have been
downsized for portability. Mobile terminals also restrict the use of one hand, and these
devices need to be taken out of a pocket or bag. Related work has investigated hands-
free input with wearable computing devices. For example, there are systems that accept
finger-pointing input, such as a hand mouse [6], and input systems based on the line of
sight [7]. These systems are accompanied by the burden of attaching and detaching
required special devices. They also occupy the hands and eyes, which makes it difficult
to conduct other tasks because these are the most frequently used parts of a user’s body.

2.2 Accessing Information Using Projector

Accessing information via a projector has been studied for many years [8]. Technology
that combines reality with wearable computers has been developed. The use of a projector
instead of a head-mounted display (HMD) offers advantages such as mobility by
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accurately displaying images in a certain location. Studies on augmented reality have used
projectors such as the tele-direction interface [20]. These studies have demonstrated the
effectiveness of displaying annotations in the real world using a projector. T. Karitsuka
superimposed a movie and annotated a real-world surface with graphics and characters
[9]. However, the system required a marker on the projection surface, which made it diffi‐
cult to project the image anywhere. Yamamoto projected information on a palm-top using
a projector attached to the shoulder, which provided a stable display [10]. However, this
system was not hands-free, and the display was not large enough to allow the user to
access information. P. Mistry projected information onto a wall and real objects using a
head-mounted or neck-strap-mounted projector, where inputs using finger gestures were
recognized by an RGB camera [11]. However, this system required image processing
because it often failed to recognize fingers with different ambient light and background
colors. C. Harrison studied the “OmniTouch,” which uses a depth sensor to detect finger
input on many surfaces [12]. These studies show that using hands and fingers as input
interfaces is an available and efficient approach for wearable projection systems.
However, these studies required the users to raise their arms, which led to strain, and the
system occupied both of the users’ hands.

2.3 Foot-Based Input

There are studies that design input interfaces using the foot. Some deal with attaching
sensors to the objects in the environment; others, to the user’s body.

An example of a study that involved attaching sensors to the environment is Multitoe
[13], designed by T. Augsten, which enables highly accurate user input using the floor.
Users invoke menus and operate a keyboard with this system.

Studies involving systems that attach sensors to the user’s body include the WARAJI
[14] projects conducted by S. Barrera. Those sensors are attached to the user’s legs and
determine leg acceleration. This system is used to realize movement in virtual reality.
However, this system demands the attachment of a device to the leg, and it does not
consider the interaction between the foot and display. Another study investigated foot
input based on a sensor in the user’s pocket [15] to obtain the acceleration of the foot.
Also, Daisuke [22] conduct research to detect user’s posture based on a sensor in the
user’s pocket for investigating risk management. This study did not require the attach‐
ment of a device to the feet; however, it also failed to consider the information display.
Other studies have recognized the toe using a camera on a mobile terminal device. One
of these involved the input for a soccer game using the foot. The device was attached to
one of the user’s hands, and it did not consider the interaction between the toe and the
floor. V. Paelke used a mobile device and a toe for inputting information [16], but that
study did not consider the interaction between the toe and the floor. Simpson considered
the interaction between the toe and the floor, but not with a mobile projector [21].

According to these works, it is effective to input to the floor projection by hands and
toes, which is the principal point of our work.
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3 System

We implemented the system as shown in Fig. 2. The system consists of a depth sensor,
mobile projector, and gyro sensor. All the components are mounted on the user’s chest.
We used a seeser M1 (ESplus, Inc.) laser micro projector to project visual feedback onto
the floor. Furthermore, we used an InertiaCube4 (InterSense, Inc.) to measure the orien‐
tation of the system and to fix the projected image on the floor. This prevented the
projected image from moving due to the user’s motion when stepping on the floor. We
used a DS325 (SoftKinetic) as a depth sensor to detect the user’s hands and toes. The
DS325 is robust against changes in background color and ambient light. This depth
sensor estimates the position and the motion of hands and toes. The physical burden is
smaller and more socially acceptable than mounting at the user’s head—the user wears
only one device on the chest.

Fig. 2. System configuration

There are input motions to the floor projection by the hands. We focus on the pinch
interface [18, 19] as shown in Fig. 3. The user can select contents from the floor projec‐
tion by means of attaching the forefinger to the thumb. In addition, the hand position
synchronizes with the pointing position. The hand position and select motion are
detected by the depth sensor. The detection algorithm is similar to the algorithms of
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related works [21]. However, we do not utilize the direction of the user’s hand as input.
Figure 4a shows the raw image of the depth sensor. To separate the hands and feet, we
set a threshold at the height of the hips empirically. The input position of the floor
projection is evaluated by means of the position of the tip of the hand. The select motion
is judged by means of a closed area of the hand as shown in Fig. 4b.

Fig. 3. Select motion of hand input.

Fig. 4. Hand detection

In the preliminary experiment, we evaluated the accuracy of hand and toe input.
Subjects (4 male) selected to the target 50 times. As a result, the average error of hand
input was 4.5 cm, and the average error of toe input was 13.4 cm. The negative and
positive false detection rate of hand input was 3.5 %, and that of toe input was 16.5 %.
Considering this result and [17], we designed the icon size for this user study.
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4 User Study

We evaluated the usability of hand and toe input of the proposed system by means of
operating existing smartphone GUIs. We also evaluated the usability of input by a
smartphone for comparison. The subjects performed tasks such as answering telephone
calls and processing e-mail while wearing the proposed system and carrying the smart‐
phone (Sony Ericsson Xperia arc). There are various places to contain the smartphone,
such as clothing pockets and bags. In this study, the smartphone was contained in the
subject’s front trouser pocket for easy retrieval. In addition, we assumed that the user
could not immediately access the smartphone because of hand restraints such as holding
baggage, putting a hand in a pocket, and putting on gloves. Therefore, we also conducted
a study in which the subject performed tasks in three situations: “hands-free” (Fig. 5a),
“baggage in dominant hand” (Fig. 5b), and “baggage in both hands” (Fig. 5c). We set
the baggage weight to 1.0 kg under the assumption that the user purchased food and a
500 ml bottle of water, which is often the case in daily lives.

Fig. 5. Experimental apparatus

Before the tasks started, the subject was explained how to provide input and also the
situation being addressed. The tasks started with attaching the proposed system to the
subject and placing the smartphone in the subject’s pocket for the Fig. 5 situations. A
sound on the PC signaled the start of the task. Then, the task was displayed on the floor
in the case of input by the proposed system, or on the smartphone’s screen in the case
of input by the smartphone. When the subject was performing the task, he/she was
allowed to put down the baggage or to hold the baggage in the other hand. After input
for task, the subject has to be the initial situation as the end condition.

The subjects performed three tasks. The first task was a one-button operation that
did not require high accuracy. This operation is commonly used when answering a call
and checking a short message. Specifically, the subject had to select the button once as
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shown in Fig. 6a. The second task was a scroll operation, which requires two-dimen‐
sional motion. This operation is commonly used when reading an e-mail and Web
browsing. Specifically, the subject had to scroll to read text as shown in Fig. 6b. Then,
the subject had to select the button to clear the end time. The text consisted of 150–200
Japanese characters, which can be read wholly by means of about five drag scrolls. The
third task was an accurate button operation that required a lot of two-dimensional motion
and high accuracy. This operation is commonly used during text entry such as replying
to an e-mail and uploading articles to SNS. The preliminary experiment indicated that
input using a QWERTY keyboard layout is quicker and more comfortable than the flick
input in the proposed system. Moreover, the flick input is not used daily by all subjects.
Therefore, we adopted input by QWERTY keyboard layout to perform the text entry
task. Additionally, the toe input is considerably uncomfortable for this task and was
therefore not conducted. The text entry task is shown in Fig. 6c. The subject inputs an
English word of four characters.

Fig. 6. Experimental task

There were 14 subjects (13 male, 1 female) aged 21 to 25 years, all of which were
right-hand dominant. All tasks are conducted indoor situation. In addition, they
performed each task five times to practice, and we take care of order of tasks to compen‐
sate order effects. We evaluated the usability according to a questionnaire, an interview,
and the task completion time.

5 Result and Discussion

The task completion times are shown in Fig. 7. Whisker of box-and-whisker plot in
Fig. 7 means standard variation. Also small “o” represent outlier. Input by the proposed
system was quicker than input by the smartphone in the one-button operation task.
Moreover, the toe input was the quickest when subjects had in both hands. In the scroll
task, hand input by the proposed system and input by a smartphone were quicker than
toe input. In the text-entry task, hand input by the proposed system was as quick as input
by the smartphone when subjects had either no baggage, or baggage in both hands.
However, hand input by the proposed system often took more time than input by the
smartphone when subjects had baggage in their dominant hands because subjects
frequently made mistakes due to input by their non-dominant hands.
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Fig. 7. Task Completion times

The results of the questionnaire are shown in Figs. 8, 9 and 10. In the one-button
task, when subjects had either no baggage, or baggage in their dominant hands, the hand
input by the proposed system was accepted, while the toe input was not accepted,
whereas, when subjects had baggage in both hands, the toe input was the most accepted.

Most subjects cared for easy input, but a few subjects cared for certain input by the
smartphone. In the scroll task, regardless of the situations of the subjects, they preferred
hand input and input by smartphone, rather than toe input, because of the accuracy. Some
subjects preferred the smartphone because it is more private than the projection image,
which may be seen by people around them. In the accurate button task, regardless of the

Fig. 8. Results of questionnaires in hands-free situation
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situations of the subjects, they preferred to input by smartphone rather than the proposed
system because of the input accuracy.

From these results, it was determined that toe input is accepted only for simple oper‐
ations when both hands are occupied and that hand input is accepted for simple opera‐
tions when both hands are free. Namely, the proposed system is fitting for applications

Fig. 9. Results of questionnaires with dominant hand occupied

Fig. 10. Results of questionnaires with both hands occupied
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that request simple operations such as answering a call, checking messages, reading e-
mail, and scrolling Web pages and maps. In contrast, input by the proposed system is
not accepted when users input only four characters, regardless of their hand situation.
Thus, the proposed system is not suited for applications that request more operations,
such as replying to e-mail and uploading articles to SNS. However, the task completion
time of hand input by the proposed system was as quick as by smartphone, even though
subjects use smartphones on a daily basis. Therefore, if they use the proposed system
on a daily basis, they can become more comfortable and perform as well as with a
smartphone.

Our future work will investigate applications and utilization of the proposed system.
For example, the proposed system allows input not only from one person wearing the
device but also from people around the user simultaneously. This system can also
provide multi-user interaction using multiple devices, allowing the user to share infor‐
mation and communicate with other users.

Furthermore, the projection area can be utilized as an extended display for mobile
devices as shown in Fig. 11. For example, in cases in which users should keep watching
an application, they can drop the application from the smartphone display to the

Fig. 11. Extended display for mobile devices

114 F. Sato et al.



projection area. The projection area allows users to improve the usability of a multitask
application and to check notifications without the inconvenience of using mobile
devices. In addition, in cases of simple operations, users can process information without
retrieving their mobile devices.

6 Conclusion

In this work, we studied the usability of our proposed system when performing tasks
such as answering phone calls and processing e-mails. From this study, we suggest that
the proposed system is fit to be used for most information services that are used outdoors.
The proposed system is convenient in a variety of situations, even when the user’s hands
are occupied. We believe that our system will be innovative in mobile computing.
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Abstract. There are several problems caused by differences in people’s
bodies in daily life. For example, tall people feel uncomfortable working
at low desks, whereas short people cannot reach high places. However,
it is not easy for other people to experience other people’s bodily sensa-
tions. To experience the sensations of others, we believe that it is effec-
tive to link video of the body of another person to their own behavior,
and thereby, experience the physical scales that are experienced by oth-
ers. Therefore, we have developed the “Ima-mirror,” which converts user
movements into a model with the physical attributes of someone else, and
presents the mirror image on a screen. The results of evaluation exper-
iments produced the following findings: (1) Users are greatly interested
in moving the body of others. (2) Users feel sensations matching their
own senses when the system uses their own body model. (3) Users feel
sensations that do not match their own senses when the system presents
another person’s body model.

Keywords: Understanding of people · Motion capture · Physical
attribute · Mirror image

1 Introduction

There are several problems caused by differences in people’s bodies in daily life.
However, it is not easy for other people to understand another person’s bodily
sensations or orientations. For example, in a city, children are less visible from a
car because of their short stature. Therefore, children have been taught to raise
their hands when crossing the street to make themselves more visible.

It can be difficult for two people with height differences to cook together. In a
house, there is different usability of the kitchen based on height. For the purpose
of understanding the experiences of others, various studies have been carried out.
Shibata et al. have developed a system to let users experience the view of others
[1]. This produces a field-of-view model from the parameters of visual acuity,
age, and height. The user perceives the world using a head-mounted display,
c© Springer Science+Business Media Singapore 2016
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and experiences a change of view. Nishida et al. developed “CHILDHOOD”,
which is a device to reproduce a child’s perception system [2]. By converting the
experience of the user’s field of vision and hands to the child’s perspective, the
user feels like a child. Tamaki et. al. developed PossessedHand [3]. The device
controls a user’s fingers by applying electrical stimulus to the muscles around
the forearm. They also developed a support system based on PossessedHand for
playing koto. In these studies, the user uses a head-mounted display or wearable
devices; thereby, the user can experience the physical sensations of others from
a first-person viewpoint. However, in a first-person viewpoint system, the user
cannot see their own shape. By showing the body of other people to the user,
the user can easily understand their (converted) height and body shape. Fur-
thermore, it is possible to present the identity attributes of others based on the
characteristics of appearance such as clothing or hairstyle. This is considered to
result in psychological changes to the user.

In this paper, we propose “Ima-mirror”, which is a system that presents the
physical sensations of others to the user. Ima-mirror uses a mirror display to
present the body of another person to the user, the body model moves with the
motion of the user. The term “body sensation”, as used in this paper, refers to
the feeling of interaction with the surrounding environment and others based on
the size and shape of the physical body. In this paper, we describe an evaluation
experiment and a method of realizing Ima-mirror. The name of this system
is derived from “imaginary mirror.” In Sect. 2, we describe related works to
clarify the position of our study. In Sect. 3, we describe Ima-mirror. In Sect. 4,
we describe the evaluation experiment. In Sect. 5, we discuss the results of the
evaluation experiment. In Sect. 6, we conclude our study.

2 Related Works

We describe several studies to develop the context of our study.
Yoshida et al. developed a system that displays video of the body operation

of several viewers [4]. Using this system, the viewer sees another place and time,
feeling a sense of unity with people there. “Gokinjo silhouette” by Nakamori
et al., Presents the user in silhouette [5]. This prompts an interest in familiar
others, and supports gradual connections. “HyperMirror” by Morikawa is a video
chat system that displays users in the same image [6]. Users are in remote loca-
tions, but they feel like they are sharing the same space. Several similar studies
use a mirror for image display. Perttu Hämäläinen has conducted a study that
trains users using video recording and mirrors [7]. In addition, Martin Tomitsch
has developed a public display viewing articles [8]. The goal of the experiment
was to target passers-by; public display prompted playful behavior in some users.
These systems represent images using mirror images, the same method as in our
study. These systems present a symbolic body representing the body or skeleton
of a user on the screen. In this study, the body of the other person follows the
behavior of a user. Okamoto et al. presented “Silhouettel”, which projects peo-
ple’s shadows and their profile and interests on the screen, and thereby promotes
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conversations among users [9]. Mikhail Jacob et al. presented “Viewpoint AI”,
which projects particles with an artificial intelligence on the plane [10]. Particles
become human shaped, and dance with the human. These studies present user
shadows or particles derived from the user. These systems project on a large
screen at a size that is close to life-sized. These features are the same as those
in the present study. In this study, the actions of the user are reflected using the
physical attributes of others.

3 Ima-mirror

We have developed a body conversion system, Ima-mirror, using the body shape
of a real person. In this section, we describe a design policy and a method for
realization of Ima-mirror.

3.1 Design Policy and Method

(1) Presenting a model of the entire body
To give the impression (and identifying characteristics) of another person to
the user, the system provides a full-body model of the other person that is
linked to the user’s movement as mirrored on the screen. When the user faces
the model on the screen, the model is their own model mirrored, so as to
move in the same direction as the user.

(2) Displaying the image at close to life-size
For the user to be able to experience the system by moving their entire body
while looking at the screen, the system displays the model at a size that is
close to life-sized. Therefore, the system displays a screen on the projector
and the screen.

(3) Using the body shape of a real person
To give the impression of the conversion of sensory and identifying charac-
teristics for a specific other person to the user, the system presents the body
shape of a real person. Using the body shape of a real person, it is possible
to provide personality such as body type, dress, and attitude to the model.

3.2 Realization Method

Figure 1 shows the flow of the realization method. Ima-mirror performs the fol-
lowing four steps.

1. Obtain the body shape [Fig. 1 (1)],
2. Create a moveable model [Fig. 1 (2)],
3. Select the model from the height of the user [Fig. 1 (3)], and
4. Reflect the user’s attitude to the model [Fig. 1 (4)]

Figure 2 shows the body shape of a real person as an implementation example
of a movable model. The following section describes the details of each procedure.
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(2) Creation of a movable model 

Bone

(1) Acquisition of a body shape

A Real person (Body shape provider)

Kinect Fusion

Body shape

(4) Application of a movable model tothe posture of a user 

 Real spaceScreen (mirrored image)

Kinect

(3) Selection of a movable model based on the height of the user 
Movable modelsA user

Kinect

Fig. 1. Overview of Ima-mirror.

1. Obtain a person’s body shape using KinectFusion. Figure 2 (1) shows an
example of the acquired body shape.

2. Convert the body shape into a movable model by inserting bones into the
model by hand using modeling software. The bones follow the original motion
of the model, similar to a bone in the human body. By creating a bone model,
it makes it possible to easily deform the model. Place the bones to move the
entire body of the model, as shown in Fig. 2 (2), which presents an example
of a movable model when you insert a bone. The triangular object in the
model is made of bones. There are 22 bones in the body model. The place
at which we insert the bone is adjusted to the skeleton acquired using the
skeletal recognition function of the Kinect.

3. Measure the provisional height of the user using the Kinect. Figure 3 shows
how we obtain the temporary height. From the acquired skeleton information
acquired using the Kinect, we obtain the position of the user’s midpoint
of both legs and head in three-dimensions. The distance between these two
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Fig. 2. Example of creating a mobile model and capturing the posture of the user.

points is regarded as the user’s provisional height. A user who has entered
within view of the Kinect does not necessarily have an upright posture. In
this case, it may not be possible to measure the height in the vertical state.
Therefore, we set the largest distance among the measured values of the
predetermined time as the height. Next, we select the present model from
some of the body geometry model, based on the user’s height. When swapping
the two body models, the system compares their heights, and selects the
models of each other person.

4. Obtain the posture of the user from the skeleton recognition function of the
Kinect, which is reflected in the bones of the moving model. This process
uses the Unity asset “Kinect v2 With MS-SDK”. As shown in the figure, the
Kinect recognizes the posture of a user facing the screen, and converts it into
the model, then horizontally reverses the movement of the model. This image
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Midpoint of both feet

Head

Temporary 

height

Fig. 3. Acquisition of temporary height.

becomes mirrored when a user sees the screen. Figure 2 shows an example
reflecting the posture of the user in (3). The figure shows the body shape
being deformed such that it follows the movement of the bones.

4 Evaluation Experiment

To verify the effect of replacing the body with that of another person, we carried
out evaluation experiments using Ima-mirror.

4.1 Summary of evaluation experiment

We tested the following hypotheses.

Hypothesis 1: When presenting the self-body shape, it is easy for a user to
perform tasks.

Hypothesis 2: A user will be interested in maneuvering the body shape of
another person.

Hypothesis 3: A user can experience another person’s body sense using the
system.

The experimental results are as follows. Figure 4 shows the experimental
environment. The width of the experimental field is roughly 3 m, the depth is
roughly 3.5 m. The screen of the system is a projection onto a wall at the front.
The posture of an experimental subject is recognized using Kinect installed at
the front of experimental subjects. The experimental subjects perform tasks
while watching the screen.

We focus on the differences in the body attributes between two subjects, who
are partners. Therefore, we used a task in which two people must cooperate.
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Fig. 4. Experimental environment.

Two experimental subjects were asked to touch an object, which appears on the
screen, at the same time.

When the two experimental subjects touch the object at the same time, the
object disappears. When the previous object disappears, a new object appears
at a different location. The two experimental subjects repeat the task five times.
Figure 5 shows the screen of the system. Figure 5 (a) shows the screen just after
the experiment has started.

The object appears between the models of the two experimental subjects.
The shape of the object is a cube. The object is sized such that one can touch it
easily via the hand in the model. Figure 5 (b) shows the locations at which the
object can appear.

The location where an object appears is the screen’s center; however, the
heights at which the center of the cube can appear are 0.6 m, 0.9 m, 1.2 m, 1.5
m, and 1.8 m. We chose these heights based on the heights of the experimental
subjects. An experimental subject must stoop or stretch to touch these objects.
The appearance order of the object is random. When an experimental subject
touches an object, the color changes. When neither experimental subject touches
the object, its color is white. When one of them touches it, it becomes red.
When both touch it at the same time, the object disappears from the place and
appears at a different location. It becomes yellow at the last position at the
same time. The number of pairs of experimental subjects is 5. All pairs consist
of one man and one woman, because it is easier to see the differences in body
features. We acquired the body shape of each experimental subject beforehand.
When experimenting, we do not indicate that the shown model belongs to a
participant.
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Fig. 5. Screenshot of Ima-mirror models. (Color figure online)

Table 1. Time taken to task when each condition.

Pair One’s own model (sec.) Partner’s model (sec.)

A 64 15

B 53 27

C 42 12

D 24 38

E 25 11

Average 41.6 20.6

Std. dev. 15.6 10.4
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Table 2. Results of questionnaire for each condition (5-point Likert scale).

Question items Model Evaluation Median value Mode value P-value

1 2 3 4 5

(1) The experiment
was difficult

Own 4 2 1 3 0 2 1 0.895

Partner 2 5 1 2 0 2 2

(2) When moving a
model, I had the
sense that I was
moving my body

Own 0 0 1 6 3 4 4 0.0443*

Partner 0 4 1 4 1 3.5 2,4

(3) I felt strange when
the model was
displayed

Own 4 5 1 0 0 2 2 0.00152*

Partner 0 3 1 3 3 4 2,4,5

Evaluation value: 1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly
agree
* p < 0.05
We performed the Wilcoxon’s signed rank test of nonparametric statistics.

Table 3. Results of questionnaire for both conditions (pairwise comparison).

Question items Evaluation Median value Mode value P-value

1 2 3 4 5

(1) Which was easier, the 1st
round of the experiment
or the 2nd round of the
experiment?

1 1 3 5 0 3.5 4 0.257

(2) Which matched your
body sense best, the
model shown in the 1st
round of the experiment
or the model shown in the
2nd round of the
experiment?

2 6 1 1 0 2 2 0.0196*

(3) Which was more
fascinating, the 1st round
of the experiment or the
2nd round of the
experiment?

0 0 1 3 6 5 5 0.00270*

Evaluation value: 1: First condition, 2: First condition if anything, 3: Neutral, 4:
Second condition if anything, 5: Second condition
* p < 0.05
We performed the chi-square test.
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Table 4. Results of questionnaire on impressions of each model (5-point Likert scale).

Question items Evaluation Median value Mode value P-value

1 2 3 4 5

(1) You noticed that the model
shown to you in the 1st
round of the experiment is
your own body shape

0 0 1 2 7 5 5 0.00270*

(2) [If you answered 4 or 5 in
Question (1)] The model was
similar to you

0 0 2 4 3 4 4 0.00815*

(3) [If you answered 4 or 5 in
Question (1)] I felt that my
body was on the screen

0 2 0 3 4 4 5 0.0956

(4) You noticed that the model
shown to you in the 2nd
round of the experiment is
your partner’s body shape

0 1 0 3 6 5 5 0.0114*

(5) [If you answered 4 or 5 in
Question (4)] The model was
similar to your partner

0 0 1 6 2 4 4 0.00468*

(6) [If you answered 4 or 5 in
Question (4)] I felt that I
became my partner’s body
on the screen

0 3 2 3 1 3 2,4 0.706

Evaluation value: 1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly
agree
* p < 0.05
We performed the chi-square test.

4.2 Results of the experiment

Table 1 shows the time taken to task when each condition. There are the total
time which users touch objects that appear in five different locations. For exam-
ple, first object appears in the height of 1.2 m, and then both users touch it. Next
object appears in the height of 1.8 m, and then both users touch it. Times in
Table 1 mean the total time spent on five-time touches. Table 2 shows the result
of the questionnaire regarding each condition. Table 3 shows the results of the
questionnaire regarding both conditions. Table 3 shows the results of paired com-
parison tests for the questionnaire. Table 4 shows the results of the questionnaire
regarding subject impressions of each model.
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5 Discussion

5.1 Degree of Difficulty of the Task

We thought that users move precisely for objects on the motion picture when
our system shows them in their own model. Because they are accustomed to the
movement of their body in the real world. However, Table 3 (1) shows that there
is no difference between showing one’s own model and showing their partner’
model. From the results of the questionnaire, even when being shown a differ-
ent model, we found out that the experimental subject was experienced in the
operation of the system. An experimental subject commented that there was
some degree of difficulty due to the difference in the size of the body model. The
partner of this experimental subject was taller; therefore, the subject had to
perform the movement for a smaller body to be able to touch the object. When
the displayed model is tall, the degree of difficulty of the task is low. We did not
prove hypothesis 1, i.e., “When presenting the self-body shape, it is easy for a
user to perform tasks.”

5.2 Interest in Others

The experimental subjects determined that the shown body model can specify
one’s own body shape or their partner’s body shape, as shown in the results
in Table 4 (1) and (4). We think that the body shape can express the features
of the source body, based on the results in Table 4 (2) and (5). The following
comments are the reasoning behind the experimental subjects giving a score of
5 (Strongly agree), see Table 4 (1).

– Because the body shape was akin to my shape, as seen in a mirror.
– Because I recognized myself and my partner from the figures.
– Because we were the same, and the model wore a skirt of the same length.
– Because the model was the same height as myself and wore a skirt.

The following comments are the reasoning behind the experimental subjects
giving a score of 5 (Strongly agree), see Table 4 (4).

– Because I found the hair (the model’s) to have extended a little.
– Because the figure and clothes of the model were similar.
– Because I was the person’s model, which is easy to recognize.

The experimental subjects noticed a change in the body shape. Moreover,
they can specify their model and their partner’s model from the shape and
features of the model, including the clothes and the hairstyle. The experimental
subjects replied that the other subject’s model was more fascinating than their
own model, as shown in the result in Table 3 (3). Therefore, an experimental
subject has interest in moving the body shape of another person. We proved
hypothesis 2 correct, i.e., “A user will be interested in maneuvering the body
shape of another person”.
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5.3 Another Person’s Body Sense Presentation

We found a significant difference between one’s own body model and a partner’s
body model in the results shown in Table 2 (2).

An experimental subject gave a score of 4 for their own model, and a score
of 2 for their partner’s model. The subject provided the following reasoning.
Own model: Because I felt that the model hand was moving to the location
one increased. Partner’s body model: When I moved my hand, my hand’s reach
was longer than usual for the distance. This experimental subject felt that the
movement became larger for their partner’s model than their own model. We
think that this difference causes a feeling of strangeness. On the other hand,
the partner of this experimental subject gave a score of 5 for their own model,
and a score of 4 for their partner’s model. The experimental subject provided
the following reasoning. Own model: Because the model reflected my movement.
Partner’s body model: The model reflected my movement. I felt almost no sen-
sory difference.

When comparing their own model and their partner’s model, their own model
matches better than their partner’s, as shown in Table 3 (2). We think that the
similarity of body scale produces the feeling that a model matches one’s own
body sense. Therefore, we found that another person’s body sense can be cause
a feeling of strangeness when using our system. We proved hypothesis 3 correct,
i.e., “A user can experience another person’s body sense using the system”.
When showing one’s own model, we found that the system does not always
provide an accurate body sense on the screen, as seen in the results shown in
Table 4 (3). Moreover, when showing a partner’s model, we found that the system
does not always provide the sense of experiencing the partner’s body, as seen
in the results shown in Table 4 (3). The following comments are comments from
the experimental subjects who scored the evaluation at 2 (disagree) in Table 4
(6).

– I felt as though I had a new body.
– I thought that the model that was being operated wasn’t myself. I didn’t feel,

“it was my partner’s body.”

The following comments are comments from the experimental subjects who
gave a score of 3 (neutral), see Table 4 (6).

– I felt that I was moving my partner’s doll.
– I didn’t change my sense of hands and feet very much. I felt I had become

relatively big on the screen.

We found that it is necessary to raise an absorbed sense to the screen in
future improvements.

6 Conclusion

We have developed the “Ima-mirror,” which displays the user’s movements using
a model that has the physical attributes of someone else on a screen. We obtained
the following findings from the evaluation experiments.
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1. An experimental subject has great interest in operating the body shape of
other people.

2. When the system shows their own body model, the experimental subject
experiences a match of body sense.

3. When the system shows another person’s body model, the system causes a
feeling of strangeness. We found that an improvement would be to raise an
absorbed sense to the screen.

We augment the reality of the space and models on the screen to raise an
absorbed sense to the screen. We investigate the identifying features (clothes
and hairstyle) and the body sense when the height and the figure are changed,
and whether a psychological change occurs in the user.
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Abstract. This study focuses on supporting theatrical performances.
A system that supports actors learning their acting orders has been
already proposed. The system detects actors’ speech and cues the next
actor to speak. It can however only respond to speech, despite the fact
that movement is a very important factor of theatrical performance.
Thus this paper proposes to include moving action for cueing the acting
order. The evaluation showed that the proof-of-concept prototype sys-
tem decreased the incidence of both order mistakes and speech mistakes.
The findings of this study confirm that the system can efficiently support
theatrical performance practice.

Keywords: Acting order · Theatrical performance · Cueing individu-
ally · Smart watch · Websocket

1 Introduction

Theatrical performances are a common activity around the world. The theatri-
cal performances are collaborative work, which each person has different role.
The most theatrical performances are played according with librettos. Librettos
usually have detail instructions, about lines, gesture and who acts it, in timeline
format. Actors have to remember a lot of things in addition to the speech lines,
including movement, position on-stage, and the flow of the scene. To understand
these factors well enough to offer a convincing performance, repeated practice
and time are necessary. However, in many case, excessive location costs and
schedule coordination make it very difficult to provide enough opportunities to
sufficiently learn these elements. Correspondingly, actors compensate for the lack
of time and practice with private practices. Actors can refine their own actions
like their speech and movement, but it can still be difficult for actors to grasp
c© Springer Science+Business Media Singapore 2016
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DOI: 10.1007/978-981-10-2618-8 11



A Wearable Action Cueing System for Theatrical Performance Practice 131

their relationship with other actors. Consequently, actors have to hold many
group practices to understand this dynamic. Making group practice more effi-
cient can hasten the actors’ understanding, thereby reducing costs and improving
the quality of performances.

Movement plays an important role in theatrical performances. It shows the
audience what the actor is doing and feeling in a way that makes theatrical per-
formance the integrated art of speaking and moving. Just as there is an order to
the spoken lines, the movements of the performance also have an order. In some
scenes, actors sometime move without speaking, which can then prompt other
actors to move or speak. Movement is just as important as speaking. To accu-
rately and sufficiently support theatrical performances, it is necessary to focus
on the movement as well as the spoken elements. In addition, the movements
of a performance have intentions just like the speaking. As a result, mistakes of
movement can impact the actors just as mistakes in the libretto.

The biggest problem in practices is the unwanted interruption from fatal
mistakes that cannot be immediately repaired. In these situations, mistakes in
the acting order represent the most major problems. Even when actors remember
own actions well enough, they can easily make mistakes in the acting order if
they lose their relationship with other actors. For example, it is not uncommon
for actors to mistakenly speak before another scheduled actor, or forget to move
appropriately although it is their turn to act. When these mistakes happen, the
director stops the practice, confirms the cause, offers a correction, and the actors
replay from a previous point in the scene. It is not only a waste of time, but
it also causes stress for the actors. To solve these situations, someone takes on
the role of “prompter”, who is responsible for keeping the acting ongoing. When
actors forget their lines or stammer, the prompter immediately displays the lines
on boards for the actors to read. This helps keep the acting smooth, and quickly
resolves the stress of the situation. Other actors often take on this role in their
free time when they are not involved in the scene. In this way, showing critical
information at the appropriate time makes practice more efficient.

In the previous research, which focused on helping actors understand act-
ing order [1], specifically targeting group practice situations. The system detects
actor’s speech, and then cues each actor in the proper order. The cues are dif-
ferent for each actor depending on their roles and the librettos are stored in the
system in advance. By practicing with this system, actors can grasp the flow
more easily and concentrate on their own actions. That work focused only on
speaking performances, but movement is another very important factor in the
theatrical performance. By including movement, we can expect the system to
comprehensively support the performance. This study evaluated how this sys-
tem functions and results confirm a decrease in both order mistakes and acting
mistakes. These findings confirm that this system can efficiently support theatri-
cal performance practice.

We describe the flow from the first reading of the librettos to the final
rehearsal. The purpose of practice is to enhance the quality of performance. In
the beginning, actors get together and read the librettos. In this “read-through”,
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the actors each read their own lines, in order. In this step, the actors have the
librettos in hands, and they usually sit on a chair rather than practice the move-
ments. This step allows the actors to grasp a rough image of the story. Next, the
actors stand up. They actually move around as they speak along the libretto.
In this “Run-through practice”, the actors confirm their own movements and
standing positions. Finally, they have a “rehearsal” right before the recital. In the
rehearsal, the costumes, apparatuses, illumination, and sounds are used exactly
as they will be used during the recital.

The Run-through practice is composed of three steps: rough run-through
step, extract-step, and sometime-stop-step. In the first step, the actors proceed
through the performance without stopping. Even where there are mistakes, the
actors continue until the last of libretto, except in the case of extreme failure.
Basically, the actors do not focus on their librettos, rather the purpose of this
step is to roughly understand the entire flow of the performance. In the second
step, the director intermittently stops the actors and instructs them to repeat
the libretto or their movements. In the third step, the actors proceed through
the performance more smoothly, as long as the director does not mind. If the
director notices a mistake that must be corrected, the actors are stopped and
briefly corrected before they begin again. After the actors proceed through these
steps, they usually only engage in Run-through practice, not rough practice.
This is based on the premise that the actors understand their own acting well
enough by this step and can correct their own mistakes. In this paper, we focus
on these Run-through practice steps.

2 Related Works

In the theatrical performance field, many kinds of works have been researched.
Kato et al. proposed an automatic scenario-making system using the information
about character and things that have been drawn in preliminary pictures [2].
Sugimoto et al. proposed a scenario making system called “GENTORO” which
uses robots and a handy projector [3]. Additionally, there are animation systems
called “Pixel Material” [4] for children. In this regard, there is much research
supporting story creation.

Much work has also been done on staging. For example, there are systems for
presentation apparatuses and illumination on the PC [5], as well as presentation
renditions for actors [6]. Kakehi et al. proposed “Tablespace Plus” with which
a user can interact with stage information by moving objects [7] A derivative
application focuses on the actors’ standing positions. In addition, there is a
system that deals with 3-dimensional position information [8]. In most of the
systems that support staging, computer graphics are used.

In terms of performance planning support systems, there are many types of
software being sold. “WYSIWYG” by CAST company [9] focuses on setting stage
illumination and spotlights. “Matrix” by Meyer Sound company [10] supports
sound needs. Furthermore, there is some research for multi planning collabora-
tion in face-to-face [11] and remote situations [12]. Geigel et al. proposed natural
and intuitive interfaces for virtual theatrical performances [13].
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Although not specifically designed for theatrical performances, there is the
presentation system for a chairperson, activated by using a wearable device.
However, this system is only for one chairperson, and not for multiple users.

As described above, many people work to support theatrical performances.
However, we cannot find one that focuses on the ordering of moving action in
the theatrical field. Moreover, in the field of collaborative work, the same is true.

3 Cueing Speeches and Action Individually

3.1 The Cueing Acting Order System for Theatrical Performance

This study proposed a system of hands-free, wearable devices that individually
cues speaking and movement order for each actor. The vibrations of the wearable
devices signal the cues, so the actors do not have to see the device’s display to
know the order. The system sends cues based on the libretto, and provides
instructions for each actor individually. In addition, the condition for progress
are the actors’ speech and movements, so the system clock can measure the
relative time, not the absolute time. Both speech and movement factors are
incorporated together in order, so this system can comprehensively support the
performance. Furthermore, the system can tells when actor makes mistakes in
movement, so actors can confirm own their movements. By using this system,
actors can concentrate on their own acting and learn the flow in the early stages
of theatrical practice.

3.2 Actors’ Action Management

Actors can learn and improve their own lines and movements for each perfor-
mance. However, acting in a relationship with other actors is difficult to under-
stand through solo training. We decided to take libretto in the system to better
manage the actors’ order of speaking parts. This allows the actors to learn their
parts without fully understanding the actions of the other actors. Actors just
act when they are cued by system, which enables them to act in the appropriate
order every time.

3.3 Efficiency of Run-Through Practices

Mistakes in the acting order happen frequently and can have a huge impact on
practice. It stops Run-through practice and applies more stress to the actors, so
it is important to make Run-through practices more efficient. Providing better
support for Run-through practices will actors to experience the flow of acting
more easily.
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3.4 Hands Free and Individual Cueing

In the Run-through practice, actors confirm their movements and standing posi-
tions. Having to hold the libretto in their hands as they do this creates a hin-
drance for appropriate training, especially movement practice. Furthermore, each
actor has a different role, so they speak different lines and move around the
stage differently. As a result, each actor needs different, unique information. To
improve Run-through practice, it is necessary to present the appropriate infor-
mation for each actor individually in a hands-free way. As a good theatrical
performance requires the timing of actors’ to be synchronized with the move-
ment and libretto of other actors, any system for improving Run-through practice
must have a master clock to which all actors’ cues are set.

4 Implementation

As a prototype, the proposed system was implemented for three actors. This
chapter describe this implementation.

4.1 Hardware Configuration

The system uses WebSocket (described in Sect. 4.2) to connect to a PC server,
and Samsung Gear Live as wearable, watch-like devices that can recognize voice
and vibrate (Fig. 1). In this system, each actor wears this smart watch to receive
acting orders through a vibration and detect the actor’s speech with voice recog-
nition.

Fig. 1. System configuration

The Samsung Gear Live smart watches are controlled using Nexus 7 tablets.
One tablet can control one smart watch, so this prototype system used three
tablets connected through Bluetooth. Each table has to be near the actors, but
they do not have to wear or carry them. The smart watches use Android Wear
5.0.1 as the implement platform and Android Java API v21.1.2. The processor
is a 1.2 GHz Qualcomm Snapdragon 400 and the display is a Super AMOLED



A Wearable Action Cueing System for Theatrical Performance Practice 135

1.63-type. The OS of the tablet is Android Wear 4.4.3, with a 1.3 GHz NVDIA
Tegra 3 mobile processor, and an LED backlight 1,280 * 800 type-7 (WXGA)
display.

Kinect for Windows API v2.0 was used as a depth camera to recognize each
actor’s movements. It has a depth camera, an RGB camera, a multi-eye ray-
microphone, and a processor. It can recognize gestures to detect the user’s posi-
tion and height. The system used the “Visual Gesture Builder” as a tool for
identifying each actor’s movements with machine learning. First, we moved in
front of the Kinect and taught the system the movements with Kinect Studio.
Second, we labeled the data and set threshold parameters. Finally, we confirmed
the accuracy of discriminator. After that, the system outputs true or false for
each movement that the user acts in front of the Kinect. We can enhance the
accuracy of machine learning to use this process for many people, especially
those of various heights. This prototype used three people as a model for this
process.

4.2 Connection Environment

To connect quickly and support multi devices, the prototype system used Web-
Socket, which can keep the socket open in a bidirectional connection. In addition,
it supports stable connections in a multi-device environment. This was imple-
mented with node.js and shared with the devices using GitHub and heroku.

4.3 System Function

Connecting Devices. To begin, the server was started and set up to allow
access to http://dry-everglades-7373.herokuapp.com. Next, the Kinect (with
control PC) and tablets were connected to server. To start program in Kinect
and tablets’ application, these can be connected to server automatically. IDs are
distributed for each device randomly, and each device is manually registered on
the server. Next, the tablets are paired to the smart watches using an existing
application (Fig. 2). In summary, the procedure for preparing the system is as
follows:

1. Accessing the URL (starting server).
2. Starting Kinect program and tablets’ app (connecting to server)
3. Pairing tablet and smart watch.
4. Starting smart watch’s app.

Management of Actors’ Action. The server-control screen is shown in Fig. 3.
The librettos were stored as CSV files on the server, which can process and
display the data. The relevant libretto information includes the order (number)
as well as the corresponding actor, line, and movement. The system can process
and transmit three kinds of patterns: line only, movement only, and both line and
movement. In cases where actors act at the same time, the system has the same

http://dry-everglades-7373.herokuapp.com
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Fig. 2. Tablet screen for controlling smart watch

order number for these actions and subsequently processes them simultaneously.
The corresponding libretto can be matched to the appropriate devices such that
the details are displayed on the server and the tablets display each actor’s action
detail. Until the practice begins, the smart watches display each actor’s initial
state.

Fig. 3. Server-control screen

Cueing Order for Actors. This system cues acting order for actors using
the vibration function of the smart watches. Actors receive information about
speaking and movement, so it is necessary for actors to distinguish speaking cues
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from movement cues. To achieve this, the system uses two vibrations. The smart
watch vibrates one time when the actor does not have to move, or twice when
actor should move. When cueing movement, the first vibration lasts 500 ms and
the second is 700 ms.

The display of smart watch also changes when cued. Although basically
stand-by screen is displayed, as shown in Fig. 4(1), when it is cued, display
changes to lines screen as shown in Fig. 4(2). If the cue is a movement cue, lines
are obviously not shown. This function acts like a prompter and the lines screen
changes to the voice input screen within two seconds. The timing is delicate
and difficult to judge systematically, so the system allows the actor to freely
determine the acting timing.

Fig. 4. Screens of smart watch. 1. Stand-by screen; 2. Lines screen; 3. Voice input
screen; and 4. Input result screen

Detection of Speaking and Moving. To cue properly, the system must know
the scene the actors are performing in real-time, which it does by detecting both
speech and movement. Speech is detected using the smart watch’s voice input
function, and movement is detected by the depth camera of the Kinect.

After cueing an actor, the smart watches start detecting voice, which is imple-
mented in RecognizeIntent in the Android.Speech package. However, the voice
recognition process starts after finishing speech, it takes a moment for the voice
input to be recognized.

When the smart watch sends a cue, it displays the lines screen for a short time
accompanied by a vibration; two seconds later, it shows the voice input screen.
Even when the lines screen is displayed, voice detection has already started.
The smart watch then sends the results of this voice detection to the server.
The smart watches only perform voice detection for the actor who should be
speaking, so the watches worn by other actors are not activated.

To detect voice, the smart watches do not have to be near the actor’s mouth.
These smart watches can detect voice even if there is certain distance from the
mouth, like the natural location of the wrist at the side of the actor’s body.
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To detect movement, the system used the skeleton detect function of Kinect.
Figure 5 shows the PC screen when detecting an actor’s movement. This works
only in scenes when actors have to move. Kinect can detect max 6 users and it’s
coverage is max 70◦ and 4.5 m depth.

Fig. 5. Kinect detecting users

Collation of Detection Result and Notification. If the result of detection
is right, the system proceeds to next scene. When recognizing speech, the system
only judges whether the actor who is speaking is right, but does not judge the
words for accuracy. As long as actors follow this system and do not act without
cueing, the actors will not miss the acting order.

The system used the Visual Gesture Builder to recognize gestures. Each
actor’s movement data is registered in the system in advance. If the actor’s
movement nearly matches the registered movement, Kinect send a True message
to the server.

When actors fail the movement or do not move with seven seconds of the
time they should move, the system sends a sound notification.

4.4 Actors’ Flow

1. Receive cue by vibration
2. Acting
3. If fail, receive notification by sounds
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The actors’ process is very simple. The actor receives a cue through a vibration,
then performs the speech or movement. If the actor acts properly, the next actor
receives the next appropriate cue; if the actor fails, the system stops the practice
and the smart watch sounds a notification. To restart the practice, the actor
touches the buttons on smart watch display. For this purpose, the smart watch
has three buttons: stop, back one step, and back to the beginning, of which the
last two can only be used in stop state.

Fig. 6. System flow

4.5 System Flow

The system flow is shown in Fig. 6. For cueing an action to an actor, the server
sends the appropriate data, including the order, the actor who should act, the
lines, and the movement to each tablet device and Kinect. If the acting has no
movement, the server does not send data to Kinect. Next, each smart watch
receives the data from the tablet. If the “actor who should act” coincides with
the actor registered in the watch, it vibrates. If there is no movement, it vibrates
one time; otherwise, it vibrates twice. Then the smart watch changes its mode to
detect voice. When the actor speaks, the system determines whether the speaker
is light, in which case the smart watch sends “true” to server. If the actor should
move, Kinect receives data from the server, and starts recognizing movement. If
Kinect finds that “actor who should act” acts light “movement”, Kinect sends
“true” to server.

The server receives the results from the smart watch and Kinect. If the server
sent data to Kinect and does not receive “true” back from Kinect, the server
determines that the actor failed to move, and sounds the buzzer. If the server
receives true, it proceeds to send data about the next action to each device. This
flow continues until the end of the libretto.
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An example of a practice timeline is shown in Fig. 7, where the horizontal axis
represents time. The colors shown on the right correspond to the line colors in
the figure, and white lines represent when the system detects voice or movement.
In this example, the flow is as follows:

1. Actor A: speech and movement
(a) Smart watch vibrates twice.
(b) Smart watch shows lines and starts voice detection. Kinect starts recog-

nizing movement.
(c) Smart watch detects speech and Kinect recognizes movement.
(d) Kinect sends “true” to server.
(e) Smart watch finishes detecting and sends “true” to server.
(f) Server goes to the next action.

2. Actor B: only speech
(a) Smart watch vibrates once.
(b) Smart watch shows lines and starts voice detection.
(c) Smart watch detects voice and sends “true” to server.
(d) Server goes to the next action.

3. Actor C: only movement
(a) Smart watch vibrates twice.
(b) Kinect starts recognizing movement.
(c) Kinect recognizes movement and sends “true” to server.
(d) Server goes to the next action.

4. Actor A and B: only speech
(a) Each smart watch simultaneously vibrates once.
(b) Smart watch shows lines and starts voice detection.
(c) Smart watch detects voice and sends “true” to server.
(d) Server goes to the next action.

5. Actor C: speech and movement (mistake)
(a) Smart watch vibrates twice.
(b) Smart watch shows lines and starts voice detection. And Kinect starts

recognizing movement.
(c) Smart watch detects speech, however Kinect does not recognize move-

ment.
(d) Smart watch finishes detecting and sends “true” to server.
(e) Server does not receive “true” from Kinect, so server determines it has

encountered a mistake and sounds buzzer.
(f) Pause the practice.

5 Evaluation

This chapter provides an evaluation describing whether this system can effec-
tively support theatrical performance practice.
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Fig. 7. Timeline of practice with the system (Color figure online)

5.1 Outline

Purpose. The purpose of this analysis is to evaluate whether the system
decreases mistakes and facilitates practice.

Method. Participants used the proposed system in actual practice, acted
according to the librettos prepared for them, and the number of mistakes of
speech and movement were counted.

Participants. This experiment included 24 university and graduate school stu-
dents, all of whom were novices in theatrical performance. The participants were
divided into eight groups of three.

Comparison. The system measures presence or absence. Kinect’s recognition
and sound buzzer were used to evaluate the effects of cueing, in both environ-
ments. The number of mistakes were counted in both environments.

Evaluation Items. This experiment evaluated four types of mistakes: speech
order mistakes, speech line mistakes, movement order mistakes, and movement
content mistakes. Regarding speech line mistakes, the experimenter allowed
actors to make small mistakes as long as they did not change the meaning,
and the actors were not required to speak the exact words in the libretto. The
number of movement mistakes was compiled with the Kinect’s buzzer count.

Librettos. This experiment used librettos, both with three actors, each with 12
– 14 speaking parts and 5 – 7 movements. These librettos were called “Libretto A”
and “Libretto B”.
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Questionnaire. After the experiment, the participants completed a simple
questionnaire with the follow questions:

– Which system did you feel easy to practice?
– Please tell us the reason.
– Please score own acting. (from 1–5 for speech and 1–5 for movement)
– Please include other relevant comments.

Procedure. Based on the advice of actual theatrical performers, this experi-
ment set the time for remembering the libretto.

1. Explaining the experiment and how to use the system to the participants.
First, we explained the experiment. Next, to help the actors become familiar
with the system, we explained how to use the system and its flow. Then, we
explained that the smart watches cannot detect soft voices and that partic-
ipants should speak clearly. We also evaluated how the participants remem-
bered the libretto in this experiment, so we told them not to watch their
smart watch displays.

2. Participants memorize the libretto in private.
Roles were determined and the libretto was distributed to the actors, who
were then given five minutes to memorize their lines.

3. Read-Run-through practice.
4. Experimenter teaches the participants their movements.

The libretto also included instruction for movement. However, in this system,
Kinect cannot recognize slight differences in the interpretation of the actual
movements, so the actors were shown how to move accurately.

5. Participants memorize libretto in private again.
The actors were given three minutes to memorize the movements that should
accompany their lines.

6. The experiment in Run-through practice.
Participants performed the Run-through practice experiment and the number
of mistakes were counted. If participants failed, the practice was paused while
they were instructed, and then restarted from the failure point. Participants
tried this twice.

7. Repeat steps 2–6 with a second libretto.

Pattern of Experiment for Each Group. To offset the effect of order dif-
ference, the experiment proceeded according to the process shown in Table 1.

5.2 Result

The results of this experiment are shown in Fig. 8. The bars in this graph rep-
resent the average per Run-through practice. The t test results are as follows:
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Table 1. Example of pattern for experiment

Group 1 Group 2 Group 3 Group 4

Take 1 With system
Libretto A
practice twice

Without system
Libretto A
practice twice

With system
Libretto B
practice twice

Without system
Libretto B
practice twice

Take 2 Without system
Libretto B
practice twice

With system
Libretto B
practice twice

Without system
Libretto A
practice twice

With system
Libretto A
practice twice

Fig. 8. The result of number of mistakes

– Speaking order mistake: t(47) = 5.58, p < 0.05
– Speaking lines mistake: t(47) = 3.05, p < 0.05
– Moving order mistake: t(47) = 4.19, p < 0.05
– Moving content mistake: t(47) = 3.52, p < 0.05

We confirmed significant difference in all items, and the standard deviation is
shown in Table 2. We also confirmed whether we could offset the effects of the
experimental order:

Table 2. The results of standard deviation

Speech order Speech intent Moving order Moving

With system 0.456 1.604 0.331 0.763

Without system 1.534 1.835 0.815 0.852
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– Difference of librettos: t(7) = 0.24, p > 0.05
– Difference of experiment order: t(7) = 0.46, p > 0.05

These results confirm that we could offset the effects of the experimental order.

5.3 Discussion

The results of the experiment demonstrate that the system can decrease mis-
takes, so using this system in Run-through practice would allow actors to prac-
tice more efficiently. Specifically, this experiment showed a decrease not only in
order mistakes but also in line and movement mistakes. Although our system
just cues the order (participants did not watch the lines screen), it has an effect
on lines and movement content. This means that participants could concentrate
on remembering content and not be distracted by remembering acting order.
This was noted in some of the comments in the post-experiment questionnaire,
which also confirmed a large difference in self-assessment. Participants can act
with confidence using the cueing order prepared by the system. These results
clearly show that this system can accurately and efficiently coordinate theatrical
performance practice in real time.

6 Conclusion

Actors in a theatrical performance are forced to memorize a lot of information
in the libretto. To grasp the acting order, actors must understand not only their
own acting but also their relationships with other actors. The proposed system
helps actors learn to act in the proper order by cueing the order for each actor
individually. However, movement is also a very important factor in theatrical
performances, so this study extended the functionally of the system to focus
on the actor’s movements in addition to their speaking parts. This experiment
confirmed that using this system lead to a decrease in the number of order
mistakes and acting mistakes during Run-through practice. This system allows
actors to more fully concentrate on their own acting and grasp the acting flow
in the early stages of the practice. Overall, this system was effective in helping
actors improve their performance during Run-through practice.
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Abstract. It is common for people to start cooking for themselves when
they go away to university. It is important to acquire knowledge of foods
and to experience cooking while young. With this in mind, we have devel-
oped “Cookma” a cooking support system using microblog. Cookma sup-
ports step-by-step improvement of cooking abillity and increase of recipe
repositories by a recipe recommendation function that considers cooking
difficulty. Cookma both motivates students to cook, and supports con-
tinuation by a dish photo sharing function via microblog and a gamifica-
tion function. Evaluation experiment results showed the following three
points: (1) It is possible for Cookma to motivate users to cook habitually
by a recipe recommendations that considers cooking difficulty. (2) Shar-
ing dish photos on a microblog can motivate users to cook habitually.
(3) Game-like elements of replies between a user and a Cookma bot can
motivate users to cook habitually.

Keywords: Cooking support · Recipe recommendation · Microblog ·
Gamification

1 Introduction

It is common for people to start cooking for themselves when they go away
to university. However, students do not usually make a habit of cooking for
themselves on a regular basis. According to a report from the Cabinet Office of
Japan, 23.1 % of university students cook once per week or less, and 20.3 % do
not cook at all [1]. In other words, 43.4 % of university students almost do not
cook.

The reason is that cooking is troublesome for them, and they have no habits
of cooking [2]. On the other hand, since only 6.4 % of students actually dis-
like cooking, there is possibility to make students to cook habitually by some
motivation [3].

In recent years, there has been an increase in food outsourcing. It is difficult
to keep a nutritional balance by only eating out [4]. Self-management of eat-
ing habits is necessary for a healthy life. Therefore, it is important to acquire
knowledge of foods and to experience cooking while young.
c© Springer Science+Business Media Singapore 2016
T. Yoshino et al. (Eds.): CollabTech 2016, CCIS 647, pp. 146–158, 2016.
DOI: 10.1007/978-981-10-2618-8 12
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In recent years, use of social networking services (SNS) has become wide-
spread among young adults. According to a report by the Ministry of Inter-
nal Affairs and Communications in 2015, 49.3 % of people in their twenties or
younger are using Facebook, and 52.8 % are using Twitter [5].

Thus, we have developed a cooking support system, called Cookma, using
microblog. Cookma supports step-by-step improvement of cooking abillity and
increase of recipe repositories by a recipe recommendation function consider-
ing cooking difficulty. Cookma both motivates students to cook, and supports
continuation by a dish photo sharing function via microblog and a gamification
function.

2 Related Work

Several studies have been conducted on searching for and recommending cooking
recipes. In research by Takahashi et al., there are proposals concerning recipe
searches using semantics, ingredient substitutions, and pictures and videos [6].

A recipe recommendation system by Nakaoka et al. aimed at increasing
recipe collections, recommends recipes that include inexperienced ingredients
and cooking methods with priority [7]. Lertsumruaypun et al. proposed a recipe
recommendation system using onomatopoeic words [8]. A system developed by
Mizuno et al. focused on property of ingredients [9]. Wakao et al. introduced
serendipity-like elements to recipe recommendation [10]. Our system structures
a search method focused on cooking difficulty. This method automatically cal-
culates the cooking difficulty of recipes, and then recommends recipes based on
the user’s cooking ability.

Kuramoto et al. aim to increase working motivation using breeding game [11].
“Habitica” To-Do management service using gamification helps people improve
living habits by showing real-life tasks as monsters that have to be conquered
[12]. Our system assimilates gamification consulting these examples.

As a system supporting cooking using SNS, there are Cookking by Wiel
et al. [13]. Cookking shares recipes and make ranking in collaboration with SNS.
Our system aims at motivating students to cook for themselves by photo sharing
on SNS, according to their knowledge.

3 Cookma

We describe the Cookma cooking support system in this section. Cookma sup-
ports a user’s cooking habit through replies between a Cookma bot and users on
Twitter. The purpose of Cookma is to help improve cooking ability, to motivate
a user to cook, and to support continuation of cooking. A recipe recommenda-
tion function that considers cooking difficulty plans step-by-step improvement
of user’s cooking ability and increase of recipe repositories. A dish photo shar-
ing function and a gamification function plans to motivate users to cook and
continuation support.
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3.1 Design Policy

The design policy of Cookma is as follows:

User friendliness to encourage daily usage
We need to design Cookma so that users, namely, university students living
alone will use this system routinely because Cookma encourages healthy cook-
ing habits. Accordingly, we used Twitter which is widespread among young
adults, as the front-end for Cookma.

Adaptation based on diversity and improvement of user’s cooking
ability
Due to the wide range of cooking ability among students, it is necessary
that recipes are recommended that take into account a user’s specific ability.
Because cooking ability improves with continuous use of Cookma, Cookma
must recommend recipes that gradually increase in difficulty in order to raise
the user’s ability.

Supporting improvement and continuation of cooking motivation
Cookma has to continuously motivate users to cook for themselves. Cookma
encourages continuous use by a dish photo sharing function and a gamification
function.

3.2 System Configuration

Figure 1 shows system configuration of Cookma. Cookma consists of a “Cookma
bot”, a “Cookma server”, and “Users.” The Cookma bot obtains a user’s tweet
and sends ingredient-related words extracted from the tweet to the Cookma
server. The Cookma server receives the words from the Cookma bot and searches
for recipes in accordance with the user’s cooking ability from a recipe database.
Recipe titles and recipe urls are then sent to the user through the Cookma
bot. The cooking difficulty calculation module classifies recipes into five groups
ranked by difficulty. The users prepares the recommended recipes, and sends dish
photos to the Cookma bot. In this study, we used Cookpad data as a source for
the recipe data. Cookpad1 is the most popular recipe sharing service in Japan.

Figure 2 shows an image of the bot in use. In Fig. 2, the bot extracts “Chinese
cabbage” as an ingredient, and recommends a recipe using Chinese cabbage. The
user prepares the dish and sends photo to the bot.

3.3 Recipe Recommendation Function

This function extracts ingredients from a user’s tweet and recommends recipes
to the user. There are three processes involved in this function flow. First ingre-
dients words are extracted. Next, the recipe database is searched. Finally recipes
are recommended.

1 http://cookpad.com/.

http://cookpad.com/
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Fig. 1. System configuration.

Fig. 2. Usage example.

Ingredients extracting process
In this process, the system extracts words classified as “food” from a user’s
tweet using morphological analysis. We used the Japanese language mor-
phological analysis JUMAN2 as a morphological analysis engine for our
experiment.

Recipe search process
In this process, the system searches recipes using extracted ingredients words
from the recipe database. Because the system considers a user’s cooking abil-
ity, the difficulty calculation module ensures that recipes of the correct diffi-
culty level are selected for the user.

Recipe recommendation process
In this process, the system selects a recipe from results of recipe search, and
recommend recipe title and recipe url to users. Because Cookpad data does

2 http://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN.

http://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN
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not include recipe url, the system obtains recipe url on Cookpad website at
each recommendation. If users are dissatisfied about the recommended recipe,
they can demand other recipes.

3.4 Dish Photo Sharing Function

This function takes dish photos sent by users, and shares them with other users.
There are two processes in this flow. First, dish photos are saved. Next the photos
are shared with other users. The dish photo sharing function is used to motivate
users.

Dish photo saving process
In this process, the system saves on the server dish photos of foods cooked
by users. Cookma uses the photos to confirm that users actually cooked the
foods.

Dish photo sharing process
In this process, the bot tweets dish photos received from users and shares
them with other users. The tweet includes the identification of the person
who prepared the dish. Figure 3 shows an example of dish photo sharing. In
this case, the bot is tweeting a photo of yogurt received from a user.

3.5 Gamification Function

This function motivates people to keep cooking, and support continuation of
cooking by using gamification. This function uses levels and experience points
to encourage users to cook.

Levels and experience points
When users send a dish photo, they obtain experience points according to
the difficulty of the recipe that was prepared. If users cook often, resulting in
raising to new levels, Cookma will recommend more difficult recipes.

Nicknames for cooks
Cookma creates nicknames for users, such as “assistant cook,” and “experi-
enced cook.” The nicknames change when the user advances to a new level.

Recipe recommendations by imaginary characters
Recipe recommendations from the bot take the form of imaginary characters
suggesting dishes for users. For example, “a footballer boy” requesting a dish
with the caption “I’m hungry!”

4 Cooking Difficulty

In this study, we used Cookpad data as the data source for recipes provided
to users. However, Cookpad data includes no information about cooking diffi-
culty. We have to define difficulty automatically based on recipe information.
We describe a method for calculating cooking difficulty in this section. Policies
of calculation are as follows:
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Fig. 3. Screenshot of a photo sharing function.

1. To easily calculate cooking difficulty easily based on a large number of recipes.
2. To classify cooking difficulty into wide ranges; from easy to difficult.

We use five data items from Cookpad to calculate difficulty. The data used
were as follows:

– number of ingredients in a recipe,
– number of steps involved in the preparation of a recipe,
– number of characters of cooking method in a recipe,
– number of photo reviews3 for a recipe,
– the existence, or nonexistence, of phrases in recipe title and an abstract that

indicate easiness.

The above data items were used in the following formula to determine a
difficulty score.

Difficulty = MIN(the number of ingredients, 20)
+ MIN(the number of steps, 20)
+ MIN(the number of characters, 1000) / 100
− MIN(the number of photo reviews, 600) / 60
− the existence of phrases that indicate easiness ∗ 10

3 Cookpad users make interested recipes and send photo reviews to recipe authors.
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In this formula, values for the number of ingredients, the number of steps,
and the number of characters are first added. Then, values for the number of
photo reviews, and the existence or nonexistence of phrases that indicate easiness
are subtracted.

In case that values about ingredients, steps of cooking method, and characters
of cooking method are high, cooking difficulty might be also high because the
recipe is complicated. In case that values about photo reviews and phrases which
shows easiness are high, cooking difficulty might be low.

If the values for ingredients, steps, and characters are high, the difficulty
value may also be high because the recipe will be complicated. If the values for
photo reviews and phrases are high, the difficulty value might be low.

Outliers of values for ingredients, steps, characters, and photo reviews (about
1 %) are excluded from the formula. Values obtained from the formula for ingre-
dients and steps are calculated in 0–20. Other values are calculated in 0–10.
Finally, the cooking difficulty score is calculated in –20 – +50. Cookma classifies
recipes into five ranks based on the difficulty score. Classification rules are as
follows:

– < −2: rank 1 (easiest), 6,878 recipes
– −2 to < +11: rank 2, 61,087 recipes
– +11 to <+24: rank 3, 49,058 recipes
– +24 to < +37: rank 4, 7,961 recipes
– � +37: rank 5 (most difficult), 1,320 recipes

Most recipes are classified as rank 2. There are 61,087 recipes. Difficulty rank
5 has the fewest number of recipes, only 1,320.

This calculation method was created using investigation results from a diffi-
culty calculation method used in an existing study [14].

5 Evaluation Experiment

5.1 Summary of Evaluation Experiment

The purpose of this experiment was to evaluate whether each function of Cookma
could motivate students to do their own cooking, and then support them in
efforts to continue cooking for themselves. For this evaluation, we developed the
following three hypotheses, and then tested them.

Hypothesis(1). The recipe recommendation function provides recipe recom-
mendations properly.
Hypothesis(2). The dish photo sharing function motivates users to cook.
Hypothesis(3). The gamification function motivates users to cook.

Because the purpose was to evaluate each function, the experiment was car-
ried out for three days: from Friday to Sunday. Participants were university stu-
dents (eight men, two women) who use Twitter and live alone. The experiment
tasks were as follows:
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1. Follow the Cookma Twitter bot
2. Tweet a text that includes desired ingredients.
3. Cook recipes recommended by Cookma, and send dish photos once or more

times

When the experiment began, we set all participants to level 1 (lowest).
Therefore, in the early stages of the experiment, Cookma recommended only
easy recipes regardless of the user’s cooking ability. When users prepare recipes,
some reordering of recipes and substitutions of ingredients are permitted. In the
experimental period, one of the co-authors used Cookma, posted tweets with
ingredients, and sent dish photos. That is because we plan to inform users how
to use the dish photo sharing function. This author was not included as a par-
ticipant. After the experimental period, we asked each participant to complete
a questionnaire using the 5-point Likert scale, and free description.

5.2 Experiment Results and Considerations

In experimental period, all participators tweeted with ingredients words and
cooked recommended recipes. Table 1 shows the number of recipe recommenda-
tion, the number of demand of other recipes, and the number of cooking recipes.
The bot recommended recipes 21 times most. Users cooked recipes 3 times most.
Table 2 shows the result of questionnaire survey using the 5-point Likert scale.
Figure 4 shows an example of replies between a user and the bot. In this case,
recipe recommendation and dish photo sharing were done about recipe using
onion.

During the experimental period, all participants tweeted ingredients words
and prepared the recommended recipes. Table 1 shows the number of recipe
recommendations, the number of demands for other recipes, and the number of
recipes cooked by each user. The largest number of recipes recommended by the
bot was 21. The largest number of recipes actually cooked by users was three.
Table 2 shows the results of the questionnaire survey using the 5-point Likert
scale. Figure 4 shows an example of replies between a user and the bot. In the
example shown in Fig. 4, the recipe recommendation and cooking, was for a dish
that included onions.

Evaluation of the recipe recommendation function. Items (1) to (4) in
Table 2 show the evaluation results of the recipe recommendation function.

Survey item (1), “Dialogues with the bot using replies are easily compre-
hensible,” had a median of 4 and a mode of 4, 5. From the free description
answers, we obtained the following opinions: “Using Cookma is simple and easy
to understand.” “It wasn’t at all confusing to operate.” These remarks show that
Cookma is user-friendly.

Survey item (2), “The timing of recipe recommendation is appropriate,” had
a median of 4 and a mode of 4. From the free description answers, we obtained the
following opinion: “There was a response to my tweet after only a short time.”
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Table 1. The number of recipe recommendations and the number of recipes cooked.

The number of recom-
mendations

The number of demands
for other recipes

The number of recipes
cooked

User A 21 8 3

User B 13 3 2

User C 12 5 3

User D 16 1 1

User E 1 1 1

User F 9 0 1

User G 3 1 1

User H 4 1 1

User I 15 9 1

User J 3 2 1

Table 2. Results of questionnaire survey.

Question items Evaluation Median Mode

1 2 3 4 5

(1) Dialogues with the bot using replies are
easily comprehensible

0 1 1 4 4 4 4,5

(2) The timing of recipe recommendations is
appropriate

0 3 1 6 0 4 4

(3) Recommended recipes are possible to cook 0 0 2 4 4 4 4,5

(4) You would like to cook recommended recipes 0 0 2 7 1 4 4

(5) I feel resistant to sharing my dish photo 1 4 1 4 0 2.5 2,4

(6) Sending dish photos to other users motivate
me to cook for myself

1 1 4 3 1 3 3

(7) Viewing dish photos sent by other users
motivate me to cook for myself

0 1 1 5 3 4 4

(8) Experiment points motivate me to cook for
myself

0 2 1 3 4 4 5

(9) Nicknames motivate me to cook for myself 0 3 1 3 3 4 2,4,5

(10) Requests by imaginary characters motivate
me to cook for myself

0 3 3 2 2 3 2,3

(11) I want to use Cookma continuously 0 0 1 7 2 4 4

- Evaluation: 1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly agree.
- “Evaluation” is the number of people.

On the other hand, we also obtained the following opinion: “Recommendations
also came to me when I did not want them.” These remarks show that we must
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Fig. 4. Screenshot of the replies between a user and the bot.

also use clock time and tweet content when deciding whether Cookma should or
should not recommend recipes.

Survey items (3) and (4), “Recommended recipes are possible to cook,” and
“You would like to cook recommended recipes,” had a median of 4 and a mode
of 4, 5. From the free description answers to the question item “What recipes
do you want to?” we obtained the following opinions from users who are not in
the habit of cooking for themselves: “Simple recipes which have a few cooking
steps.” “Recipes should not require too many ingredients.” These remarks show
that Cookma recommends recipes appropriately to users who do not normally
cook for themselves.

From these results, we were able to prove correct hypothesis (1), “The recipe
recommendation function provides recipe recommendations properly.”

Evaluation of the dish photo sharing function. Items (5) to (7) in Table 2
show the evaluation results of the dish photo sharing function.
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About survey item (5), we obtained the survey results divided like or dislike.
The survey item (5), “I feel resistant to sharing my dish photo,” had a median
of 2.5 and a mode of 2, 4. From the free description answers, we obtained the
following contrasting opinions: “I’m a little embarrassed, but I don’t worry about
it.” “I have to prepare dishes that are visually appealing.” These remarks show
that it would be advisable to make dish photo sharing optional.

Survey item (6), “Sending dish photos to other users motivates me to cook
for myself”, had a median of 3 and a mode of 3. Survey item (7), “Viewing
dish photos sent by other users motivates me to cook for myself,” had a median
of 4 and a mode of 4. From the free description answers to question item (7),
we obtained the following opinions: “Viewing dish photos makes me want to
cook something too.” “It energizes me to view what other users cook.” These
remarks show that viewing dish photos by other users motivates users to cook
for themselves.

From these result, we were able to prove correct hypothesis (2), “Dish photo
sharing function motivates users to cook.” However, because some users do not
want to share their own dish photos, we should make this feature optional.

Evaluation of gamification function. Items (8) to (10) in Table 2 show the
evaluation results of gamification function.

Survey item (8), “Experiment points motivate me to cook for myself,” had a
median of 4 and a mode of 5. From the free description answers, we obtained the
following opinion: “Raising levels is fun.” These remarks show that obtaining
points through cooking motivates users to cook more.

Survey item (9), “Nicknames motivate me to cook more,” had a median of
4 and a mode of 2, 4, 5. From the free description answers, we obtained the
following opinions from users who gave low ratings: “Because there is no actual
feeling involved with recieving nicknames.” “I was not conscious of that.” These
remarks show that nicknames may motivate users to cook as experiment points.
However, it is necessary to improve how nicknames are presented.

Survey item (10), “Requests by imaginary characters motivate me to cook
for myself,” had a median of 3 and a mode of 2, 3. From the free description
answers, we obtained the following opinions from users who gave high ratings:
“If the characters recommend recipes, I will try to make the dishes for them.”
“It was a fun way to get recommendations.” On the other hand, users who gave
low ratings described following opinions: “I cannot empathize with strangers.”
“I can’t picture in my mind or relate to imaginary characters.” These remarks
show that imaginary characters can, in some cases, motivate users to cook in
some case. However, it is necessary to improve how we present the imaginary
characters.

From these result, we were able to partially prove correct hypothesis (3),
“The gamification function motivates users to cook” partly. However, we should
rethink how to improve the presentation of nicknames and how to represent the
characters.
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Overall evaluations of cookma. Survey item (11), “I want to use Cookma
continuously,” had a median of 4 and a mode of 4. From the free description
answers, we obtained the following opinions: “I want to raise my level and be
challenged with more difficult recipes.” “There is no sense of obligation, so I
think it’s easy to continue.” The experiment period was short, however, the
results do indicate that Cookma can motivate users to cook for themselves, and
Cookma can support users to continue cooking for themselves, and to become
better cooks.

6 Conclusion

In this paper, we have developed the “Cookma” cooking support system aimed
at university students living alone. The conclusions of this study are as follows:

1. It is possible for Cookma to motivate users to cook habitually by a recipe
recommendations that considers cooking difficulty.

2. Sharing dish photos on a microblog can motivate users to cook habitually.
3. Game-like elements on replies between a user and the Cookma bot can moti-

vate users to cook habitually.

Hereafter, we will improve our system, and evaluate over the long term.

Acknowledgment. In this paper, we used recipe data provided by Cookpad and the
National Institute of Informatics.
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Abstract. The Virtual Tabletop Environment (VTE) is a tablet-based
framework that simulates an interactive tabletop environment suitable
for collaborative work. We present a VTE application that supports col-
laborative Web search. Web views are placed on the virtual tabletop.
Users have tablet terminals that provide windows onto the VTE, through
which the Web views can be seen and manipulated. Four groups of three
users participated in an evaluation of the effectiveness of the system.
The results show that discussion and information sharing is more likely
compared with collaboration using traditional desktop Web browsers.

Keywords: Collaborative web search · Tablet terminals · Virtual table-
top Environment

1 Introduction

As tablet computer and ‘smart-phone’ technology advances, these mobile devices
become increasingly capable of supporting collaborative work. ‘Collaborative
Web search’ is conducted by multiple users, each using a mobile device to indi-
vidually search for Web content. Search results are shared among the users as
they work towards a common goal.

A user can share their individual search results physically by showing the
screen of their mobile device to other users. This is disruptive because it inter-
rupts the search activities of the other users. Results can also be shared electron-
ically by sending search result URLs to other users via an information sharing
tool such as Apple’s AirDrop. This is also disruptive because the sender must
open an information sharing application that is not related to their ongoing
search activity.

Useful results can also be lost because sharing is initiated by a single user;
if a user does not proactively share a potentially useful result, it will not be
seen by the other collaborators. To maximize the benefit of collaborative search,
and to minimize the risk of losing useful information, the methods for group
communication should encourage instant sharing of individual results within the
group.
c© Springer Science+Business Media Singapore 2016
T. Yoshino et al. (Eds.): CollabTech 2016, CCIS 647, pp. 159–173, 2016.
DOI: 10.1007/978-981-10-2618-8 13
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Users engaged in collaborative search on a desktop computer can immediately
see every search result on a large, shared display. To obtain a similar degree of
communication when working with mobile devices we have developed the Virtual
Tabletop Environment (VTE) [3]. Communication and sharing are encouraged
by placing all collaborators’ documents on single, shared virtual tabletop surface.

This paper presents an evaluation of a collaborative Web search system, built
on the virtual tabletop environment, in which users share information rapidly
and with little disruption. Related work is reviewed in Sect. 2. The collaborative
Web search system is described in Sect. 3. Section 4 presents our evaluation of
the system’s effectiveness, compared with users working with traditional Web
browsers. Section 5 offers some concluding remarks.

2 Related Work

This section introduces work related to collaborative Web search. We also briefly
describe the virtual tabletop environment.

2.1 Collaborative Web Search

Web search has traditionally been a solitary activity, and major Web browsers
are designed based on this assumption. Many systems have nevertheless been
proposed to support collaborative Web search [5,9] in which members of a group
share information while searching the Web to achieve a common goal. Possible
scenario of a collaborative Web search task is to plan a travel with friends, decide
a product of furniture to purchase with family members and find related research
works with laboratory colleagues.

Examples of systems supporting collaborative Web search include Group-
Web [2] which is a Web browser allowing group members to remotely share and
navigate Web sites, SearchTogether [6] and Coagmento [10] which target remote
users, CoSearch [1] and a collaborative exploratory search system [8] which tar-
get co-located users, Maekawa’s page partitioning system for hand-held mobile
devices [4], and WeSearch [7] which uses a shared tabletop display. Among these,
WeSearch is the closest in approach to our system.

WeSearch provides collaborative Web search on a large, shared, tabletop dis-
play. Two overhead projectors provide content on a specially-constructed 1.2×1.8
meter touch-sensitive surface. Users collaborate on a search activity simultane-
ously, standing around the display. Unlike Web search with individual mobile
devices, they can easily see what other users are doing during the search process.
Users can therefore share not only their results but also the process of Web
searching with the other group members.

2.2 Virtual Tabletop Environment

Here we briefly describe the virtual tabletop environment in which a Web search
system is built as an application. Detailed design, implementation and analysis
of the VTE can be found in a separate article [3].
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The VTE provides a shared workspace extended virtually over a normal
tabletop, whose content is viewed on the displays of mobile tablet computers.
Direct manipulation using gestures on the touch-sensitive tablet screens provides
interaction with the shared objects in the virtual workspace.

Figure 1 illustrates how collaborative work is conducted on the VTE. Each
tablet acts as a peephole, giving its user a moving window onto the much larger
virtual space. When the user slides the tablet across the tabletop, the tablet
display scrolls so that the content appears stationary on the tabletop. Synchro-
nization among the tablets ensures that, for a given position on the tabletop,
the same content will be displayed on any terminal moved to that position.

Preliminary experiments show that VTE users have good situational aware-
ness and understanding of their working area’s location within the entire virtual
workspace. Spatial relationships between objects are easily understood. Users
employ spoken explanations and physical gestures, such as pointing, to commu-
nicate information about object relationships within the workspace efficiently.

Our collaborative Web search application lets users immediately share their
individual search results within the large common workspace of a VTE. Being
able to see and share information within other users’ working areas is the key
characteristic that the VTE brings to a tablet-based Web search system.

Table

Virtual workspace

Tablet terminal

Fig. 1. Virtual tabletop environment
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3 The Collaborative Web Search System

This section presents the design and implementation of our collaborative Web
search application running on the VTE.

3.1 Functional Design

Shared Workspace. As shown in Fig. 2, users collaborate on a search activity
within a large virtual workspace. Each user holds a tablet PC which displays
a small portion of the much larger virtual workspace. The portion displayed
depends on its physical position of the tablet on the tabletop.

Within the workspace the contents of Web pages are displayed in Web views.
Views can be moved around within the workspace. Changes to the number and
positions of views in the workspace are synchronized among the tablets; when
a new Web view is created on one tablet, the same view is created locally on
the other terminals at the same position within the workspace. Contents of Web
views are also synchronized; if the content of a Web view changes after following
a hyperlink, the view is updated accordingly on the other terminals.

The number of terminals in use need not equal the number of collaborating
users. Terminals are not ‘owned’ by a specific user; users are expected to operate
whichever terminal is the most convenient at any given moment.

Users can perform the following actions in the shared workspace:

1. Change the displayed portion of the workspace
Sliding a tablet across the tabletop surface scrolls the displayed portion of
the virtual workspace accordingly. (When the system starts up, the initial

Table Virtual workspace

Fig. 2. Shared workspace
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physical position of each terminal can be synchronized to one of the four
corners of the virtual workspace.)

2. Display the entire workspace
Pressing the ‘whole view’ button lets a user see the entire virtual workspace, as
shown in Fig. 3. Seeing the whole workspace gives users situational awareness
of where Web views are placed relative to each other, and what Web pages
are currently open. Web pages cannot be scrolled in the whole view mode;
to see details of the Web page of interest or to interact with it, users need
to move the terminal to the location of its Web view while in ‘normal view’
mode.

3. Invert the Web view
Showing a terminal to a user located on the opposite side of the table will
present an inverted view of the Web pages’ contents. When the ‘upside-down
view’ button is pressed, the contents of all Web views are rotated 180 degrees
so that they have the correct orientation for users viewing from the other side
of the tabletop.

Create Button

Whole View
Button

Upside-down
View Button

Fig. 3. Whole view

Web Views. Figure 4 shows an example of a Web view. The major functions
of Web views are described below.



164 T. Inoue et al.

Zooming
Button

Coloring Button

Back/Forward
Button

Close Button

Copy ButtonCreate Button

Whole View
Button

Upside-down
View Button

Fig. 4. Web view

1. Create a Web view
Pressing the ‘create’ button adds a new Web view to the virtual workspace
at the currently-displayed location. Web views provide the usual browser
functions such as ‘back’, ‘forward’, and ‘close’.

2. Move the Web view
Tapping and dragging the colored frame of a Web view allows it to be moved
within the workspace. Moving the terminal while dragging a Web view causes
the Web view to follow the movement of the terminal. Web views can thus be
moved easily to any position on the tabletop, which is essential for showing
them to, and sharing them with, other users.

3. Zoom in or out
Six levels of zoom are available for Web views, controlled by the ‘zoom’ but-
tons. When zoomed out, multiple Web views can be displayed on a single
tablet for comparison; when zoomed in, a single Web view can be seen in
great detail using several tablets placed next to each other.

4. Change frame color
Every Web view has a frame. The color of the frame can be changed using
the ‘color’ buttons. Frame colors can be used to tag and then easily identify
Web views classified according to characteristics such as content, the person
who found the Web page, and so on.

5. Copy the Web view
Pressing the ‘copy’ button creates a new Web view containing the same Web
content. Copying is needed to duplicate a view before passing it to a another
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user. It is also a way to ‘bookmark’ a search result by storing its content in
a new view before moving on to another Web page within the original view.

3.2 Implementation

We use Apple’s iPad with 9.7 in. screen for our implementation. The Multipeer
Connectivity framework is used to synchronize the virtual workspace among
multiple iPads. This framework provides server-less communication over Wi-Fi
and Bluetooth.

When a Web view is created or moved, its coordinates are transferred to all
the terminals. When the content of a Web view is updated, the corresponding
URL is sent to all the terminals. Every terminal’s model of the workspace content
is therefore synchronized so that users can observe the same workspace contents,
with the same spatial relationships, regardless of which terminal they use.

Scrolling the displayed portion of the workspace when a tablet is moved
requires a mechanism to measure physical movement on the tabletop surface. In
our provisional implementation we use a wireless mouse to measure the move-
ment of each tablet. Figure 5 shows how a mouse is attached to a tablet to
detect movement. Movement information is sent to a PC (MacBook) via Blue-
tooth and forwarded to the tablet via Wi-Fi. The Web view application running
on the tablet scrolls the workspace accordingly.

Acquire the amount
of movement

Send the amount
of scrolling

Tablet terminal (iPad)

Mouse

PC (MacBook)

Bluetooth 3.0

Wi-Fi

Fig. 5. System structure for scrolling the workspace

Several mice can be connected to a single PC. (Our current implementation
allows up to four mice per PC.) A tool running on the PC associates the MAC
address of each mouse with the IP address of the physically-corresponding tablet.
When movement information is received from a mouse, it is forwarded to the
corresponding tablet.
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In this provisional implementation, users cannot lift or rotate their tablet
because a mouse is attached. We plan to develop a device using a color sensor
to detect the absolute position on a colored surface to overcome this limitation.

4 Evaluation

This section presents an experiment to evaluate the effectiveness of multiple-
tablet interfaces for virtual tabletop environments by performing collaborative
Web search using our prototype VTE system.

4.1 Purpose

The experiment is designed to answer the following two questions:

– How useful is a VTE-based system for collaborative Web search, compared
to a traditional Web browser?

– Does changing the number of tablets available to the users affect how they
perform the task?

To answer these questions we asked experimental participants to perform a
task using three different environments. Table 1 summarizes these environments,
each of which is described in detail below.

Table 1. Working environments for the experimental tasks

Task Working Environment

Task 1 Safari+AirDrop N users with N tablets

Task 2 VTE N users with N tablets

Task 3+1 VTE N users with N + 1 tablets

Task 3−1 VTE N users with N − 1 tablets

Safari+AirDrop: Participants perform the task using Safari, a standard Web
browser on iPad. Search results are shared between users using AirDrop, an
information-sharing tool provided on Apple devices.

VTE system with N users and N tablets: Participants perform the task
using the VTE-based collaborative Web search system, with the same number
of tablets as users. The usefulness of this environment is compared with that
of the Safari+AirDrop environment.

VTE system with N users and N ± 1 tablets: Participants use the VTE-
based system with either one more tablet than the number of users, or one
fewer than the number of users. With N+1 tablets we evaluate how a surplus
of tablets might be used for the task. With N − 1 tablets we evaluate how
the participants might overcome a small deficit of tablets.
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4.2 Experimental Method

Twelve students participated in the experiment. They formed four groups of
three participants to perform a collaborative Web search in each of the working
environments. In all cases the participants were seated around the same physical
tabletop.

The topics of the collaborative search tasks were “find the three best places
to visit in western Japan”, “find the three best places to visit in eastern Japan”,
and “find the three best places to visit in the world”.

Each group first performed the search task using Safari+AirDrop (Task 1).
All groups then performed the same search with the VTE-based system using
three tablets (Task 2). The first two groups then performed the search using the
VTE-based system using four tablets (Task 3+1), whereas the last two groups
performed the search using two tablets (Task 3−1). Before using the VTE-based
system, each group was explained how to use the system and given three minutes
to become familiar with its user interface. Twenty minutes were allotted for the
completion of each task. Figure 6 shows an experiment in progress.

Fig. 6. A scene of the experiment

4.3 Evaluation

Evaluation was based on observation of the participants while they performed
the tasks, and analysis of a questionnaire they completed after the task. Tables 2
and 3 list the contents of the questionnaires. Questions shown in Table 2 are
designed to evaluate whether participants could share information easily and
collaborate effectively. Questions shown in Table 3 are designed to assess the
effects of a surplus or deficit of tablets, by asking participants how they used an
additional tablet or overcame a shortage of them.
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Table 2. Questionnaire comparing Task 1 with Task 2

Questions Answer format

Q1 For Task 2, did the chance of seeing Web pages that
other users were searching increase?

multiple choice

Q2 (For those who answered “yes” for Q1) Was the
sharing of Web information also improved?

multiple choice, and
free description

Q3 For Task 2, did placing the Web views on a surface
make it easier to compare multiple Web pages?

multiple choice, and
free description

Q4 For Task 2, did using “whole view” make it easier to
understand the relative positions of Web views?

multiple choice

Q5 (For those who answered “yes” for Q4) How did you
use the “whole view” function?

free description

Q6 Comparing Task 1 with Task 2, which did you feel
gave more satisfactory search results?

multiple choice, and
free description

Table 3. Questionnaire comparing Task 2 with Task 3

Questions Answer format

Q7 Compared with Task 2, how did you use the tablets
in Task 3?

free description

Q8 Compared with Task 2, was it easy to perform the
collaborative search in Task 3?

multiple choice, and
free description

4.4 Results

Experimental results concern the two aspects mentioned above: comparing a
VTE-based system with the more traditional Safari+AirDrop, and analyzing
the effects of increasing or decreasing the number of tablets available to the
participants.

VTE compared to Safari+AirDrop

Observations. Participants using Safari+AirDrop first performed Web searches
individually using their own tablet. During the task, they showed their tablet
directly to others, or exchanged URLs using AirDrop when they found Web pages
they wanted to share. Little discussion occurred while performing the individual
searches, except in some cases when showing a Web page to another user.

Participants using the VTE-based system first performed Web search indi-
vidually using their own tablet, as in the case for Safari+AirDrop. When they
found a Web page of interest, they shared Web views by moving their terminals
across the table or simply by showing their tablet to other users. All of the groups
shared Web views of interest by collecting the views together in the center of the
workspace. They looked at other users’ tablets more frequently than in the case
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of Safari+AirDrop. They were able to share Web pages rapidly by positioning
their terminals over a similar area.

Questionnaires. Table 4 shows the answers to Q1, asking whether the chance
of looking at other users’ terminals increased. More than half of the partici-
pants answered that the chance increased. Participants who answered “yes” to
this question also answered Q2, asking whether the sharing of Web pages was
improved; the results are shown in Table 5. Typical reasons given in the ‘free
description’ part of the answer were “because we were able to see easily other
users’ terminals like a shared screen” and “because we were able to look at the
other terminals just by moving the terminal a little, and to talk easily”.

Table 4. Chances of looking at others’ tablets

Greatly Somewhat No Somewhat Greatly

decreased decreased difference increased increased

1 1 2 6 2

Table 5. Experience of sharing Web pages

Not enhanced Somewhat enhanced Greatly enhanced

0 4 4

Table 6 shows the results for Q3, asking about the ease of comparing Web
pages in the VTE-based system. Five participants answered “somewhat easy”
or “very easy”. Reasons given for the ease of comparison included “Web pages
could be related visually” and “the whole workspace could be inspected”. Other
participants said it was less easy, expressing difficulties with using the system
such as “it was difficult to find a target Web page because of the inaccuracy
of scrolling by moving the tablet” and “tablet movement had to be performed
carefully”. One of the participants answered “it is possible to have a ‘whole view’
in Safari too”.

Table 6. Comparing Web pages

Very difficult Somewhat difficult No difference Somewhat easy Very easy

0 5 2 2 3

As shown in Table 7, most participants answered Q4 by saying that it was
easy to relate the positions of views within the workspace. Answers to Q5
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revealed that participants used the ‘whole view’ function to see Web pages
opened by other users and to know the positions of Web pages within the
workspace. Because only a small portion of the workspace is normally visible,
the ‘whole view’ function was used frequently by the participants.

Table 8 shows the results for Q6. Eight out of the twelve participants answered
that they were satisfied with the results of collaborative Web search using the
VTE-based system. Their opinions included “everyone could work without being
isolated” and “discussion was encouraged because of the increased chances of
looking at other users’ Web pages”. Those users who preferred the standard
browser answered “time ran out without becoming familiar with moving the
terminal correctly” and “AirDrop was easier to use”. During the tasks, some
groups obtained good results because of the ease of looking at each others’ Web
pages and having discussion encouraged, while others spent most of the allotted
20 min familiarizing themselves with the operation of the system and were left
with insufficient time to work on the search task.

Table 7. Understanding the position of Web views

Very difficult Somewhat difficult No difference Somewhat easy Very easy

0 2 0 5 5

Table 8. Satisfaction with search results

Task 1 Task 2

(Safari+AirDrop) (VTE-based system)

4 8

Surplus or Deficit of Tablets

Observations. Giving four tablets to a group of three users produced different
patterns of behavior for different groups. One group used the additional tablet
to display the ‘whole view’, facilitating the comparison of Web pages; individual
users continued to use a single tablet of their own. Another group did not use the
additional tablet at all. In neither case was any significant change to the amount
of discussion, compared with providing exactly one tablet per user, seen.

Giving just two tablets to a group of 3 users resulted in each tablet being
used for individual searches, but with two of the users having to share one tablet.
Users sharing a single tablet engaged in active communication with each other
to perform the Web search. When sharing Web pages with the group, the pages
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of interest were collected in the center of the workspace as in the case of one
tablet per user. Tablets tended not to be moved around the workspace very
much, staying close to the participants and their small visible area of the virtual
workspace. No significant change was seen in the level of discussion between
the users of the two tablets; the tablets themselves were never exchanged while
performing the task.

Questionnaires. Question 7 asked users how they handled the tablets when a
surplus or deficit of tablets was provided. Participants with an additional tablet
answered “the additional tablet was used for the ‘whole view’ to understand the
overall locations of views” and “the additional tablet was not used for much at
all”. Participants with too few tablets answered that “two users performed most
of the searching, with the third user mainly observing the screen” and “the range
of tablet movement became restricted”.

Table 9. Surplus or deficit of tablets

Harder No difference Easier

N + 1: 3 users with 4 tablets 0 4 2

N − 1: 3 users with 2 tablets 3 2 1

Table 9 shows the results of Q8, asking how easy it was to perform the col-
laborative search. The groups with an additional tablet answered “one of the
tablets was used for the whole view” and “we couldn’t think of a way to use
the additional tablet”. The groups with only two tablets answered “the tablet
screen was too small for two users to use together” and “only a part of the virtual
workspace could be used”.

4.5 Discussion

VTE Compared with Standard Browser. Compared with the stan-
dard Safari+AirDrop environment, the results show that a VTE-based system
increases the chances that users share Web pages with each other and leads to
increased user satisfaction with their performance of the task. This is because
users can perform the task collaboratively, easily sharing both the process and
the results of their searches. Sharing is easy because of several characteristics
of a virtual tabletop environment; in particular, being able to see other users’
terminal screens and being able to share Web pages instantly within the shared
virtual workspace.

A problem arose because of inaccuracies in tracking tablet movement. Dif-
ficulties were experienced when trying to move a tablet to a position of inter-
est in the virtual workspace, which consequently reduced the ease with which
Web pages could be compared. These difficulties arose from the tracking mecha-
nism used in our prototype environment, and would not be present to the same
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degree in a VTE using more sophisticated mechanisms. The results do however
demonstrate the importance of minimizing the scrolling and positioning errors
experienced by users of a VTE.

Number of Available Tablets. When given a surplus of tablets, one group
used the additional tablet as a shared ‘workspace overview’ display while the
other group did not use the additional tablet at all. In both cases each user
performed the collaborative task using only one of the available tablets. We can
conclude that users tend to use a single tablet to perform their searches, and that
different uses (including none) can be found by different groups for an additional
tablet. With a deficit of tablets, one of the users simply did not use a tablet and
instead became an observer of one of the other users. While the communication
with their ‘tablet partner’ was increased, it was difficult for them to contribute
as much to the collaborative work.

Users continued to use a single tablet throughout the task, never exchanging
their tablet with another user. This suggests that users identify personally with
the tablet that they are initially given.

5 Conclusion

We presented a collaborative Web search system built as an application in a
virtual tabletop environment, using multiple tablet terminals for display and
interaction. Practical experiments evaluated users’ use and reaction to the sys-
tem, to determine the usefulness of a VTE and the effect of changing the number
of tablets to create a surplus or deficit. The experimental results show that our
VTE-based system promotes discussion and information sharing compared with
collaboration using traditional desktop Web browsers.

Future work will include improving the movement tracking in our proto-
type, with the aim of developing a compact and inexpensive device that can be
attached to a tablet to accurately track its location on a tabletop surface.
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Abstract. This study aims to develop and evaluate a visualization function of
CSCL that is based on social presence. This function automatically categorizes
the postings from learners and visually presents social interaction following a
social presence indicator. Furthermore, this function seems to enhance social
presence and encourage learning behavior, such as active discussion. In order to
investigate the validity of auto-categorization, the inter-rater agreement rate and
the ability to predict the quality of the discussion were analyzed and compared
to the human-categorized data. The results demonstrated that there are several
social presence indicators that have high and low inter-rater agreement, but the
categorization of the function developed in this study had more prediction power
than the human-conducted categorization.

Keywords: Community of inquiry � Social interaction � Social presence �
Computer-Supported Collaborative Learning (CSCL) � Visualization

1 Introduction

There has been growing interest in collaborative learning in higher education. Col-
laborative learning requires the active participation of students, and thus fosters
high-end learning skills. However, there are several challenges to the implementation
of collaborative learning in educational settings: Nishimori et al. [1], for example, have
pointed out the difficulty in tailoring collaborative learning schedules around the var-
ious other class commitments of learners, as doing so poses a potential threat to group
cohesion and delays the progress of learning.

In the age of technological innovation, one increasingly popular solution to this
problem is the use of computer networks for Computer-Supported Collaborative
Learning (CSCL). Computer-Mediated Communication (CMC) tools, such as Bulletin
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Board Systems (BBS) are particularly useful in supporting collaborative learning
outside of the classroom.

The background of CSCL is based in socio-constructivist pedagogical theory,
which posits that knowledge should be constructed and re-constructed through inter-
action between learners, or between learners and artifacts [2]. In support of this per-
spective, it is important to consider how one may enhance interaction between learners
who work collaboratively in a virtual setting when designing CSCL. This study aims to
develop the visualization tool for CSCL based on social presence in order to contribute
to the enhancement of learning motivation and achievement in support of collaborative
learning programs.

2 Community of Inquiry (CoI) Framework

2.1 Definition of CoI Framework

Garrison and Anderson [3] constructed a “Community of Inquiry (CoI)” framework in
which teachers and learners interact in text-based, online communication. The CoI
framework consists of three elements: social presence, cognitive presence, and teaching
presence. Social presence is defined as “the ability of participants to identify with the
community, communicate purposefully in a trusting environment, and develop
inter-personal relationships by way of projecting their individual personalities” [3].
Social presence is regarded as a necessary element for creating a secure environment
for interpersonal communication in order to foster an open environment that is con-
ducive to discussion. Shea and Bidjerano [4] suggest that social presence is an
important factor in predicting the level of cognitive behaviors. They reported that
learners who are regarded as high-level cognitive learners treated low-level cognitive
learners by responding to them using social presence. Cognitive presence is defined as
“a vital element in critical thinking, a process and outcome that is frequently presented
as the ostensible goal of all higher education” [5]. Teaching presence is defined as the
design, facilitation, and direction of cognition and social processes for the purpose of
realizing personally meaningful and educationally worthwhile learning outcomes [6].
Two of the three CoI elements and indicators. CoI is enhanced by integrating the three
presences in the teaching of projected learners [7], as doing so promotes metacognition
for collaborative learning [8]. Goda and Yamada [9] investigated the relationship
between these three presences in Asynchronous Computer-Mediated Communications
(ACMC). Their findings reveal that the teaching and cognitive presence were signifi-
cantly correlated with discussion satisfaction, and social presence was positively
associated with the number of utterances.

Many researchers used the CoI framework for the evaluation and investigation of
the effects of the learning community (e.g., [10, 11]), but this framework can also be
applied to collaborative learning environment designs. Several studies have tried to
design and develop a CSCL system that is either based on CoI or that is comprised of
CoI components (e.g., [12]). The present study aims to develop the function, in par-
ticular, of visualization, which is based on the “Social Presence” CoI element.
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2.2 Social Presence and Its Role in CMC

Social presence is a crucial factor in learning with CMC, in denoting perceptions of
oneself and others, as well as in supporting social interactions within a community,
promoting trust relationships, and playing an important role in the effective imple-
mentation of CSCL. Learners’ perception of presence is affected by social presence,
which Short, Williams, and Christie [13] describe as the “degree of salience of the other
person in the interaction and the consequent salience of the interpersonal relationship.”
In other words, social presence promotes the perceived proximity to real-time com-
munication in a face-to-face setting, depending on the type of CMC tool used. Short,
Williams, and Christie [13] further suggest that the two dominant factors in social
presence are “immediacy,” which is defined as the psychological proximity of the
interlocutors, conveyed, for example, through facial expressions, and “intimacy,”
which is defined as the perceived familiarity evoked by social behavior, such as eye
contact and smiling.

Researchers have interpreted social presence in different ways, both in their
experiments and in their practical applications. Gunawardena and Zittle [6] conducted a
research project in which they investigated the effect of social presence on learning
satisfaction, from the perspective of facilitating and moderating discussion and the
perspective of the perception of interactivity in online discussions. Their research
revealed that a high awareness of social presence has positive effects on learning
satisfaction. According to this view, which focuses on the notion of interactivity rather
than on perceived proximity to real-time communication, social presence depends on
interaction between groups using the same CMC tool in their learning.

Other researchers have concentrated on the expressive functions of social presence,
which is thereby framed as a type of communication ability. Garrison and Anderson [3]
redefined social presence according to its expressive function in the establishment of
group cohesion in asynchronous text-based communication. Garrison and Anderson
[3], meanwhile, describe social presence as one of the elements in a “Community of
Inquiry (COI),” in which teachers and learners interact in text-based online commu-
nication. Social presence is regarded as a necessary element for creating a secure
environment for interpersonal communication and for developing an atmosphere that is
open to discussion. Their study further proposes specific indicators of social presence
in the asynchronous, text-based CMC, which serve to bridge cognitive behaviors for
learning.

Enhancing social presence is effective not only in promoting learning satisfaction
[6], but also in the promotion of cognitive learning behavior. Shea and Bidjerano [4]
suggest that social presence is one of the most important factors in predicting the level
of cognitive behavior. They reported that learners who are regarded as high-level
cognitive learners treated low-level cognitive learners by interacting with them using
social presence. In order to enhance social presence, a system in which learners reflect
and adjust the current degree of social presence is needed. However, social presence is
an unconscious feature; that is, learners are not always engaged in collaborative
learning with the consciousness of social presence. Social perspectives, such as social
awareness (e.g., “What role will I take in this group?” and “How will I interact with this
group?”), which are formed in collaboration are difficult features to support using
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groupware [14]. Several researchers tackled this challenge by using visualization (e.g.,
[15, 16]). Mochizuki et al. [16] developed and evaluated a visualization system called
“ProBo Portable” which visualizes the situation and progress of each group member’s
task on a mobile phone. This research reveals that the visualization of situation and
progress in collaborative circumstances is effective in monitoring each other and in
enhancing the learning community, as reflective feature.

The perspectives on social presence discussed above are useful in designing a CMC
tool that enhances interaction between learners. An integrated view of social presence
seems necessary for the purpose of designing and evaluating a CMC tool for collab-
orative learning, in which the system design can enhance social presence for the
encouragement of learning behavior. This study aims to develop a social presence
visualization system for CSCL. Thus, another aim of this study was to point out future
directions for designing a function that promotes learning through the enhancement of
social presence.

3 System

A visualization module was developed for the extend function of the chat tool with the
permission of extension development from the researchers [17], which is also devel-
oped as the LMS “Moodle” module 2.9.X. Figure 1 shows the interface of this module.
Figure 2 shows the fundamental functions for the support of social and cognitive

Fig. 1. Interface of social presence visualization
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communication [17]. After learners click the chat module link in the course, learners
can move to the group chat entrance page displayed in Fig. 1. When learners click the
“CD-Map” button, learners can move to chat page shown in Fig. 2.

This system consists of two functions; chat and concept map. Chat function allows
learners to post their massages using emoticon and share the file. Learners can mark
other posts as “favorite” by pushing “like” button. In concept map, leaners can click
and drag a posting object in the chat area to the concept map area, and then show
relationships between postings using arrow lines. Concept map function as a group
cognitive tool allows learners to index the information on the concept map, thus is
effective on the improvement of group memory [18]. The researchers indicated that the

Fig. 2. Interface of chat, concept map and member’s login time display [17].
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system used in this research may be effective to enhance social presence and improve
the discussion quality [17].

3.1 Calculation Method for Social Presence Scores

3.1.1 System Overview
Figure 3 presents an overview of our proposed system that evaluates the Social
Presence Scores from users’ comments in a chat group. The system stores every
comment written by each user into a chat group thread and calculates the three types of
Social Presence Scores: (a): Score of a user to a group, (b): Score of a user’s reply to
another user; and (c): Score of a whole group. The calculation of score (a) is based on
every comment written by a user in a chat group thread. The calculation of score (b) is
based on every reply made by one user in response to the comment of another user. For
the calculation of score (b), the visualization system collects the data of the user name
that sent the messages as variable name “MENTION.” That is, the “Reply Symbol” in
Table 1 means a kind of symbol appears in a text when a user replies to another user’s
comment in the proposed system. Only when the symbol appears in a text, the first
value in the score is set as 1; otherwise, the value is 0. The calculations of score (c) are
based on every comment written by every user in a chat group.

The proposed system has a national language processing (NLP) module for ana-
lyzing a text written by each user as a comment in a chat group. The core part of the
system is implemented by using PHP so that the system can be easily implemented to
cooperate with Moodle developed by PHP. Only the module is implemented by using
Python because Python has many helpful libraries that support NLP. “Stanford Cor-
eNLP” [19], a popular NLP library for analyzing documents written by English, is used
in the module for the text analysis. The procedure that is used to calculate the Social
Presence Scores starts with the core system’s passing of one text written by a user into
the module, which is followed by the module’s calculation of a Social Presence Score
of the text, which is based on several rules and is explained in the next section. After

Fig. 3. Overview of the proposed system
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this score is calculated, the score is returned to the core system. The returned score is
expressed as a 19-value sequence (social presence and mention) of 0 or 1, separated
with commas, e.g. 0,1,0,0,1,0,0,0,0,0,0,0,0,0,0,0,1,1,1. The 0 or 1 in the sequential
value means a 1 is set on the bit flag only when the text contains a factor related to each
category supporting the Social Presence Theory. Otherwise, 0 is set on the bit flag. The
17 categories of Social Presence are listed in Table 1. The core system repeats
the pass-and-receive process until every comment in a chat group is checked. After the
process, the system adds up every returned score and presents the Social Presence
Scores.

3.1.2 Procedures of Rule-Based Text Analysis
The NLP module analyzes the texts by using rule-based procedures. Table 1 presents
the rules that determine whether or not the text contains a factor that supports each
category. The description of “Feature Word” in Table 1 shows that a text contains a
feature word that supports the categories. The feature words were extracted in the
pre-process phase from several sample chat data, which had 3,570 comments in 10
groups, and were also extracted from the WordNet database [20, 21]. The method used
to extract these feature words is described in the next section. The description of the
“Feature Phrase” in Table 1 refers to a certain phrase that frequently appears in a text
supporting the categories. The phrases are selected by an expert who researches Social
Presence based on his experiences by investigating phrase patterns of the sample chat
data. Different from the case of the “Feature Word,” the module checks the depen-
dencies of each word on constructing the phrase. The following list explains in further
detail the rule-based procedures for each category.

• Expressing emotions: an Emoticon Symbol appears in a text when a user uses an
emoticon in their comment. This symbol is one factor supporting this category.
Another factor is that of Feature Words extracted from WordNet Affect 1.1 [22].

• Use of humor: This category uses Feature Words and Feature Phrases to judge
whether or not a text contains a factor supporting this category. There are only two
Feature Phrases: “it is funny” and “it is humorous.”

• Self-disclosure: This category also uses Feature Words and Feature Phrases for the
evaluation. The Feature Phrases follow three patterns: “I am XXX”, “I was born
XXX” and “I live in XXX”. In these phrases, the part-of-speech (POS) styles of
verbs, namely the Present Tense Verbs in third-person or past-tense, were also taken
into account for this category. The module checks the POS of the verb as well as the
subject. Only when the subject is “I” does the module enable this category.

• Use of unconventional expressions to express emotion: This category uses Feature
Words and several Additional Feature Words that frequently appear in a text sup-
porting this category but cannot be extracted from the sample chat data or from the
WordNet database. The words selected by the expert are only words that are fol-
lowed by these five punctuation marks: “!”, “• • •”, “…”, “*”, “ー”.

• Expressing value: Only Feature Words are used for the evaluation.
• Continuing a thread: The module sets 1 on the sixth position of the sequential value

only when users
• continuously reply to another one’s comment more than two times.
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• Referring explicitly to others’ messages: The Feature Phrase of this category is
“XXX said *”. XXX is a subject in a text. At first, the module, checks a verb in a
text, and if the verb is “say”, present-tense verbs in third-person or past-tense are
taken into account. Next, the dependency modifier of “nsubj” or “nsubjpass” is
checked. These technical terms express a relationship of dependency according to
“Stanford typed dependencies” [23]. Lastly, the module checks the POS of the
subject for the evaluation. Only when the POS is a PRP (Personal Pronoun) or a
NNP (Proper Noun, singular), is the module set on 1 in the seventh position in the
sequential value.

• Quoting from another’s message: This category is enabled when a user writes a
comment containing the same comment written by another user within the previous
20 comments. The 20 comments do not take into account comments constructed in
less than five words or comment supporting the SALUTATION category.

• Asking questions: The only factor that can enable this category is a question mark.
• Complimenting expressing appreciation: This category uses Feature Words for the

judgment.
• Expressing agreement: The module uses Feature Words for the judgment and also

checks dependency relationships to decide whether a text contains Positive, Negative
or Neutral sentence. This category becomes enabled when a text contains a feature
word and is a positive sentence, or when a text contains a feature word of DIS-
AGREEMENT and is a negative sentence. Two additional phrases, “me, too” and
“me too”, were also taken into consideration for the evaluation.

• Expressing disagreement: This category is the counterpart of the AGREEMENT
category.

• Personal advice: This category is enabled when a text is a positive sentence and
contains Feature Words supporting this category.

• Vocatives: For the evaluation of this category, the module extracts the subject in a
text based first on a dependency analysis, and then checks whether or not the subject
is the Named Entity of a person. This category sets 1 in the fifteenth position in the
sequential value only when the subject is named entry of a person and depending on
if the word is “Mr.” or “Ms.” As for “nickname,” it is enabled when a text contains
a Reply Symbol because the proposed system adds the nickname of a user in a text
when a user replies to the user’s comment.

• Addresses or refers to the group using inclusive pronouns. Only six words, namely
“we,” “our,” “us,” “they,” “their,” and “them,” are factors supporting this category.

• Phatics, salutations, and greetings: This category uses Feature Words for the
evaluation. “How are you” is the additional feature phrase for this category.

• Course reflection: The module set 1 on the last position of the sequential value
when a text is a positive sentence and contains Feature Words supporting this
category.

Social Sharing, which is one of the social presence indicators, was not implemented
for the visualization because there is no data in the categorization result, thus implying
that there is no feature word.
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3.1.3 Extraction Methods for Feature Words
The feature words introduced in the previous section are extracted based on two types of
methods: (a): the Statistical Method and (b): the WordNet database. Method (a) uses the
tf–idf (term frequency–inverse document frequency) method, which is one of the
popular statistical methods to extract feature words in documents. The feature words
extracted from the sample chat data containing 3.570 comments in 10 groups comprised
of university students. Every comment in the sample data has the Social Presence Score
evaluated by several experts. For example, 0,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0,1,0,1 is the
same format of the score returned from the module. In this research, the extracted feature
words for a certain category show that the word appears in 6 times in a text supporting
the category in the whole document and appears less than 70 % of the time in texts
throughout the entire document. A total of 345 words were extracted by the statistical
method. However, several extracted words were removed by the experts because these
words were influenced by the topic of the sample data.

Finally, 132 words were registered as feature words using method (a). Method
(b) is a method that extracts feature words from the WordNet 3.0 database, which is
a popular database that describes the relationship between words. In the first step of
the procedure, the expert selected several seed words that frequently appear in a text
supporting a certain category, and then he or she extracted feature words contained in
the same “Synset” of the seed words. The “Synset” is a kind of Synonym group
defined in WordNet. The list of seed words supporting each category is shown in
Table 2. A total of 279 words were extracted by this method. But, similar to the
procedure of method (a), several extracted words were removed by the expert
because the word contained different meanings across the seed words. For example,
the seed word “reflect” has four Synsets. The actual Synset ID and typical word in
the Synset are here: 2136892 (reflect), 630380 (think_over), 2136271 (reverberate),
2765924 (shine). The seed word “reflect” does not contain the meanings “reverber-
ate” and “shine.” Therefore, these words in the Synset ID, namely 2136271 and
2765924 were removed by the expert. Finally 268 words were extracted this pro-
cedure. Feature words supporting the EMOTION category were extracted from
WordNet-Affect 1.6. A total of 2,272 words were extracted from the database. In the
WordNet database, phrase words are expressed as the format that connects each word
by underscores. These words are separated and registered as a feather phrase. As a
result, 2,540 words were registered in the WordNet database. Additionally, 21 words,
which frequently appear in a text supporting a certain category but which could not
be extracted by employing the above procedures, were selected by the expert and
combined with the feature words. The 21 words are also shown in Table 2. Finally,
2,693 words were registered as feature words.

The system developed in this study visualizes the social presence based on the flow
mentioned above in three types (a, b, c), displayed in Fig. 1. This system visualizes
each type of social presence score in several levels; five levels in two score types, from
a user to a group and a use’s reply to another user, and three levels in a score type, a
whole group.
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Table 1. Rule-based procedures for text analysis

Category Indicator Rule-based procedure

Affective Expressing emotions a Emoticon appears in a text
a Feature Word appears in a text

Use of humor a Feature Word appears in a text
a Feature Phrase appears in a text

Self-disclosure a Feature Word appears in a text
a Feature Phrase appears in a text

Use of unconventional
expressions to express
emotion

a Feature Word appears in a text
an Additional Feature Word appears in
a text

Expressing value a Feature Word appears in a text
Open
communication

Continuing a thread a Reply Symbol appears over 2 times in
group chats

Quoting from others’
message

the Same Comment in past 20
comments

Referring explicitly to
others’ messages

a Feature Phrase appears in a text

Asking questions a Question Mark appears in a text
Complimenting expressing
appreciation

a Feature Word appears in a text

Expressing agreement a Feature Word appears in a Positive
sentence

a Feature Word of DISAGREEMENT
appears in a Negative sentence
an Additional Feature Phrase appears in
a text

Expressing disagreement a Feature Word appears in a Positive
sentence

a Feature Word of AGREEMENT
appears in a Negative sentence

Personal advice a Feature Word appears in a Positive
sentence.

Cohesive Vocatives Mr./Ms. depended a Named Entry of a
Person appears in a text.

a Reply Symbol appears in a text
Addresses or refers to the
group using inclusive
pronouns

The Feature Words, “we”, “our”, “us”,
“they”, “their” and “them” appear in a
text

Phatics, salutations, and
greetings

a Feature Word appears in a text the
phrase of “how are you” appears in a
text

Course reflection a Feature Word appears in a Positive
sentence
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4 Method

In order to evaluate the validity of auto-categorization, a comparison was made
between the results of human-conducted categorization versus this system. Utterance
data were collected in a university English class using the chat tool module as men-
tioned above. The procedure is explained in detail below.

Table 2. The 26 seed words and 21 additional words supporting each category.

Category Seed words Additional words

Expressing emotions –

Use of humor –

Self-disclosure remember, experience
Use of unconventional
expressions to
express emotion

– !, • • •,…, *, ー

Expressing value important, good, better, best,
worse, bad, worst, poor,
wonderful, beautiful, great

Continuing a thread –

Referring explicitly to
others’ messages

–

Quoting from others’
message

–

Asking questions –

Complimenting
expressing
appreciation

thank, appreciate, thankful

Expressing agreement agree, follow I think so, “me, too”, me too
Expressing
disagreement

disagree

Personal advice advice
Vocatives –

Addresses or refers to
the group using
inclusive pronouns

– we, our, us, they, their, them

Phatics, salutations,
and greetings

hello, hi, good-bye, bye, sorry good morning, good
afternoon, good evening,
good night, good-night,
ohayo

Course reflection reflect hey
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4.1 Data Collection

Utterance data were collected in a Computer-Assisted Language Learning class. A total
of 60 sophomores (42 males and 18 females) in the Informatics Department attended
this class. The students were required to participate in an online English discussion for
40 min. The students were divided into 15 groups, each consisting of three or four
students.

The discussion topic was “What is the ideal university-entrance test?”, and it
assessed students’ interest in learning. The online discussion was conducted using the
chat system [18], which has several integrated functions, such as a concept-map tool.

4.2 Analysis Procedure

The collected utterance data was stored in the database, after which the visualization
module read the utterance data from the database and categorized them according to
each social presence item. As for the human-conducted categorization, one researcher
in educational technology and one in psychology independently categorized each
learner’s utterance into social and cognitive presence items. When the post contained a
social and cognitive presence feature in each indicator, raters wrote down a 1, when
they did not contain either feature, raters wrote a 0. Then, two researchers shared the
categorization results and discussed the differences in categorization in order to com-
bine results separated according to individual categorizations.

5 Results

5.1 Inter-rater Agreement

The number of utterances for the analysis was 371. In order to evaluate the validity of
the automatic social presence categorization, Cohen’s Kappa coefficient (K) [24],
which is used to measure the agreement between two raters, was calculated. The range
of Kappa is −1 to 1. When there is perfect agreement, Kappa is 1. The criteria of Kappa
[24] are, below 0.000: Poor, 0.000–0.200: Slight, 0.210–0.400: Fair, 0.410–0.600:
Moderate, 0.610–0.800: Substantial, 0.810–0.999: Almost perfect, and 1.000: Perfect.
The results are shown in Table 1. The results of “social sharing” and “course reflec-
tion” were eliminated because there was not data in both the visualization module and
human categorization results. Table 3 shows the results of Kappa coefficient calcula-
tion. The results indicate the moderate agreement rate between the module and human
in several indicators; however, there are indicators in which the inter-rater reliability is
very low. Question has the highest coefficient (0.900), which indicates almost perfect
agreement. The Paralanguage, Value, and Salutation indicator items are at a moderate
level, while Agreement, Name and Inclusive pronoun are at fair level. The remaining
eleven indicators are very low.
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5.2 The Relationship with Cognitive Presence

In order to investigate the power to predict the cognitive presence that indicates the
discussion quality, a multiple regression analysis was conducted in which cognitive
presence was established as the dependent variable, and the sum-up frequency data of
module categorization and human categorization were established as the independent
variables. The results are displayed in Table 4.

The results showed that the social presence frequency calculated by the module
developed in this study had a positive causal relationship on cognitive presence;
however, the social presence frequency calculated by humans had a negative rela-
tionship on cognitive presence. Thus, the prediction rate of the module was better than
the human prediction rate.

Table 3. Cohen’s Kappa coefficient

Indicator item K

Expressing emotions 0.013
Use of humor 0.000
Self disclosure 0.021
Use of unconventional expressions to express emotion 0.558
Expressing value 0.441
Continuing a thread −0.007
Referring explicitly to others’ messages 0.000
Quoting from others’ message 0.000
Asking questions 0.900
Complimenting expressing appreciation 0.068
Expressing agreement 0.326
Expressing disagreement 0.046
Personal advice 0.000
Vocatives 0.201
Inclusive pronoun 0.375
Phatics, salutations, and greetings 0.432

Table 4. The results of multiple regression analysis

Indicator Coef. SE β p

Module 0.181 0.018 0.461 p < 0.001
Human −0.172 0.588 −0.137 p < 0.01

Note: F(2, 368) = 50.70, p < 0.001,
R2 = 0.216, Adjusted R2 = 0.212.
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6 Discussion and Conclusion

This research developed a social presence visualization system for CSCL. In order to
evaluate the validity of automated categorization of learners’ postings following the
social presence indicator, two statistical methods were employed to compare the
module with the human-conducted categorization. First, the Kappa coefficient was
calculated. Second, a multiple regression analysis was conducted to investigate the
power of the prediction for the discussion quality. The results showed that there are
indicator items that have high and low agreement rates. The indicator items of criteria
that were easy to categorize, such as questions, tend to have high agreement rates.
Kappa coefficients of several items were almost zero because there were very few posts
categorized as low-rate indicator items, such as “Quoting.”

Interestingly, according to the results of the multiple regression analysis, the cate-
gorization results of the module had superior prediction power compared to the results of
the human-conducted categorization. Including the results in the inter-rater agreement
measurement, the accuracy and validity of auto-categorization should be improved in
future works. The evaluation of auto-categorization and of extracting and adding fea-
tured words shall be required after collecting the utterance data in a long-term
investigation.

The results showed that the social presence frequency calculated by the module
developed in this study had a positive causal relationship on cognitive presence;
however, the social presence frequency calculated by humans had a negative rela-
tionship on cognitive presence. Thus, the prediction rate of the module was better than
the human prediction rate.
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Abstract. In face-to-face collaborative learning, learners develop an
argument about a common learning theme in a small group to under-
stand the subject more deeply. Forming a more convincing argument
often involves individual study, in which the learners study additional
materials about the theme prior to the collaborative learning session.
However, it is difficult for learners without sufficient argumentative skills
to incorporate learned knowledge, which is acquired in individual study,
into an argument. Therefore, we developed a system that supports face-
to-face collaborative learning by enhancing viewpoint-sharing of learn-
ing materials. The proposed system provides visual representations of
different viewpoints of each learning material for the learners while they
discuss the theme. In our experiment, we confirmed the usefulness of the
proposed system by comparing it with collaborative learning sessions
without a system.

Keywords: CSCL · Face-to-face collaborative learning · Supporting an
argument · Viewpoint sharing

1 Introduction

In recent years, student-driven learning has been used extensively for the
improvement of education at schools. Project-based learning (PBL) is often
adopted as a method for student-driven learning. PBL is an instructional
method in which students learn through facilitated problem-solving in student
teams. The team-activity exercises provide students with learning effects such
as improving their own learning style and understanding learning contents more
deeply [10]. It is very important for the students to have productive experiences
through the team activities in PBL.
c© Springer Science+Business Media Singapore 2016
T. Yoshino et al. (Eds.): CollabTech 2016, CCIS 647, pp. 190–202, 2016.
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In face-to-face collaborative learning, learners develop an argument about
a common learning theme in their small group. This often involves individual
study, in which the learners study learning materials about the theme prior to the
collaborative learning session, e.g., via the LTD method [8] or the Jigsaw method
[1]. Even though the learners can use learned knowledge, which is acquired during
individual study, to develop a convincing argument about the theme, it is difficult
for learners without sufficient argumentative skills to appropriately incorporate
their learned knowledge into the argument [9].

Several researchers have studied argument support systems for collaborative
learning and have proposed systems comprising embedding argument models
such as IBIS [5] and DRL [6]. The major argument models comprise several
nodes, such as “problem,” “comment,” “issue,” and “other,” and relationships
between the nodes. Even though argument models are useful in finding solutions
for complex [11] or ill-defined problems in an argument [2], it is necessary for the
learners to understand the complex rules of an argument model and to have the
skills to make use of the rules. Therefore, it is difficult for learners without suffi-
cient argumentative skills to manipulate a system embedding an argument model
in argumentative collaborative learning. Several other Computer-Supported Col-
laborative Learning (CSCL) researchers have developed system environments to
enhance group arguments in distanced collaborative learning. For example, there
are systems that make learners aware of the knowledge and existence of another
learner(s) [7] and the degree of a learner’s contribution generated using notes
of the other learner’s in order to facilitate learner sharing and communication
between them [3]. Moreover, there are systems that provide favorable feedback
on learners’ remarks using original speech templates [7]. These researchers have
also reported the effectiveness of their systems in their respective experiments.
We focus on enhancing the incorporation of the knowledge that each learner has
acquired via individual learning into arguments during face-to-face collaborative
learning. The present study is different from the previous studies because of its
method of support.

We developed a system that supports face-to-face collaborative learning by
enhancing viewpoint-sharing of learning materials. This system provides visual
representations of different viewpoints of each learning material for the learners
while they discuss the theme. In our experiment, we confirmed the usefulness of
the proposed system by comparing it with collaborative learning sessions without
a system.

2 System Implementation

2.1 Overview

We developed a web-based system that enables each learner to submit evalu-
ations of learning material via a Web browser and that confirms differences in
the evaluation of the learning material within the learning group. The system
consists of two modes: an individual learning mode and a collaborative learning
mode.
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The system interface of the individual learning mode is shown in Fig. 1.
A learner uploads files with learning materials after logging in. The uploaded
files are shared on the system within the learning group of the learner. The
learner studies the given theme as an individual using the learning materials.
After studying the learning material, the learner can submit an evaluation score
for each learning material through the system interface. The evaluation score
consists of the following five items: “Comprehensible,” “Association with theme,”
“Importance”, “Originality”, and “Interesting.” The five items were chosen to
enhance the following effectiveness of argumentative collaborative learning.

– Confirming their comprehensible and interest to each learning material, the
learners know their impression of the learning materials before discussing
them.

– Discussing importance to each learning material, key-points of each learning
material are likely to be brought out in the argument.

– Showing the originality and association with theme of each learning material,
the key-point(s) of each learning material and the theme are likely to be
effectively associated in the argument.

– The argument is encouraged to be well-organized through above processes.
– Confirming their comprehensible and interest to each learning material, the

learners can know impression of the learning materials before discussing them.
– Discussing importance to each learning material, key-points of each learning

material are likely to be brought out in the argument.
– Showing originality and association with theme of each learning material, the

key-point(s) of each learning material and the theme are likely to be effectively
associated in the argument.

– The argument is encouraged to be well-organized through above confirmation
processes.

In the evaluation, a questionnaire with a five-Likert scale was used.
The system interface in the collaborative learning mode is shown in Fig. 2.

The system provides a radar chart of the learning material, which is shared in the
learning group. The radar chart of each learning material is summarized by the
evaluation scores that the group members have assigned to the learning material.
In the radar chart, each line with a different color shows the evaluation scores
that each learner has assigned to the evaluation items of the learning material.
Therefore, the learners can immediately recognize differences in the evaluation of
the learning material between the group members by referencing the radar chart
of the learning material. The order that the radar charts of the shared learning
materials is provided in is determined by an algorithm, which is explained in
detail in Sect. 2.2, to initiate a debatable argument. The radar chart on the
system interface is manually switched to the next one by the learners.

2.2 Calculating the Order to Provide the Radar-Charts of the
Learning Materials

To calculate the order in which to provide the radar-charts of the learning mate-
rials, differences between the evaluation values, which the group members have
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Fig. 1. System interface in the individual learning mode of the proposed system.

assigned to each learning material, are used. The greater the difference between
the evaluation values of a learning material, the more room there is for discus-
sion about the learning material. The difference between the evaluation values
of a learning material is determined by the following equation:

Dis(d,G) =
1

n(I)

∑

i∈I

V ar(d, i,G). (1)

Here, d, G, and Dis(d,G) indicate a certain learning material, certain learning
group, and difference degree of the evaluation of the learning material d in the
learning group G, respectively. I, i, and n(I) indicate the set of evaluation items,
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Fig. 2. The system interface in the collaborative learning mode of the proposed system.
(Color figure online)

a certain evaluation item, and the number of evaluation items being included
in the set of evaluation items I, respectively. V ar(d, i,G) is calculated from the
following equation:

V ar(d, i,G) =

√
1

n(G)

∑

u∈G

(E(u, d, i) − E(G, d, i))2. (2)

Here, n(G), u, E(u, d, i), and E(G, d, i) indicate the number of members of the
learning group G, a certain learner, the evaluation value that the learner u
assigned to the evaluation item i of the learning material d, and the average of
evaluation values that every member of the learning group G assigned to the
evaluation item i of the learning material d.

An example of the calculated order of provided radar-charts of learning mate-
rials is shown in Fig. 3. Two learners in a learning group evaluated three learning
materials: A, B, and C. The evaluation values that the two learners assigned
to each evaluation item (“Association to theme,” “Interesting,” “Originality,”
“Importance,” and “Comprehensive”) for the three learning materials (A, B,
and C) are represented by ([4,2], [3,1], [3,3], [4,2], [4,4]), ([3,2], [4,4], [4,4], [3,2],
[2,2]), and ([5,5], [5,5], [4,4], [4,4], [4,4]), respectively. The difference degrees of
each evaluation item of the learning materials A, B, and C are calculated as
(1, 1, 0, 1, 0), (0.5, 0, 0, 0.5, 0.5), and (0, 0, 0, 0, 0), respectively, from the evalu-
ation values using Eq. (2). Then, the differences between the evaluation of each
learning material (A, B, and C) are determined to be 0.6, 0.3, and 0, respectively,
from the difference degrees of the evaluation items using Eq. (1). Therefore, the
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Fig. 3. An example of the calculated order to provide radar-charts of the learning
materials.

Fig. 4. Composition of the proposed system

radar-charts of the learning materials in the example are established in the order
A, B, and then C.

3 System Composition

The composition of the proposed system is shown in Fig. 4. The system is imple-
mented as a Web application so that learners can easily access the system from
a distributed environment during the individual learning mode of the system.

A learner begins in the individual learning mode of the system by logging into
the system via a Web browser. The list of learning materials that are shared in
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the group is sent from the server system to the client system and is displayed on
the Web browser of the client system. As a learning material file is uploaded onto
the server system or the evaluation information of a learning material is sub-
mitted to the server system, they are saved into the learning-material manage-
ment and the learning-material-evaluation management databases, respectively.
Learners can share information with their learning group via the asynchronous
communication of the client system with the server system.

In the collaborative mode of the proposed system, the client system requires
radar-chart images of the shared learning materials and information concerning
the provision order of the radar-chart images. Using the evaluation of the learn-
ing materials by the learning group members in the learning-material-evaluation
management database of the web server system, the radar-chart images are cre-
ated from the database and the provision order is determined. The charts are
processed when any group member logs-in for the first time in the collaborative
learning mode.

4 Evaluation

4.1 Overview

We conducted an experiment to investigate whether the proposed system can
support learners in making good arguments based on learning materials in face-
to-face collaborative learning. We compared an environment with the proposed
system with an environment without the system. For the comparison, changes
in the differences of evaluations of the learning materials between the before-
and-after arguments and the satisfaction degree of each learner’s own arguments
were used. If the changes in the differences of the evaluation of the learning
materials between before and after arguments were smaller in an environment
with the proposed system than in one without the system and learner satisfaction
was higher in an environment with the proposed system than in one without
the system, the proposed system would be deemed to support a satisfactory
argument by bridging the gap of the evaluation of each learning material in
the learning group. Therefore, the arguments in the face-to-face collaborative
learning would increase in quality when using the proposed system.

The experiment was performed by four learner pairs, and each of which stud-
ied a similar graduate research theme. The procedure of the experiment included
three steps: (1) each learner selected six research papers over six pages long as
learning material according to their group theme and uploaded them; (2) each
learner studied the 12 learning materials, which were shared within the group
individually and then evaluated each learning material using the system; and (3)
the learners discussed the group theme in their group in a face-to-face environ-
ment by referring to handouts of the learning materials, as shown in Fig. 5. In
step 3, the argumentation occurred over approximately 15 min and was executed
two times in environments with the proposed system and without the system
using six learning materials that were different in every round.
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Fig. 5. A picture of the experimental environment.

To investigate changes in the evaluations of each learning material, a
re-evaluation was performed after each argument via the system interface, as
shown in Fig. 6. Questionnaires concerning the argument and the system usabil-
ity were given before and after the experiment.

4.2 Results

Average argument times in the experiment, questionnaire results concerning the
learner’s own argument, changes in the evaluation of each learning material from
before and after the arguments, questionnaire results concerning the usability
of the proposed system, and the questionnaire result for the ranking of useful
evaluation items in the proposed system are shown in Fig. 7, Tables 1, 2, and 3,
and Fig. 8, respectively.

An average time of 18 min and 13 s was spent in argument in an environment
with the proposed system, while an average time of 18 min and 46 s was spent
in an environment without the system; the p-value for this difference is below
p = 0.15, meaning there was not a statistically significant difference. In the
questionnaire results about the argument, the average of all items were high
scores, over 3.6. In particular, the questionnaire scores for “easy to talk about
learning materials,” “satisfaction of learner’s own argument,” “satisfaction of
learner’s own behavior,” and “comprehensive discussion about the theme” were
larger for arguments with the proposed system than for arguments without the
system; the F-values for these differences are 7.45 (> F (1, 14), p < 0.05), 4.20
(> F (1, 14), p < 0.05), 5.93 (> F (1, 14), p < 0.05), and 3.31 (> F (1, 14), p <
0.15), respectively, meaning that there were statistically significant differences.
However, the questionnaire score for “Consciousness of learning materials” was
smaller for arguments with the proposed system than for arguments without the
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Fig. 6. System interface for re-evaluating the learning material.

Fig. 7. Average argument times in the experiment.
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Table 1. Questionnaire results concerning the learner’s own argument for the experi-
ment (each item on the 5 point Likert scale)

Environment with the
proposed system

Environment without
the system

Ave. Var. Ave. Var.

Consciousness of learning materials 3.75 0.79 4.25 0.21

Easy to talk about learning materials∗ 3.63 0.84 2.38 0.84

Satisfaction about own argument∗ 4.13 0.98 3.00 1.43

Satisfaction about learner’s own
behavior during the argument∗

3.88 1.55 2.63 0.55

Comprehensive about own theme∗∗ 4.25 0.21 3.88 0.13

∗: ANOVA, p < 0.05.
∗∗: ANOVA, p < 0.15.

system; the F-value for this difference is 2.00 (> F (1, 14), p < 0.15), meaning
that there was not a statistically significant difference between the two results.
However, the scores in both the arguments were very high, over 4.25.

The differences in the evaluation of the learning material within a group
in the experiment are summarized in Table 2. In arguments with the proposed
system, the average difference value of the evaluation of each learning material,
0.17, before an argument became smaller than the average value, 0.61, after an
argument; the F-value for this difference is 13.36 (> F (1, 22), p < 0.01), mean-
ing that there was a statistically significant difference. On the other hand, in
an argument without the system, the average value of 0.39 before the argument
was similar to the average value of 0.37 after the argument; the F-value for the
difference is 0.10 (< F (1, 22), p < 0.05), meaning that there was not a statis-
tically significant difference between the scores before and after the argument.
In comparing the differences of the evaluation of each learning material between
an argument without the system and one with the proposed system, the differ-
ences in the evaluation of each learning material before the arguments with the
proposed system and without the system were on average 0.61 and 0.37, respec-
tively; the F-value for the difference is 0.10 (< F (1, 22), p < 0.05), meaning
that there was not a statistically significant difference. The differences after the
arguments with the proposed system and without the system were on average
0.17 and 3.90, respectively; the F-value for the difference is 12.47 (> F (1, 22),
p < 0.01), meaning that there was a statistically significant difference. In the
changes from the differences in the evaluation of each learning material before
an argument to those after an argument, the changes in the argument with the
proposed system and without the system were on average 0.44 points closer and
-0.33 farther apart, respectively, meaning that using the proposed system makes
evaluations of the learning materials in the group closer. On the other hand,
the change in the argument without the system had an average of −0.33; the
F-value for the difference is 13.36 (> F (1, 22), p < 0.01), meaning there was
a statistically significant difference. For arguments with the proposed system,
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Table 2. Changes in the differences of evaluation for each learning material (LM)
between before and after an argument.

Environment with the
proposed system

Environment without
the system

Ave. SD Ave. SD

Differences in the evaluation of each
LM in the group

(1) before the argument 0.61 0.12 0.37 0.06

(2) after the argument∗ 0.17 0.03 0.39 0.02

Change from (1) to (2)∗ 0.44 0.11 −0.03 0.09

Number of LMs that have smaller
differences of evaluation in the
group after an argument

11 3

Number of LMs that have larger
differences of evaluation in the
group after an argument

0 4

Number of LMs that have no
differences of evaluation in the
group after an argument

1 5

∗: ANOVA, p < 0.01.

Table 3. Questionnaire results concerning the usability of the proposed system (each
item on a 5 point Likert scale)

Ave. SD

Operational 3.88 0.83

Sense of burden 2.00 0.93

Convenience during argument 4.75 0.46

Presentation on system interface 4.50 0.53

11 of the learning materials had closer evaluations and 1 learning material had
greater scatter in its evaluation. For arguments without the system, 3 learning
materials had closer evaluations, 4 learning materials had the same evaluation,
and 5 learning materials had greater scatter in their evaluations. Therefore, the
proposed system supports sharing evaluation viewpoints of learning materials in
a group in face-to-face collaborative learning.

In the questionnaire results concerning the usability of the proposed system,
the evaluation values for “Operational,” “Convenience during argumentation”,
and “Presentation of system interface” had high average scores of over 3.88.
In the positive opinions of the proposed system from the learners, there were
comments such as “Radar-charts were useful to get a lead on the argumentation,”
“we could build arguments in which our own opinions on the theme became
clearer”, and “I am likely to ask the other learner because the differences in the
viewpoints of each learning material are shown during the argumentation.” On
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Fig. 8. Questionnaire results ranking the useful evaluation items of the proposed
system.

the other hand, the evaluation value for the “Sense of burden” had a low average
score of 2.00. The reason for this low score was likely “I could not get used to
arguing while watching a monitor” according to the learners’ negative opinions
of the proposed system.

In the ranking of the useful viewpoint items of the learning materials for the
argumentation, the items of “Interesting” and “Association with theme” were
assigned to ranks 1 or 2 by over half the subjects, and the other items were
assigned to positive or negative ranks. In the opinions about the items from the
learners, there was a comment that “More items for evaluating viewpoints of
learning materials could be added.”

4.3 Discussion

In the experimental results, argument time and degree of learners’ conscious of
learning-materials during the argument were not significant difference between
an environment with the proposed system and an environment without a sys-
tem. On the other hand, offering evaluation scores of each learning material by
the proposed system made the learners improved easy to talk about learning
materials and satisfaction of learner’s own argument. In the changes from the
differences in the evaluation of each learning material between the before-and-
after argument, using the proposed system makes evaluations of the learning
materials in the group closer. As the reason for this, the learners who were in
the environment with the proposed system could build the argument based on
basic argument act; building argument in which learners’ own opinions on the
theme became clearer and asking the other learner because of the differences in
the viewpoints of the learning contents. So that the learners could effectively
share evaluation viewpoints of learning materials in a group.

Therefore, the proposed system, which supports sharing evaluation view-
points of learning materials in a group, is useful for building a satisfactory argu-
ment by bridging the gap of the evaluation of each learning material in the
learning group.
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5 Summary

In this study, we developed a system to support face-to-face collaborative learn-
ing by enhancing viewpoint-sharing of the learning materials. The system pro-
vides visual representations indicating different viewpoints of each learning mate-
rial between the learners while they discuss the theme. In our experiment, we
confirmed the effectiveness of the proposed system to enhance viewpoint-sharing
of the learning materials and satisfaction of the learner’s own argument in face-
to-face collaborative learning.

In our future studies, we will include more items for viewpoint evaluation of
learning materials and investigate the effectiveness of the proposed system by
conducting an experiment for groups comprising at least 4 people.
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25730210 and 15K16107.
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Abstract. In this paper, we discuss the relationship between non-verbal
behaviors and understandings by students in the cooperative learning.
First, we detect non-verbal behaviors by students by using image process-
ing methods. Next, we propose a modeling method for non-verbal behav-
iors. Furthermore, we discuss the relationship between non-verbal behav-
iors and understandings by students based on the above models.

Keywords: Cooperative learning · Student · Non-verbal behavior ·
Understanding

1 Introduction

In the cooperative learning, students teach other students and vice versa. It is
becoming one of the hot topics to be researched [1,2]. The object of the cooper-
ative learning is to improve the cooperation of the group and the understanding
for given contents. Moreover, in [3], the following fundamental factors to be
effective among the learning group which is listed as follows; (i) mutually benefi-
cial cooperation, (ii) roles and responsibilities of the individual, (iii) stimulatory
interaction. However, one teacher cannot grasp the cooperation and understand-
ing of all groups and can note evaluate the above fundamental factors in real
time. Therefore, it is very important to construct methods for the estimation of
the cooperation and understand the group based on the non-verbal behaviors by
students by using such approaches [4,5].

In this paper, we discuss the relationship between non-verbal behaviors and
understandings by students in the cooperative learning. First, we detect non-
verbal behaviors by students by using image processing methods. Next, we
propose a modeling method for non-verbal behaviors. Furthermore, we discuss
the relationship between non-verbal behaviors and understandings (notes and
before/after tests) by students based on the above models.

c© Springer Science+Business Media Singapore 2016
T. Yoshino et al. (Eds.): CollabTech 2016, CCIS 647, pp. 203–211, 2016.
DOI: 10.1007/978-981-10-2618-8 16
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2 Detection of Non-verbal Behaviors by Students

In this paper, we treat the learning environment using a whiteboard as shown
in Fig. 1. Figure 1(a) shows the non-verbal behaviors (writing in the whiteboard
and the explanation to “learning” students) by “teaching” students. Moreover,
Fig. 1(b) shows the non-verbal behaviors (looking at the whiteboard and “teach-
ing” student) by “learning” students. In this section, we describe image process-
ing methods for the detection of non-verbal behaviors by students.

(a) “Teaching” student (b) “Learning” student

Fig. 1. Non-verbal behaviors by students in the cooperative learning using whiteboard.

2.1 Detection of Non-verbal Behaviors by “Teaching” Students

As shown in Fig. 1(a), when “teaching” student teaches to “learning” students
with the contents using the whiteboard, we can see the two types of behaviors; (i)
writing the contents to the whiteboard, (ii) explaining the contents to “learning”
students. In this section, we describe the methods for the detection of non-verbal
behaviors and the classification for the two above behaviors.

First, skin-colored (face and hands) and black-colored (hair) regions can be
extracted by the images processing [6,7]. Next, the two types of the above behav-
iors by “teaching” student can be classified based on the number xTeaching

Skin (t)
of skin-colored pixels and the number xTeaching

Black (t) of black-colored pixels. We
define the feature xTeaching(t) for the behaviors by “teaching” student by Eq. 1.

xTeaching(t) =
xTeaching

Black (t)

xTeaching
Skin (t) + xTeaching

Black (t) + 1
. (1)

By using the above features xTeaching(t), the behaviors by “teaching” student
can be classified as follows;

(i) xTeaching(t) ≥ εTeaching: Writing to the whiteboard,
(ii) 0 < xTeaching(t) < εTeaching: Explaining to “learning” students,
(iii) xTeaching

Skin (t) = 0, xTeaching
Black (t) = 0, xTeaching(t) = 0: “Teaching” student

cannot be detected.
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2.2 Detection of Non-verbal Behaviors by “Learning” Students

As shown in Fig. 1(b), “learning” students have the following non-verbal behav-
iors; (i) looking at “teaching” students and the whiteboard, (ii) taking a note,
(iii) looking at other “learning” students.

First, the face regions of students can be detected from the movie recorded
by a camcorder in the center of students [6,7]. Next, we count up the number
of skin-colored in each divided region (Upper-Left, Upper-Right, Lower-Left,
Lower-Right) of the face region and we obtain the rate of skin-colored pixels in
each divide region as follows;

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

RUL =
1
S

∑

x,y∈UL

fface(x, y), RUR =
1
S

∑

x,y∈UR

fface(x, y),

RLL =
1
S

∑

x,y∈LL

fface(x, y), RLR =
1
S

∑

x,y∈LR

fface(x, y).
(2)

When the object pixel f(x, y) is skin-colored, fface(x, y) is set to 1. Moreover,
S denotes the size of the face region.

Furthermore, we define the feature RLearning concerning on the face direction
of “learning” students by Eq. 3.

RLearning = RUL − RUR (3)

Here, we can classify the non-verbal behaviors by “learning” students by using
the feature RLearning. Therefore, if RLearning �= 0 and RUL + RUR �= 0, the
non-verbal behaviors (looking at “teaching” and other “learning” students) can
be detected. On the other hand, if RLearning = 0 and RUL + RUR = 0, the
non-verbal behaviors (noting or teaching) can be detected.

3 Modeling of Non-verbal Behaviors by “Learning”
Students

In the cooperative learning, the non-verbal behaviors by “learning” students has
strong relations with the understandings and interests for the given contents and
the explanation by “teaching” students. In this section, we discuss the method
for the modeling the above relations.

First, we introduce the following non-linear time-series model for the fea-
ture RLearning(t) for “learning” students. Here, we define xLearning

p (t) =
RLearning(t).

xLearning
p (t) =

∑

q

αp,qf(
L∑

�=1

wLearning
p,q,� xLearning

q (t − �))

+βpf(
L∑

�=1

wTeaching
p,� xTeaching(t − �)) + e(t), (4)
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where αp,q denotes the influence of the non-verbal behavior xLearning
q (t) by other

“learning” students on the “learning” student and βp denotes the influence of
the non-verbal behavior xLearning

p (t) by the “teaching” student on the “learn-
ing” student. Moreover, wp,q,� denotes the correlation for the non-verbal behavior
xLearning

q (t) by other “learning” students. Furthermore, f(·) denotes the sigmoid
function. Here, the non-linear time-series model defined by Eq. 4 can be repre-
sented by the neural network model [8] shown in Fig. 2.

βp

wp

xLearning
p (t)

Non-verbal Behavior
by ”Teaching” Student
xTeaching
q (t − )

Non-verbal Behavior
by ”Learning” Student
xLearning
q (t − )

αp,q

Non-verbal Behavior
by ”Learning” Student

”Teaching” Student

”Learning”” Students

Non-verbal Behavior
by ”Learning” Student
xLearning
q (t − )

”Learning” Students

Fig. 2. Neural network model for Eq. 4

Next, the learning object for a neural network model shown in Fig. 2 is to
minimize the following error function E.

E =
T∑

t=1

Et =
T∑

t=1

(xLearning
p (t) − x̂Learning

p (t))2, (5)

where x̂Learning
p (t) denotes the prediction value for the feature xLearning

p (t) by
“learning” students. First, the learning law for weights αp,q can be represented
by

αp,q = αp.q − η
∂Et

∂αp,q
, (6)
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where η denotes the learning coefficient. The differential coefficient ∂Et/∂αp,q

can be calculated by

∂Et

∂αp,q
=

∂Et

∂x̂Learning
q (t)

∂x̂Learning
q (t)
∂αp,q

= (xLearning
p (t) − x̂Learning

p (t))f(
∑

�

wp,q,�x
Learning
q (t − �)). (7)

Next, the learning law for weights wLearning
p,q,� can be represented by

wLearning
p,q,� = wLearning

p,q,� − η
∂Et

∂wLearning
p,q,�

. (8)

Here, the differential coefficient ∂Et/∂wLearning
p,q,� can be calculated by

∂Et

∂wLearning
p,q,�

=
∂Et

∂x̂Learning
q (t)

∂x̂Learning
q (t)

∂wLearning
p,q,�

= (xLearning
p (t) − x̂Learning

p (t))f ′(
∑

�

wLearning
p,q,� xLearning

q (t − �))

×αp,qx
Learning
q (t − �), (9)

where oq =
∑

� wLearning
p,q,� xLearning

q (t − �).

4 Experimental Results

We record movies for “learning” students by “Meeting Recorder” (Kingjim Co.
Ltd.) and movies for “teaching” students by MacBook Air (Apple Co. Ltd.)
as shown in Fig. 3. “Teaching” and “learning” students have the two lectures
concerning on the derivation of the formula for some trigonometric functions.

(a) “Learning” students (b) “Teaching” students

Fig. 3. “Learning” and “Teaching” students

The experimental procedure are as follows; (i) before-test, (ii) taking video
lectures and taking notes, (iii) cooperative learning, (iv) after-test. Table 1 shows
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Table 1. Scores (1:best, 4:worst) of before/after tests and evaluation of notes

Lecture-1 Lecture-2

Student Test (Before/After) Note Test (Before/After) Note

A 1.33/1.33 1.67 2.00/1.67 1.33

B 3.67/1.00 2.67 4.00/1.00 1.67

C 3.67/2.00 3.00 3.33/2.67 1.33

D 3.33/3.33 2.33 1.67/4.00 2.33

scores of before and after-tests and evaluation of notes taken by students for
given video lectures. Such scores for tests and notes are evaluated by the three
authors.

4.1 Features for Non-verbal Behaviors by Students

Figure 4 shows the feature xTeaching(t) by “teaching” students and the feature
RLearning(t) by “learning” students in Lecture-1.

– In Fig. 4(a), we can see that the feature xTeaching(t) changes according to the
non-verbal behaviors by “teaching” students. Similarly, in Fig. 4(b), we can
see that the feature RLearning changes according to the non-verbal behaviors
by “learning” students.

– In Fig. 4(b), student-A moves to the whiteboard at 180 [sec] and the behavior
by student-A cannot be detected. On the other hand, in Fig. 4(a), the behavior
by “teaching” student can be detected.

0
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1

0 100 200 300 400 500

xTeaching(t)

100 [sec]
xTeaching(t) = 0
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C D
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RLearning = RUL − RUR

WB side

(a) xTeaching(t) for “teaching” students (b) RLearning(t) for “learning” students

Fig. 4. Features for non-verbal behaviors by students (Lecture-1)
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Fig. 5. Feature xTeaching(t) for “teaching” students and weights αp,q and βp for “learn-
ing” students for Lecture-1 and Lecture-2

4.2 Modeling of the Non-verbal Behaviors by “Learning” Students

In Fig. 5(a), we show the feature xTeaching(t) for the non-verbal behaviors by
“teaching” students and the weights αp,q and βp in the model (Eq. (4)) for the
non-verbal behaviors by “learning” students for Lecture-1. Here, we set as T = 10
for the section for the modeling.

– The Student-A is standing at the whiteboard at 180 [sec] and the feature
xTeaching(t) changes according to the non-verbal behavior by “teaching” stu-
dent (the Student-A). As a result, the weights αA,q and βA for Student-A
have a small value. Therefore, we can see that the Student-A is not effected
by the other students based on the values of the above weights.

– The weight αp,p denotes the influence of the non-verbal behavior by the
Student-p on oneself and the weight βp denotes the influence of the non-
verbal by “teaching” student on the non-verbal behaviors by Student-p.

– Weights βB and βD change largely and the Student-B and the Student-D
have influence by the non-verbal behaviors by “learning” student.
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Similarly, in Fig. 5(a), we show the feature xTeaching(t) for the non-verbal
behaviors by “teaching” students and the weights αp,q and βp in the model
(Eq. (4)) for behaviors by “learning” students for Lecture-2.

– In Lecture-2, Student-A becomes “teaching” student in the sections of [240-
405] and [450-470] and Student-C becomes “teaching” student in the sections
of [20–238] and [430–450].

– Weights βB and βD change largely and Student-B and Student-D have influ-
ence by the non-verbal behaviors by “learning” student just like Lecture-1.

4.3 Relationship Between the Non-verbal Behaviors and
Understandings by Students

We discuss the relationship between the non-verbal behaviors (Fig. 5) and under-
standings (Table 1) by the students.

– Understandings by the students: In Table 1, we can see that the Student-
A and the Student-B have high scores for after-tests in Lecture-1 and
Lecture-2. On the other hand, we can see that the Student-C and the Student-
D have low scores for after-tests.

– Relationship between the non-verbal behaviors and understandings
by the students: In Fig. 5, the weight βD change largely compared with
other “learning” students. Here, the weight βp represents the influence by
“teaching” student. Therefore, “learning” students having large weights βp

are affected by “teaching” students and the understandings by such “learning”
students depend on the “teaching” behavior.

5 Conclusions

In this paper, we have discussed the non-verbal behaviors and understandings
by students in the cooperative learning. We have proposed image processing
methods for the detection of non-verbal behaviors by students and modeling
methods for the non-verbal behaviors by “learning” students. From experimental
results for the two lectures, we have discussed the relationship between non-
verbal behaviors and understandings by “learning” students based on the weights
in the above models. Moreover, we have shown that the behaviors by the students
could be classified into the two types based on the weights βp. Furthermore, we
can list future works as follows; (i) detection of nodding behaviors, (ii) hearing
for students, (iii) discussion on other groups, (iv) speech by students.

References

1. International Conference on Interactive Collaborative Learning (2014). http://www.
icl-conference.org/icl2014

2. Sugie, S.: An invitation to cooperative learning. Nakanishiya, Kyoto (2011)

http://www.icl-conference.org/icl2014
http://www.icl-conference.org/icl2014


Analysis of Non-verbal Behaviors by Students in Cooperative Learning 211

3. Johnson, D.W., et al.: Circles of learning: cooperation in the classroom. Interaction
Book Co., Edina (1993)

4. Otsuka, K., et al.: A Realtime multimodal system for analyzing group meetings by
combining face pose tracking and speaker diarization. In: Proceedings of ICMI, pp.
257–264 (2008)

5. Shinnishi, M., et al.: Wi-Wi-Meter : A prototype system of evaluating meeting by
measuring of activity. IEICE Technical Report. HCS2014-63, 19–24 (2014)

6. Watanabe, E., et al.: Analysis of behaviors by participants in brainstorming. ITE
Technical Report. AIT2015-100, 9–12 (2015)

7. Watanabe, E., et al.: Analysis of behaviors by participants in meetings for decision
making. IEICE Technical Report. HCS2015-56, 89–94 (2015)

8. Rumelhart, D.E., et al.: Parallel Distributed Processing. MIT Press, Cambridge
(1986)



Browsing Methods for Multiple Online
Handwritten Note Animations

Yuuki Maeda1(B) and Motoki Miura2

1 Department of Applied Science for Integrated System Engineering,
Kyushu Institute of Technology, 1-1 Sensui, Tobata,

Kitakyushu, Fukuoka 804-8550, Japan
maeda@ist.mns.kyutech.ac.jp

2 Faculty of Basic Sciences, Kyushu Institute of Technology, 1-1 Sensui, Tobata,
Kitakyushu, Fukuoka 804-8550, Japan

miuramo@mns.kyutech.ac.jp

http://istlab.mns.kyutech.ac.jp/~maeda/

Abstract. We proposed a student note-sharing system to facilitate col-
laborative and interactive learning in conventional classrooms. Student
notes can already be immediately shared by the students and teacher,
using a projection screen. However, the resolution is currently insuffi-
cient to allow each student note to be shown in detail, which lessens the
learning benefits. To address this issue, we proposed two browsing meth-
ods that allow simultaneous viewing of multiple online handwritten note
animations. In both methods, the zoom rates were determined automat-
ically. Experiments were conducted on the readability of texts, the visi-
bility of figures, and the intuitiveness of animations. The results demon-
strated that the animations produced by the ConstantZoom method were
more intuitive than those produced by the VariableZoom method.

Keywords: Multiple handwritten notes · Digital pen system · Simul-
taneous note animations

1 Introduction

Popularization of digital devices such as tablets and smartphones is changing
lifestyles. Users can collect information from online resources and exchange ideas
and thoughts through their devices. There is an accelerating movement to use
digital devices for learning and teaching in classrooms, allowing teachers to col-
lect student responses, and share them with other students [1].

Tablets and smartphones are versatile tools. However, their usability depends
on the interface with the application. These devices may also require drastic
changes in our approach to learning and teaching. Such changes may place extra
burdens on students, who must learn the usage of each application.

To minimize this burden, Miura et al. have proposed AirTransNote, a stu-
dent note-sharing system that facilitates collaborative and interactive learning in
c© Springer Science+Business Media Singapore 2016
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Fig. 1. Anoto-based pen and the special paper

conventional classrooms [2]. AirTransNote uses digital pens (Anoto) and paper
(shown in Fig. 1) to collect ideas and responses from students. Since these notes
are transmitted wirelessly, the teacher can immediately share them with the
rest of the class using a projection screen. This can enhance group learning. As
students are familiar with the use of pen and paper, the interface is intuitive,
lessening the burden on the students. Prieto et al. [3] reviewed similar augmented
paper systems in educational applications.

One of the primary effects of note sharing during a lecture is the enhancement
of interaction between students [4]. The browsing method used for the collected
notes is therefore crucial. A system can be introduced in which a personal tablet
allows each student to browse the notes of other students. However, in this study,
we focus on the use of a projection screen as a shared display.

The existing AirTransNote system provides two view modes for note brows-
ing: a thumbnail view and a focused view. The thumbnail view (Fig. 2 left)
displays all the student sheets at reduced size, allowing the teacher to assess the
progress of each student from the volume of writing. However, teachers find it
difficult to comprehend the details of each note due to the low resolution. The
focused view (Fig. 2 right) enlarges an area selected by the teacher from the
thumbnail view. The focused view is helpful for checking student answers at a
glance and has an appropriate resolution for allowing notes to be understood.
The OpenNOTE system of DNP [5] provides similar view modes. However, to
improve the focused view, teachers are required to decide in advance the areas
to be focused on. Because the location of the focused area is the same across all
student sheets, if the teacher wishes to focus on real-time handwriting using free
format sheets, the focus region must be moved to track the latest notes.

To improve the effectiveness of sharing real-time student handwriting, we
introduced an alternative method of browsing that tracks the latest student
notes using the AirTransNote system.
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Fig. 2. Conventional view modes in AirTransNote: Thumbnail view (left) and Focused
view (right). When the teacher hovers the mouse pointer over the focused view, both
views are highlighted.

1.1 Design Criteria

We set the following criteria for the design of an alternative view mode for
tracking the latest student notes.

– The view mode displays multiple student notes at an appropriate zoom rate.
– To track the handwriting activities of each student, the view mode focuses

on the latest notes.
– Both the teacher and students can read the note content without controlling

the zoom rate or position. Panning and zooming are determined automati-
cally.

– To improve awareness of handwriting, the view mode displays handwritten
notes with pens.

– The view mode allows both texts and figures to be read.

2 Alternative Browsing Methods

To meet these criteria, we considered two alternative browsing methods: constant
zoom and variable zoom.

In this section, we describe our method of calculating zoom areas and zoom
rates.

2.1 Format of Digital Pen Data

Before explaining how the zoom areas and zoom rates are calculated, we intro-
duce the basic format of digital pen data. Digital pen data comprises multiple
strokes, in which each stroke represents a line generated by the continuous move-
ment of the pen-tip on the paper. The stroke data comprises (1) the coordinates
of the pen-tip (x,y), sampled at a frequency of 75 times per second, and (2) the
start time of the stroke. The size of the bounding box of the stroke is calculated
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as shown in Fig. 3. The height of the bounding box is used to estimate the size
of the characters used in texts or formulae. It can also be used to determine
whether the writing is text, formulae, or figures. In our initial designs, we used
the height of the bounding box to determine zoom rates.

Fig. 3. Bounding box of a stroke

2.2 Constant Zoom

To determine the appropriate zoom rate for each note, the following parameters
were considered: (1) the size of the browsing area, (2) the resolution of the
display, and (3) the size of the written characters. The first parameter is based
on the number of browsing areas, the aspect ratio of the area, and the layout of
the browsing areas. The second parameter is determined by the specification of
the projector. The third parameter varies from student to student. We therefore
estimated the size of the characters by averaging the height of the bounding
boxes of the previous strokes. From preliminary experiments, we determined the
zoom rate by the following formula:

ZoomRate =
27.58

3 ×AvgHeightBoundingBox
(1)

Here, the zoom rate is based on a display resolution of 700 pixels in width and
990 pixels in height for a whole A4-sized sheet. This display resolution allows
most of the note to be recognized on the screen. The base line height of the
pixels is 27.58, corresponding to 5 mm on the display. This value was based on the
guidelines of Japan’s Ministry of Health, Labour and Welfare1. The denominator
is based on the average line height of the main handwritten text in the pixel
unit. In our experiment, as described in Sect. 3, a heuristic method was used to
determine the denominator part, by introducing a magnification parameter of
three that converted the average height of the bounding box to the line height

1 http://www.mhlw.go.jp/houdou/2002/04/h0405-4.html.

http://www.mhlw.go.jp/houdou/2002/04/h0405-4.html
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based on target note data. Strictly, the denominator part should be determined
by analyzing the height of the main texts in each note.

Figure 4 shows a screenshot of the ConstantZoom view. Each browsing area
displays a corresponding student note with the calculated zoom rate and hand-
writing animations. The pen is moving in the browsing area, and the position of
the focused area is automatically updated (panned) based on the latest hand-
writing position. In ConstantZoom, the zoom rate of each browsing area is almost
fixed if the number of large height strokes is smaller than the number of strokes
that are generated when writing texts or formulae.

Fig. 4. Screenshot of the ConstantZoom view. The number and layout of the browsing
areas were held constant in the experiment.

2.3 VariableZoom

The ConstantZoom method is suitable for notes that consist of texts and formu-
lae. However, a handwritten note often contains figures and graphs. Generally,
when the figures and graphs are larger than the texts and formulae, they cannot
be displayed using the ConstantZoom method.

To allow display of both texts/formulae and figures/graphs, we introduced
the Variable-Zoom method. The VariableZoom method determines the zoom
rate by analyzing the average height of the last fifteen strokes. This allows the
whole figure and graph to be displayed by zooming out.

3 Experiments

Experiments were conducted to investigate the usability of the proposed brows-
ing method and to explore its characteristics.
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Handwritten notes were collected from forty undergraduate students in a
lecture on material mechanics. The students were asked to answer questions in
the course of the lecture using Anoto digital pens and paper. The notes contained
both formulae and figures, at a different ratio for each student. The timestamp
data of several of the student notes were defective, and our analysis was confined
to notes for which the timestamp data were correct. Notes with few or limited
drawings were also eliminated. A total of 22 student notes were used in the
analysis.

Eight further participants (all male, ages from 20 to 24) were asked to browse
the selected notes on a PC, with a view similar to that shown in Fig. 4. Each
participant browsed the notes alone and one by one. The display of the PC
was 348 mm in width and 197 mm in height, with a resolution of 1920 × 1080
pixels. The size of each browsing area was 64 mm in width and 32 mm in height,
with a resolution of 353 × 175 pixels. An LCD display was used in place of the
projection screen to reduce the effect of brightness.

To avoid participants becoming confused when browsing multiple notes simul-
taneously, we asked them to focus on one specified browsing area. Four student
notes with similar average stroke heights and containing both formulae and fig-
ures were selected. Figure 5 shows one of the notes used in the experiment. Each
participant browsed the notes four times, using the ConstantZoom and Vari-
ableZoom methods. The order of presentation was counterbalanced by area and
method.

After four browsing sessions, participants were asked to evaluate the online
handwriting note animations from three viewpoints: (1) readability of texts, (2)
visibility of figures, and (3) intuitiveness of representation/animation. A 5-point
Likert scale (1: worst; 5: best) was used.

3.1 Results and Discussion

Figure 6 shows the actual zoom rates for an example note (Fig. 5). The “Con-
stantZoom” and “VariableZoom” represent the zoom rates of the ConstantZoom
and VariableZoom, respectively. This confirmed that the transition of zoom rates
was more moderate when using ConstantZoom.

Figure 7 gives the results of the questionnaire. A Mann-Whitney U-test was
conducted, with a 5 % significance cutoff. Table 1 shows the results. In terms
of readability of texts and visibility of figures, there was no significant differ-
ence between the ConstantZoom and the VariableZoom methods. However, the
intuitiveness of animation of the ConstantZoom method was rated significantly
higher than that of VariableZoom. The participants found frequent and rapid
changes in the zoom rate unintuitive, which reduced their evaluations of the
browsing method. However, some participants reported that the zoom change
helped a mode change to be recognized. Several participants also noted that
the readability of the text was significantly affected by the neatness of the
handwriting.
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Fig. 5. Example note Fig. 6. Actual zoom rates of Constant-
Zoom/VariableZoom methods for the
example note

Fig. 7. The results of the questionnaire

Table 1. Mann-Whitney U-test for the result of the questionnaire (significance level
was 5 %)

U p

texts 28 0.61

figures 13.5 0.58

animations 11.5 0.03
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4 Conclusions and Future Work

In this paper, we proposed two browsing methods for simultaneous viewing of
multiple online handwritten note animations. In the ConstantZoom method,
the zoom rate was determined by averaging the previous handwriting strokes.
VariableZoom used a similar approach, except that only the last 15 strokes were
used to determine the zoom rate. Experiments were conducted to evaluate the
readability of texts, the visibility of figures, and the intuitiveness of animations.
The results showed that there were no significant differences in the readability
of texts or the visibility of figures. However, the ConstantZoom method was
superior to VariableZoom in terms of the intuitiveness of animations.

In future work, we will evaluate a refined VariableZoom method in which the
zoom rate is changed more smoothly. We will also try to improve the ease of dis-
tinguishing texts and figures by appropriate zooming. Our browsing methods can
be used to enhance classroom communication and interactions between students
and with teachers by improving the interpretability of handwritten notes.
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Abstract. A GeoTour is a tour around natural terrains and landscapes.
The problems with GeoTours are mainly of the following three types:
participants often have difficulties in understanding technical terms that
are used by Geoguides; since the distance between Geosites is often rel-
atively large, the destination indicated by the Geoguide can be difficult
for participants to discern; GeoTours currently have a relatively low pro-
file. Therefore, in this study, we have developed a GeoTour support sys-
tem using a microblog entitled Twi-Geo. The main purposes of Twi-Geo
are to support participants’ understanding, and to increase the profile
of GeoTours. Twi-Geo contains two main functions. Firstly, it offers a
guide-explanation function to support Geoguides in delivering their pho-
tographs and explanatory text of Geosites to the participants. Secondly,
there is a tagging function to support participants when they post Tweets
through the Twi-Geo system; the hashtag #GeoTour is added automati-
cally to the Tweet, which advertises GeoTours subtly to the participant’s
followers. Evaluation of our experimental results showed that the guide-
explanation function of Twi-Geo helps to improve the understanding of
Geoguide material, and that participants’ automatically tagged Tweets
are likely to increase the visibility of GeoTours.

Keywords: GeoTour · Increasing of the visibility ·Microblog · Twitter ·
Communication support

1 Introduction

The nine municipalities in the southern part of Wakayama contain within them
the Nanki Kumano Geopark. In August 2014, the area was recognized as a Geop-
ark by the Japanese Geoparks Committee1, which concerns itself with recogniz-
ing valuable geology and terrain2. Since then, many people in the Wakayama Pre-
fecture have become interested in Geoparks and Geosites3. Geoparks are areas

1 Accreditation organization of Geoparks in Japan.
2 AGARA Kii Minpo http://www.agara.co.jp/news/daily/?i=279635 (reference 2016-

4-17).
3 http://www.nankikumanogeo.jp (reference 2016-4-17).
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of the natural environment that contain attractive and interesting features, such
as valuable terrain or geological heritage. Geosites are points of particular inter-
est within a Geopark. A GeoTour is a journey around a collection of Geosites
that is curated and directed by a Geoguide. The main purpose of a GeoTour is
to promote economic development, as well as to attract people’s attention to a
particular geographical area. However, GeoTours have three particular problems
associated with them. (1) When a Geoguide attempts to introduce a new Geosite
to a participant, the relatively large distance to that site can make familiarization
difficult. (2) Participants often have difficulties in understanding technical terms
that are used by Geoguides. (3) GeoTours currently have a relatively low profile.
Therefore, in this study, we have developed a GeoTour support system using a
microblog entitled Twi-Geo. In this paper, we give an overview of Twi-Geo and
describe an experiment that was carried out to assess its utility.

2 Related Work

Saitou et al. carried out a study on tourism using Twitter4 [1]. They created
a Geoguide named Twitter-GeoTour, which explained Geosites to its Twitter
followers. They examined the method and its effect. However, in that study, the
majority of participants did not actually visit any of the Geosites. Furthermore,
the participants were of an unspecified large number from among followers of
Twitter. In contrast, we consider the situation where participants use a Geogu-
ide to visit the actual Geosites themselves. Tanaka et al. developed a system for
recommending tourist attractions by using Twitter [2]. In that study, the target
participants were foreign Twitter users who were tourists in Japan. This system
is that make recommendations via the removal and utility of determining the
user unsuitable for language decision and recommendation. In the present case,
we consider that our system is intended for Japanese Twitter users. Giorgos
et al. studied the use of data from social networking services (SNS5) in tourism
support [3]. In that study, their system combined the SNS evaluation information
about various tourist attractions, analyzed it, and then recommended a suitable
destination for the user. The system used a function to add position informa-
tion to an associated Tweet. Here, we consider a system that uses a Twitter
tagging function, supports communication between Geoguides and participants,
and improves the profile of GeoTours by promoting them to the Twitter follow-
ers of the participants. Nagao et al. developed a tourism-support system based
on smartphone technology [4]. In that study, they performed tourism support by
using a smartphone with both GPS and camera functions. However, the purpose
of the present system is to promote local experiences. We also consider that it
is necessary for participants to have the necessary motivation to take the actual
GeoTour in person. Sawada et al. studied GeoTours [5]. In that study, which
involved an experimental investigation of a GeoTour directed by a Geoguide of
Hokkaido, the results were used to describe the necessary plan required for a
4 https://twitter.com.
5 Abbreviation Social Networking Service.

https://twitter.com
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GeoTour. We have used some of the ideas that were discussed in the conclusion
of [5] to develop the functions of the present system.

3 Twi-Geo

In this section, we describe a GeoTour support system based on a microblog that
is entitled Twi-Geo.

3.1 Outline of Twi-Geo

When Geoguides and participants engage in a GeoTour, Twi-Geo is a Web appli-
cation that they can use on their smartphones. Twi-Geo has the following two
main functions. (1) A guide-explanation function supports a human guide in
delivering photographs and explanatory text of a Geosite for the participants.
(2) A tagging function supports participants by allowing them to post Tweets
directly from the system, while adding the hashtag #GeoTour automatically to
the tweet. In this way, participants advertise GeoTours subtly to their Twitter
followers. We intend that Twi-Geo should not burden Geoguides and partici-
pants unduly. We achieve this by easy operation and an auto-update function
during a GeoTour.

3.2 Policy

The ideas that motivated the development of Twi-Geo are as follows.

(1) Support for participants’ understanding
Since the distances between Geosites can be relatively large, it is sometimes
difficult for a Geoguide to introduce participants to a new site. In addition,
some participants may not understand certain technical terms that are used in
a Geoguide explanation. Therefore, Geoguides and participants can use Twi-
Geo on their own smartphones to allow participants to receive and understand
a detailed Geoguide explanation.

(2) Increased visibility support for GeoTours
Since GeoTours and Geosites currently have relatively low profiles, it can be
difficult to use them to promote sustainable social and economic development.
We can address the problem of low visibility in part by using the participants
themselves to transmit information about GeoTours. When considering the
transmission of information, we noted the increasing number of users of SNS
in recent years. According to the Nakayama report [6], Twitter had 12.44
million Japanese users as of November 2010. Therefore, we decided to use
Twitter as the means of transmitting the information that is intended to
increase of the visibility of GeoTours.

(3) Communication support
A GeoTour consists of several Geoguides and tens of participants, and the
Geoguides tend to be fewer in number than the participants. Many partic-
ipants would meet each other at a GeoTour for the first time. Therefore,
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there can be communication difficulties between Geoguides and participants,
or between the participants themselves. Therefore, we intend that the present
system should offer communication support by using the medium of Twitter.

3.3 System Configuration

Figure 1 shows the system configuration for Twi-Geo. It comprises the smart-
phone of each user, and a server to transmit the explanations of the Geosites by
a Geoguide. Firstly, the Geoguide and the participants enter the Twi-Geo URL
directly into their web browsers. The Geoguide in Fig. 1(a) performs a trans-
mission of information to the participants in Fig. 1(c) by means of the server
in Fig. 1(b), from the main page of Twi-Geo. Thereafter, the participants in
Fig. 1(d) post Geosite information on Twitter by means of a tweet-posting func-
tion. The friends and acquaintances of the participants in Fig. 1(e) read these
Tweets, thereby increasing of the visibility of GeoTours. In addition, the Geogu-
ide and the participants can communicate with each other by reading all the
respective Tweets. Furthermore, because Twi-Geo uses Twitter as its external
system, the appeal of Twi-Geo can extend to many more people than were
engaged in that particular GeoTour.

3.4 Explanation of Individual Functions

In this section, we give further details about Twi-Geo’s three main functions.

Fig. 1. System configuration
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A Guide-Explanation Function. Figure 2 shows an example of the guide-
explanation function that we developed on the basis of the policy discussed
in Sect. 3.2 (1). This function can show participants the explanations that a
Geoguide has pre-registered on the system. Figure 2(a) shows the screen display
for the Geoguide, while Figs. 2(b) and (c) show the screen for the participants.

Firstly, a Geoguide selects one of the pre-registered Geosites in Fig. 2(a-1).
Next, the Geoguide presses the explanation display button of Fig. 2(a-2). Then,
the Geoguide can show the participants the explanation that the Geoguide has
pre-registered, as shown in Figs. 2(b) and (c). Participants can then see the
explanation in the form of text and photographs that are displayed automatically
on each individual smartphone. This automatic-display process is intended to
help the participants concentrate on the explanations being provided by the
Geoguide.

Tweet-Posting Function. Figure 3 shows an example of the Tweet-posting
function that we developed on the basis of the policy discussed in Sect. 3.2 (2).
This function can post Tweets that participants have composed in the textbox
shown in Fig. 3(1). Participants can add an optional photograph by using the
photo-selecting button shown in Fig. 3(2). Finally, the function appends the

Fig. 2. Guide-explanation function.
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Fig. 3. Tweet-posting function.

hashtag #GeoTour automatically when participants post Tweets using the post-
ing button shown in Fig. 3(3). In this way, participants are effectively advertising
the GeoTour concept each time they Tweet about a particular GeoTour using
the Twi-Geo web application.

Tweet-Reading Function. Figure 4 shows an example of the tweet-reading
function that we developed on the basis of the policy discussed in Sect. 3.2 (3).
This function displays Tweets with the hashtag #GeoTour from participants
in the window shown in Fig. 4(1). The username, user ID, date, time, text and
(optional) photograph of the tweet are all displayed. Our hypothesis is that,
by seeing such Tweets, the Geoguide can gauge the moods and opinions of the
participants, and that this will provide an opportunity for informative dialogue.
We hypothesize further that, when participants see each other’s Tweets, they
can similarly gauge the moods and opinions in the group and establish some
form of supportive communication.

Fig. 4. Tweet-reading function.
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4 Experimental Methodology

4.1 Verification Points and Goal

We performed experimental tests on the following three hypotheses.

1. When a Geoguide uses the guide-explanation function, the degree of under-
standing of the participants improves.

2. When participants post using the Tweet-posting function, there is a likelihood
of Twitter users developing an interest in GeoTours.

3. When participants read posts using the Tweet-reading function, there is a
likelihood of improved inter-participant communication.

4.2 Verification Overview

One of the authors performed the role of the tour guide (Geoguide) in this
experiment, since it represents a stage of the experimental process that is prior
an actual GeoTour. The participants in the experiment were 31 students from
Wakayama University, 10 of whom were the Geotourists, and 21 of whom were
the viewers who looked at Twitter while the Geotourists performed the tour.
Incidentally, the Twitter viewers did not know in advance any details of the tour

Fig. 5. Photograph of an experiment.



Development of a GeoTour Support System Using a Microblog 227

that was being performed. The 10 Geotourists were divided into three groups
and given the task of posting more than one Tweet during their GeoTour. The
location of the experiment was Tuna Land Kuroshio Market and Porto Europa
in Wakayama Marina City6. We performed questionnaire-based surveys after the
end of the GeoTour, and we considered the effect of the order of the experiments.
Incidentally, we gave the same explanations regardless of whether Twi-Geo was
used. Figure 5 shows a photograph of the guide and some of the tourists per-
forming the tour while using the system.

5 Experimental Evaluation and Discussion

We now present the results of the questionnaire-based survey. We used a
five-point Likert scale for evaluation, in which the individual responses were
1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, and 5: Strongly agree.

5.1 Guide-Explanation Function: Results and Discussion

Table 1(1) (i.e., statement (1) in Table 1) shows that the median and mode
scores were both 5 for the statement “When explanations for Geoguides are
been showed, I became easy to understand the explanations for Geoguides.” We
obtained the following two opinions from the experimental participants, which
were classed as being favorable: “The explanation for Geoguides was clearly
visible and could be looking back it”, and “I can prevent missed hear.”

Table 1(2) shows that the median score was 4 and the mode score was 4
and 5 for the statement “When explanations for Geoguides are been showed by
sentences, I think that I could be understand more information of the tourist
spot.” We obtained the following two opinions from the experimental partic-
ipants, which were classed as being favorable: “It was convenient that I could
have looked up unknown words using a web-site because explanations for Geogu-
ide was text”, and “If I missed hear the explanations for Geoguides once, I could

Table 1. Results of questionnaire about the guide-explanation function (5-point Likert
scale).

Question items Evaluations Median Mode

1 2 3 4 5

(1) When explanations for Geoguides are been showed, 0 1 0 2 7 5 5

I became easy to understand the explanations for Geoguides

(2) When explanations for Geoguides are been showed by sentences, 0 2 2 3 3 4 4,5

I think that I could be understand more information of the tourist spot

(3) When explanations for Geoguides are been showed by photos, 0 0 0 5 5 4.5 4,5

I think that I could be understand more information of the tourist spot

- Evaluation: 1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly agree.

- “Evaluation” is the number of people.

6 A famous tourist spot in both Wakayama Prefecture.
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not understand the explanations for Geoguides in details. But, I could under-
stand it because it was possible to look it by this function.” However, we also
obtained the following two opinions that were classed as being unfavorable: “I
was able to understand only listen, and I thought that it became neglected that
I listen the explanations for Geoguides if I used the system”, and “I have to
scroll until the screen’s bottom when the explanations for Geoguides is long.”

Table 1(3) shows that the median score was 4.5 and the mode score was 4,5
for the statement “When explanations for Geoguides are been showed by photos,
I think that I could be understand more information of the tourist spot”. We
obtained the following two opinions from the experimental participants, which
were classed as being favorable: “It was convenient that I could look at the photo
at hand”, and “Because I can zoom everywhere, I felt that it is beneficial as a
function of the order to understand the explanations for Geoguides”.

Thus, we conclude that the guide-explanation function does help to improve
the degree to which participants understanding the GeoTour, but that the form
of the user-interface screen must be considered further.

5.2 Tweet-Posting Function: Results and Discussion

Table 2(1) shows that the median and mode scores were both 4 for the statement
“It has become an opportunity to promote communication with other partici-
pants by looking at the tweets of other participants.” We obtained the following
opinion from the experimental collaborators, which was classed as being favor-
able: “When I looked at the tweets posted, it was possible to communicate to tell
my thoughts.” However, we also obtained the following opinion that was classed
as being unfavorable: “I was talking directly to other participants without look-
ing at a tweet.”

Thus, we conclude that the Tweet-reading function is likely to promote com-
munication with other participants from the Tweets posted, except in cases
where there are other participants within talking distance.

Table 2(2) shows that the median and mode scores were both 4 for the state-
ment “My tweet motivation has improved by looking at the tweets of other
participants.” We obtained the following two opinions from the experimental
participants, which were classed as being favorable: “I thought that I want to
post a photo that other participants did not post”, and “I thought that I want

Table 2. Results of questionnaire about the tweet-reading function (5-point Likert
scale).

Question items Evaluations Median Mode

1 2 3 4 5

(1) It has become an opportunity to promote communication with

other participants by looking at the tweets of other participants

0 3 0 6 1 4 4

(2) My tweet motivation has improved by looking at the

tweets of other participants

0 0 1 5 4 4 4

- Evaluation: 1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly agree.

- “Evaluation” is the number of people.
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to tweets together because other participants were posting tweets.” However, we
obtained the following an opinion that was classed as being unfavorable: “I was
fun just to look at the tweet of the other participants.”

Thus, we conclude that the Tweet-reading function is likely to prompt the
participants to post their own Tweets.

5.3 Questionnaire of Twitter Readers: Results and Discussion

Table 3(1) shows that the median and mode scores were both 4 for the statement
“When I looked at the tweets with “#GeoTour”, I was interested in the tweet.”
We obtained the following opinion from the experimental participants, which
was classed as being favorable: “I thought it looks like fun because my friend
posted the tweet with a photo.” However, we obtained the following opinion
from the experimental collaborators, which has a low mark. “Because it was the
place that I knew, I was not interested.”

Table 3(2) shows that the median score was 3 and the mode score was 4 for
the statement “When I looked at the tweets with “#GeoTour”, I was interested
in the GeoTour and Geosites.” We obtained the following two opinions from
the experimental participants, which were classed as being favorable: “I looked
like a good mood”, and “I thought I want to go because the buildings in the
photo was beautiful.” However, we also obtained the following two opinions that
were classed as being unfavorable: “I saw that my friend posted the tweets only
exclamatory sentence such as ‘fun!’ and ‘good!’ and I could not understand the
goodness of the tour”, and “I did not know the meaning of the word ‘GeoTour’.”

Table 3(3) shows that the median and mode scores were both 4 for the state-
ment “When I looked at the tweets with “#GeoTour”, I thought that I also want
to participate the tour next time.” We obtained the following two opinions from
the experimental participants, which were classed as being favorable: “It looked
like fun anyway”, and “I want to go there because I do not have been to tourist
spot in Wakayama.” However, we also obtained the following opinion that was
classed as being unfavorable: “Because there was not a Geosites”, and “I do not
know GeoTour well.”

Table 3. Results of questionnaire for Twitter readers (5-point Likert scale).

Question items Evaluations Median Mode

1 2 3 4 5

(1) When I looked at the tweets with “#GeoTour”,
I was interested in the tweet

0 3 2 11 5 4 4

(2) When I looked at the tweets with “#GeoTour”,
I was interested in the GeoTour and Geosites

0 6 5 8 1 3 4

(3) When I looked at the tweets with “#GeoTour”,
I thought that I also want to participate the tour next
time

0 5 4 7 5 4 4

- Evaluation: 1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly agree.
- “Evaluation” is the number of people.
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Thus, we conclude that it is necessary for participants to tell their Twitter
followers the meaning of the word ‘GeoTour’. However, we consider that it is
likely that participants will raise the awareness of followers who do not know
about GeoTours by posting Tweets using Twi-Geo about their enjoyable Geo-
Tour experiences.

6 Conclusions

In this study, we have developed a GeoTour support system using a microblog
entitled Twi-Geo. We described the results of the experimental evaluation and
discussion of this system. The results of the evaluation experiments revealed the
following two points.

1. The guide-explanation function can make it easier for GeoTour participants
to understand the experience by means of the explanations and photographs
that are displayed by the Geoguides.

2. During a GeoTour, participants have the possibility to advertise to their Twit-
ter readers who do not know about GeoTours by posting Tweets of their
enjoyable experiences using Twi-Geo.

In future work, we intend to evaluate further the design and function of the
user interface that is used by the Geoguide. We should compare with Twi-Geo
and a regular Twitter client. We also aim to use the Twi-Geo system on an
actual GeoTour.
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Abstract. Crowdsourcing has been gaining attention. Microtasking is a
specially featured way of distributing work among crowd workers. With
the combination of a number of microtasks which is simple and need
short period of time, goal objective is achieved. Because it typically
shows advantages in time and money costs, methods to achieve vari-
ety of goals by the combination of microtasks have been studied. At
present, some Web sites provide microtask-type crowdsourcing. However
the kind of work that can be placed is very limited. Thus we propose a
novel crowdsourcing platform in this paper. By using an existing micro-
task crowdsourcing service as literally a source of crowd workers, various
work can be placed in the proposed system and can be achieved. We show
application of the system to the microtask drawing generation method,
which cannot be placed in the existing services.

Keywords: Crowdsourcing · Microtask · Drawing generation

1 Introduction

Creating content (such as novels and music, etc.) with multiple workers through
a network has grown more popular with the development of content production
on the Internet. Research on how to support remote workers to create contents
together is increasing and such research makes it possible for anyone to engage
in the production contents easily with the use of a support system. If ability for
anyone to be able to create contents can improve the content industry. Therefore,
there is a high demand for a system that supports everyone creating contents.

In this paper, we focus on generating illustration as a kind of creative contents
which is supported by a system. Illustration is a key factor to attract document
readers. Illustrations can improve the readability of texts [7]. In addition, remote
environment workspaces to collaborate with workers in generating illustration
is suggested until now [3,11]. Real-time collaboration Web systems to generate
c© Springer Science+Business Media Singapore 2016
T. Yoshino et al. (Eds.): CollabTech 2016, CCIS 647, pp. 231–245, 2016.
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illustration, such as FlockDraw, have been developed [9]. These systems work
in real-time. However real-time systems compel workers to work together at the
same time. Yet this makes gathering workers harder. Therefore, we use crowd-
sourcing to recruit workers easily in contrast to the real time method.

Moreover, when we create creative contents such as illustration, we need to
have the technical knowledge to make each content. For example, when a creator
makes an illustration, they need skills in sketching, painting, determining com-
position, and so on. Previously, professional creators generally made contents.
In recent years, however, studies have been conducted that support workers who
do not have the technical knowledge to engage in creating illustrations, such as
Sketch-sketch Revolution [17] or ShadowDraw [16]. If generating creative con-
tents does not require technical knowledge, then the number of workers who
concern themselves with drawing illustrations can increase.

A system of drawing generation by crowdsourcing has been suggested, whose
worker are free from time constraints and do not have to have technical knowl-
edge. In this method, microtasks are used to enable any worker regardless of
skill in drawing to work on drawing tasks. Using microtasks makes workers con-
tribute the tasks without time constraints. In addition, many workers can crowd
to contribute the microtasks by using crowdsourcing Web site because of lighter
strain on the tasks [22].

It is also being discussed that features of the generated drawings by using
proposed method. It is reported that not inferior drawings were obtained as
compared to the ones which were created by a single worker, and this method
can make diversity in drawings [21].

However, in this research the system does not use existing crowdsourcing Web
sites, and experimenter and participants are under face to face environment to try a
task. Experimenter also instructed the participants verbally to deal with the tasks.
Conventionally, almost all of crowdsourcing Web sites that can deal with micro-
tasks support only selection formula tasks or text description formula tasks. They
can only run independent, parallel tasks but can’t run sequential tasks. So the pro-
posed method cannot be contributed the task directly with existing crowdsourcing
Web sites. In this paper, we develop the environment that client who requests tasks
generates a task in any format by using existing crowdsourced Web sites indirectly.
In this environment, in addition to a task page on the crowdsourcing Web sites, a
Web server that provides the task (task server) is also used. By inducing workers
who is recruited on the crowdsourcing Web sites to the Web page provided by the
task server, it is possible to perform sequential tasks. In this research, we discuss
the system which cooperates with crowdsourcing Web sites, taking the method of
generating drawings by crowdsourced microtasks as an example.

2 Related Work

2.1 The Microtask Crowdsourcing Sites

Today, many crowdsourcing web sites are existing, bad they has plural problems.
First, almost of them can only use selection formula tasks or text description
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formula tasks. So they can only run independent, parallel tasks but can’t run
sequential tasks (such as to reflect the results of previous task to the next worker’s
tasks). There are few reports about sequential microtasks. By using APIs, these
problems are solved to some extent. Typical example is Amazon Mechanical
Turk (MTurk) [1]. MTurk has a huge worker pool and many researches about
microtasks have used MTurk. Many systems using MTurk had been proposed as
it can clean data, categorize items, get feedback, and moderate content [2]. Yu
et al. had used MTurk to generate designs [25], Hara et al. had used it to iden-
tify the obstacle on the sidewalk using the Google Street View [10], Komarov
et al. had used it to perform evaluation of the user interface [14], and Kawashima
et al. had used it to regenerate an 100-dollar bill [12]. Especially, Komarov et
al. and Kawashima et al. had used microtasks which is neither selection formula
tasks nor text description formula tasks. Greg et al. had run sequential tasks at
Mturk [8]. This shows that the MTurk has broad utility.

However, in either case of using Mturk or using other sites, it is impossible to
run sequential tasks. In this paper, we proposed a method that prepares external
server for the tasks and links with the crowdsourcing sites. It can be used to free
task design without restrictions of any crowdsourcing sites.

2.2 Microtasks that Do Not Through the Crowdsourcing Site

Crowdsourcing Web sites are not always necessary to complete microtasks. For
instance, Vaish et al. and Truong et al. have developed microtask applications
that are able to install on smartphones, and have shown the usefulness [23,24].
Moreover, LaToza et al. have developed the source code generation system by
using microtasks, and have found positive result, which success the developing
program using the proposed system [15].

However, an issue about the payment to the workers may occur without
using crowdsourcing Web sites. Crowdsourcing Web sites like MTurk give unique
account for each worker with the function of payment. In other words, if clients
do not use these crowdsourcing sites, they have to implement the payment mech-
anism by themselves. This rests on the client. Notably, Vaish et al. have tried
the no-paid microtasks. But the payment to the workers in MTurk is known,
which more than $6 per hour is better [19,20]. Martin et al. have mentioned
that payment is the most important factor to attract workers [6]. Thus asking
workers to contribute microtasks without payment may have ethical issues.

In this paper, we develop the system using an existing crowdsourcing Web site
for not to put extra strain and to pay an appropriate compensation to the worker.

2.3 Generating Drawings by Crowdsourced Microtasks

A method of generating a drawing by crowdsourced microtasks have been pro-
posed. The proposed method makes a drawing from a photo. Generally, when we
make a drawing, we first draw lines characterizing the object. Anyone can draw
lines, and, if a model is displayed, the drawing action may be easier. Therefore,
we supposed that we could generate a drawing using a crowdsourcing method in
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Fig. 1. Method of generating a drawings

which many workers perform the microtask of drawing lines. With this method,
clients do not have to make a contract with a creator. To realize this method, we
constructed a mechanism to generate one drawing out of many workers tasks.
Figure 1 shows the concept of the method we proposed. In this microtask, lines
drawn by workers are overlaid to generate one drawing. An original photo (a
model) and drawing area (a canvas) are overlaid and displayed to each worker,
and the workers draw outlines of the model. After the second workers task is
complete, the lines drawn by the previous worker overlay the model. While view-
ing the overlaid image, the worker adds lines to complete the drawing. Adding
lines is the microtask, and workers perform this microtask. Finally, one drawing
is completed by combining the drawn lines.

To test the feasibility and validity of this method, Sasaki et al. have had
experiments under the face to face environment [21,22]. However, in these exper-
iments, as experimenter had to instruct all the participants how to complete the
tasks and let them to contribute the tasks in experimenters presence, it is not
practical to operate as a service. In this research, we constructed an environment
that workers can contribute the task without experimenters escort. In the previ-
ous study, each worker had given 7 s per photo to draw lines [22]. In accordance
with the previous research, we give the same 7 s to workers.

3 System Implementation

In the experiment that previous study had carried out, participants are given
instruction by the experimenter under the face to face environment. In this study,
we use CrowdFlower [5], which is one of crowdsourcing Web sites. The reason
why we use CrowdFlower is that we can order a task as a customer from Japan,
and the number of the contributors is more than five million [18]. However,
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Fig. 2. The concept of the system

CrowdFlower can only run the selection formula or text description task as well
as other crowdsourcing Web sites.

Therefore, we prepare the Web server for displaying microtasks and intro-
ducing the workers from a task page on the CrowdFlower. Figure 2 shows that
the concept of this system. First, we create a task page on CrowdFlower and
recruit workers. On the task page, we describe the goal of this task and ask
some questions to obtain personal data using questionnaire form. A link to the
task server is also described on the page. This makes contributors transit to the
page on which they contribute tasks actually. On the task server, we can prepare
any kind of executable tasks. In this study, drawing generating system is pro-
gramed into the task server and set an instruction page for workers derived from
CrowdFlower. Additionally, in CrowdFlower it is possible to limit each worker
to contribute only once to one task with settings. It is applied to prevent from
repetitive contributing in our system.

3.1 Countermeasure for Linking with the Crowdsourcing Sites

On condition that linking with the crowdsourcing Web sites, there are some
issues that must be noted. In this section, we describe its contents and solutions.
We used CrowdFlower as example in this paper, but of course the countermea-
sures can be used at most other crowdsourcing sites.

Shutting Out the Invasion from Outsides. In this system, we supposed that
contributors come to the task server via task page on CrowdFlower. Especially in
generation drawings, when unrelated workers contribute the tasks, a direct (and
often negative) effect is given to the result. Thus we must prevent from entering
to the task server from outside the CrowdFlower. There is a danger that workers
(who have completed the task) share the URL of the task page. So we design that
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accessing from outside the CrowdFlower is cut off by checking referrer data. This
mechanism can stop intrusions to the task server by inputting of the URL directly.

Shutting Out the Access from Other Devices. The generation drawings
system can only accept input by mouse cursor. Therefore, it is necessary to cut
off access from touch-only tablet devices and smartphone. We design to cut off
the access from Android OS and iOS by monitoring the user agent. Therefore,
regardless of our system, experimental apparatus are expected to be immobilized
in remote asynchronous environment by setting allow or reject devices.

Countermeasure for Malicious Workers. Workers can finish the task with-
out visiting the task server because of the design of this system, resulting in
that CrowdFlower will pay the reward to such workers without contributing the
generating drawing tasks. However, CrowdFlower can prohibit untrusted con-
tributors to perform tasks. In CrowdFlower, each contributor has a unique ID,
and we can check what each contributor have answered. Therefore in the task
server, the system displays a unique authorization code to the worker after finish-
ing the tasks, and workers need to input it to the form on the CrowdFlower. The
displayed codes are stored in the task server. We can check whether each contrib-
utor have finished the task by confirming whether the input codes contributors
entered match with the stored codes. If contributor entered the unmatched code,
the contributor will not be able to participate in the future task. This makes it
be possible to ensure the quality of the task.

Transaction Processing. In the generation drawing system, it is necessary to
carry out the transaction processing accurately. If more than two workers draw
lines with the same photo at the same time, the system cannot distinguish which
drawn lines should be displayed to the next worker. However, we cannot utilize
transaction processing function associated with a database management system
because our system does not use database. So we design to use lock file to lock
the photo and drawn lines for prohibiting other access to the photo while the
drawing is processing. After finishing drawing lines, system discards the lock file
and another worker can draw lines on the photo.

Countermeasure for the Person Who Left/Abandoned the Task. If a
worker leaves without any operation during the task, a lock file for transaction
processing will be left, resulting in that other workers cannot draw lines onto the
photo. Therefore, if the drawings task is kept by a worker without any operation
for a certain time, the system will automatically expel the worker from the task.
This is named as kick-out function which can avoid the state of no operation for
a long time in the drawing page. In addition, if a worker stopped contributing
the task in the middle, the lock file will also be left. In crowdsourcing, it is a
known issue that worker abandons the task. This issue should be corrected [13].
To solve this problem, the system is designed to automatically delete the lock
file if it continues to exist for a certain time.
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Fig. 3. System design

3.2 Implement

Figure 3 shows that the structure of this system which implement the function
expressed in the Sect. 3. To implement this system, we use PHP and JavaScript
mainly and do not use database. Contributors follow roughly these three kind
of pages: a page for instruction, pages for contributing tasks, and pages for
displaying an authorization code. Besides, this system monitors the referrer data
and user agent in the instruction page, carries out transaction processing and
kick-out workers who leave without any operation in each page for contributing
tasks. Contributors go through these three kind of pages and return to the task
page on CrowdFlower. After that, worker input the authorization code on the
form, which is displayed after finishing tasks.

4 Experiment

We carried out the generation drawings experiments that is described in previous
study using the implemented system. Through this experiment, we investigate
whether drawings are generated as well as the previous study.

4.1 Procedure

Figure 4 shows the flowchart of this experiment. The experiment starts a task
page on CrowdFlower shown in Fig. 5. In this task page, we let all contributors
answer some questionnaires (sex, age, and some questionnaires about drawing)
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Fig. 4. Flowchart of the task
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Fig. 5. The task page on CrowdFlower
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Fig. 6. The task description page

to gather personal data. The questionnaires was selected for investigate worker’s
drawing skill. After answering the questionnaires, contributors follow the link to
the experiment task server and are displayed instruction page shown in Fig. 6.
The authentication code is displayed after drawing task 10 times. The task is
completed when worker enter it.

The instruction page displays the following content:

– The purpose of this experiment is to complete the line drawing by plural
workers.

– Drawing is completed by overlaying lines drawn by each worker.
– It is necessary to draw lines for 10 photos in order to finish this task.
– After finishing to draw lines for 10 photos, an authorization code will be

displayed. To finish this task, you need to input the code into the form on
CrowdFlower’s task page.
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– Your task is that looking the displayed photos and drawn lines to complement
the insufficient.

– You have a time limit of 7 s to draw lines for one photo.
– After 7 s drawing, you can retry to draw by pressing retry button if you have

failed to draw lines.

In the instruction page, we also provide a canvas for practicing. Contributors
can practice drawing before starting the tasks. After practicing, contributors go
to the page for contribution tasks.

On the contribution task page, a canvas, a photo, and drawn lines are dis-
played as shown in Fig. 7. On this page, these two items are described; each
contributor has 7 s to draw lines per photo, and contributor does not have to
be rush. The time limit is measured since the contributor begin to draw the
first line. After 7 s, contributors cannot draw lines. If contributors have failed to
draw lines, they retry to draw by pressing displayed retry button. 10 photos for
generating drawings are displayed at random. Figure 8 shows that the 10 photos
used in this experiment, which is also used in the previous study [22]. These
photos include clear and unclear outlines, and they have a variety of subjects
and compositions. After drawing 10 photos, the system displays an authorization
code. Each contributor input the code and comments into the form on task page
to finish this experiment.

Fig. 7. Display on contributor’s browser. Left: A drawing canvas / Right: A confirm
window
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Fig. 8. Photos used at the experience

4.2 Participants

20 participants worked on at 1 task (drawing lines for 10 photos), 1 task was
carried out 6 times, and the total number of contributor is 120. According to
FAQ page of CrowdFlower, an example shows that the payment of per 3 answer
by 1 contributor is 10 cents [4]. Thus in this study, we decided to pay to a
contributor 33 cents (3.3 times of 10 cents) as we regarded drawing 10 photos
as answering 10 questions for a contributor.

4.3 Generated Drawings

Advance research by Sasaki et al. have suggested that line drawings are possible
to be completed after about 16 times of drawing in case of generated by crowd-
sourced microtask [22]. Thus we exploit the drawings up to 16th by rejecting the
drawings from 17th to the end.

5 Result

Figure 9 shows generated line drawings in each condition. The experiment was
conducted 6 times, 6 drawings was generated per photo for all 10 photos in one
experiment. The drawings has been generated with the same quality as prior
research. It was confirmed that the microtask drawing generation system that
links with the crowdsourcing site operated correctly. According to the results, it
was suggested that our method can be used to free task design without restric-
tions of any crowdsourcing sites.
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Original Photos

Fig. 9. Generated drawings
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6 Conclusion

In this study, we developed a microtask drawing generation system that can
link with exiting crowdsourcing sites. Existing crowdsourcing sites has many
problem. For example, they can only run the selection formula or text description
task, they can only run parallel tasks but can’t run sequential tasks, and they
has restrictions by APIs. Therefore in this Study, we proposed a method that
prepares external server for the tasks and links with the crowdsourcing sites. In
order to enable setting free-formatted tasks at exiting crowdsourcing sites. Since
the application of this method is not limited to line drawings generation, the
increase of various use of microtask crowdsourcing is prospective.
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Abstract. At the time of disaster, medical resources are limited. To save
the injured person as many as possible, triage is important. Recently,
the concept of triage in emergency medical care at the time of disaster
has attracted widely in Japan. In order to perform emergency lifesaving
activities at an real disaster spot quickly and accurately, it is essential
to do triage training frequently. Many systems have been developed to
support medical activities at real spot and triage training. However, cur-
rent systems are designed either for training only or for usage in real
situations only. In this study, we propose an architecture and implemen-
tation of a triage support system. We designed the system so that the
users can select different modes, and implemented a prototype system.
The evaluation shows that our system can be used in different situations
and the operation of the system can be done without any problems.

Keywords: Triage · Architecture · Tablet · HMD · Beacon · Training

1 Introduction

When a large-scale disaster occurs, medical resources such as personnel and
equipment become limited. In such situations, triage becomes important. By
performing triage, an act of deciding the priority of treating patients by severity
of their condition, efficient use of the resources can be achieved. After triage, the
patient needs to be transported to a hospital quickly and receive appropriate
treatment there.

Many systems have been developed to assist medical activities in emergencies.
Some examples are: a system in which patients’ vital signs can be monitored
in real time and a system which visualizes the patients’ location. There are
also systems that support triage training, since training played a key role in
acquiring the skills and knowledge necessary to perform triage. However, current
systems are designed either for training only or for usage in real situations only.
Therefore, users cannot get used to the system during training, and may lose
time in figuring out how to use the system in actual disasters. Moreover, how to
input information into the system and look at the already inputted information
is restricted in current systems, so the usability is not high.

In this paper, we propose an architecture and implementation of a triage sys-
tem. To solve the issues stated above, we designed the system so that the users
c© Springer Science+Business Media Singapore 2016
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can select different modes, such as “Table-top Training” and “Disaster”, accord-
ing to the situation. These modes can be created easily using the base system,
which includes the minimum necessary functions to perform triage. In addition,
we implemented a prototype system according to the architecture using a tablet
terminal and monocular HMD. After conducting an evaluation experiment, we
found that our system can be used in different situations and the operation of
the system can be done without any problems.

The rest of this paper is organised as follows: First, we describe the works
related to our research and their issues, about disaster relief. Next, we show
our proposal for solving the issues, and provide the details of our proposal.
Furthermore, we show the evaluation experiment and discuss the result of the
experiment. Finally, we present the main conclusions and future work.

2 Disaster Relief

2.1 Triage in Emergencies

When disasters such as an earthquake occur, the neighboring environment
instantly becomes far different from the daily life and medical resources also
become limited. In such situation, triage plays an important role in life saving
activities. Triage is the activity to determine priorities for patients’ treatment
based on the severity and urgency. In Japan, health care workers perform triage
based on START (Simple Triage and Rapid Treatment) method [1]. Injured
persons are categorized based on their vital signs into the following four: Red
(immediate), Yellow (delayed), Green (minor) and Black (dead). These four col-
ors correspond to triage tags which are used to visually indicate each injured
person’s condition [2]. A health care worker writes necessary information about
the injured person on a paper tag, and attaches to the patient. In addition, they
do activities while keep in touch with others such as emergency headquarters.

Mass casualty incidents don’t occur frequently. But, it is essential that train-
ing is performed frequently and health care workers are equipped with the nec-
essary skills and knowledge to be able to deal with an incident whenever it
occurs. There are various training methods. One of the methods is the disaster
drill using real people as a role of patient. People act based on the informa-
tion given on paper. Trainee perform triage by looking at vital signs written
on paper. Through this type of training, trainee can experience how to actually
move around and practice the actual actions. In Japan, this type of training is
conducted widely in hospitals and local governments. The other type of training
is desktop simulation. The Emergo Train System (ETS) is this type of train-
ing. ETS focuses on optimal staff assignment by moving magnets that represent
patients and health care workers on a whiteboard [3]. By repeating the desktop
training, trainees can acquire knowledge about how to manage the resources.

In order to master the process of triage, it is important for health care workers
to perform the training repeatedly. However, there are some problems of the
high cost and long time required for training. Desktop trainings seem to be
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cost-efficient, but the training environment is completely different from the real
disasters and so they lack in reality.

2.2 Related Work

In order to solve these issues, many research has been done and many systems
also have been developed. These systems are largely divided into two types: the
system supporting a construction of the training environment and the system
supporting an activity in the real spot.

There are systems to train triage skills, such as a system which contains a
disaster simulation using Virtual Reality for educating health care workers [4,5]
and there is a system which also use head-mounted displays (HMD) [6]. Other
systems which generate virtual patients and allow the trainee to use Kinect to
control avatars [7], and which allow doctors to discuss about a patient simulta-
neously by using a tabletop interface [8] have also been developed.

Many systems that support life saving activities at the real spot have also
been developed. In the USA, the experiment about understanding the positions
of patients with the active RFID [9] in Wireless Internet Information System
for Medical Response in Disasters (WIISARD) project. In the CodeBlue project
which is conducted by Harvard University and Boston University, a system which
collects biological information of a patient using various sensors, and supports
the medical service at the time of the disaster has been developed [10]. Other
researches have also been conducted, a study on network to communicate biolog-
ical information efficiently [11] and a study that gathers information of patients
with the small terminals such as PDAs [12].

As stated above, many systems have been developed. However, current sys-
tems are designed either for training only or for usage in real situations only,
and it takes so much time and labor to get used to the system. Therefore, users
cannot get used to the system during training, and may lose time in figuring out
how to use the system in actual disasters.

3 Requirements of an Architecture of a Triage Support
System

In order to provide the maximum performance, it is important that the system
for training is usable in the disaster spot. However, triage support systems are
developed separately now, and there is no system which is usable in both a
disaster spot and training. Most of training systems often become the system
depending on a specific purpose, and it is necessary to set up software and
hardware for each training system. When developing a system according to a
purpose, not only development efficiency becomes low, but also takes time for
users to learn how to use the system in each system. Therefore, it is necessary
to develop the system that can be used in common for any scene.
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3.1 Classification of the Function According to the Situation

The function required for a triage support system varies according to activity
contents or training contents. For example, when people perform training in indi-
vidual, the function that makes a scenario for training automatically is required.
When people act on an actual disaster spot, the function to send a message to
coordinate with other people is required. On the other hand, there is the function
that is required in any situation, for example, the function to input the triage
result or the function to show the information of an injured person.

In order to develop the system which is usable in any situation efficiency, it is
important that each of functions are not collectively controlled but classified by
function. By classifying the functions required to use commonly from the func-
tions not required to use commonly, the developing efficiency can be improved.
In this study, the set of functions that are necessary in all situations is called
“a basic system” and the set of functions that are necessary according to the
situation is called “additional functions”.

3.2 Making the Mode

In order to make the system which is usable in various situation, it is necessary for
appropriate functions to be prepared according to each situation. The system
must present functions suitable for respective situations to a user to use the
system appropriately. Therefore, it is important that additional functions are
summarized according to the situation. In this study, we call the thing which is
a combination of a basic system and additional functions according to respective
situations “a mode”. By presenting modes instead of functions, it becomes able
to prevent users from confusion.

3.3 Cooperation Between Software and Hardware

When emergency service workers perform lifesaving activity at the disaster spot,
there are many activities using both hands such as triage and first aid. The
tablet terminal is a mobile device that has spread widely, but people must make
operation of the tablet terminal in both hands. Therefore, during activities using
both hands, it is difficult to use the mobile device like a tablet terminal. The
wearable device, such as a monocular HMD, which people can operate in one
hand or hands-free is suitable for the work using both hands. However, it is hard
to display much information at a time on a monocular HMD. The device which
has a big screen is suitable to show a list of patient or information or a map.

Thus, it is important for each hardware to be mounted with functions suitable
for characteristics of the hardware. For example, an input function of triage
results should be implemented in the device which people can operate in one
hand or hands-free, and a function of displaying information of patient should
be implemented in the device which has a big display. In this way, by using a
device properly according to the situation, the system can utilize the strength
of each hardware, and users become able to work efficiently.
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4 Implementation

We have built the prototype system based on a proposal architecture taking into
account the following three points needed in a triage support system as stated in
Sect. 3: classification of the function, making the mode, and cooperation between
software and hardware.

4.1 System Configuration

Beacons, which represent the virtual patients, are placed around in the training
room. We used Beacons produced by Aplix Corporation [13]. As shown in Fig. 1,
the user wears monocular HMD (Vuzix M100 smart glass) [14] on the head and
has a Nexus7 [15] in hand to detect the Beacons and display the information.
The program to output information is developed in Java, JavaScript, PHP.

As stated in Sect. 3, each mode consists of a combination of basic system
and additional functions. We divided the constitution of the system into the
part which called a basic system and the part which called additional functions.
Since a basic system is the collection of functions required commonly, they are
called directly. On the other hand, as the additional functions vary with each
mode, a list of additional functions, which is defined the relationship between
the mode and the additional function, is called first. By calling the required
functions with this list indirectly, the time of program creation can be saved
even if a new function and make modifications are added.

Basic System Configuration. Figure 2 shows the overall configuration of a
basic system. A basic system is a collection of functions required in every situa-
tion. Specifically, a basic system consists of three functions: to input the result

Fig. 1. A manner of using our
system

Fig. 2. Basic system configuration
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of triage, to input the information of a patient being transported, and to display
the information of patients.

We implemented these functions in both a tablet terminal and a monocular
HMD. Since it is necessary to use both hands to confirm the status of a patient
when health care workers perform triage and decides who should be transported,
we allowed users to input the information by a monocular HMD which users do
not need to hold by hand. In addition, we allowed users to input complex infor-
mation such as a name or an address that users cannot input in monocular HMD
by a tablet terminal. The all data which users input are managed in a database,
and users can see them with a tablet terminal or a monocular HMD. Since it
is hard to display many information on a small screen such as a monocular
HMD, detailed information of a patient allows users to see on the tablet termi-
nal which has a big screen. In order to see information of patients instantly, we
implemented that simple information can be displayed on a monocular HMD.

Desktop Training Mode. Figure 3 shows the overall configuration of desktop
training mode. This mode consists of a basic system and the function of the
scenario for training, and the purpose is to learn about the triage and how to
use the device. The training scenario is managed in a database beforehand, and
the information of a virtual patient can be displayed on the computer at the
time of training. Users perform the desktop training using three devices: PC, a
tablet terminal, and a monocular HMD.

Field Mode. A field mode is the system which supports cooperative work at
the real spot. It consists of a basic system and additional functions, such as
making a message, inputting the information of a location, and recording the
logs of user’s activities. A monocular HMD and a tablet terminal have a built-
in GPS receiver, and can obtain user’s current location information at constant
intervals. Using user’s current location information, the system makes an activity

Fig. 3. Desktop training mode configuration
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Fig. 4. Actual training mode configuration

log of the user automatically. The transmission of a message can be done with a
tablet terminal, and checking received messages can be done with both a tablet
terminal and a monocular HMD.

Actual Training Mode. Figure 4 shows the overall configuration of an actual
training mode. In this mode, users can train the process of triage with walking
around training environment. To provide the training close to real activities, we
add the function of the scenario for training to a field mode. Before training
begins, Beacons are laid out around the training environment. Each Beacon is
combined with the information of a virtual patient. As the trainee moves closer
to a Beacon, information about the virtual patient corresponding to the Beacon
shows up.

4.2 Screen Design and User Interface

The flow of using our system is following. This prototype system assumes that the
QR code is printed on a paper tag. If a new patient is discovered, a healthcare
worker attaches QR code printed on a paper to the patient. The user scans
the QR code and inputs the information of the patient. All screen designs are
integrated under a common design. From this, many users become able to operate
our system with ease.

Monocular HMD. When a user log in to our system, a user will be presented
with an initial screen that has three options: Desktop training Mode, Actual
training Mode, and Field Mode. After selecting a mode, the menu screen appears
based on each mode as shown in Fig. 5. For example, in the actual training mode,
there are five buttons: to input the result of triage, to input the information of
the patient whose condition is changed suddenly, to input the information of who
to transport, to confirm the information of patients, and to check all messages.
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Fig. 5. The menu screen of a
monocular HMD

Fig. 6. The menu screen of a tablet terminal

When the user select “Triage” button, the system switches camera automatically.
By scanning the QR code which is attached to the patient, the screen to input the
result of triage appears. When the user performs triage and chooses the triage
category, the information of the patient is saved to the database automatically.
Similarly, when patient’s condition change suddenly, the user performs triage
again and inputs a necessary information.

If the user chooses the patient who should be transported to hospital, the
user selects “Transport” button and the screen to input the information of the
transported patient appears. Since the patient ID that has been performed triage
is displayed by the drop down list, the user select the patient ID and complete
inputting information. When the user select “Confirmation Information” button,
the system switches camera automatically. The user scans the QR code which
is attached to the patient, the information of the patient is displayed on the
screen. In addition, when the user select “Message” button, a list of messages
is displayed on the screen. In order to reduce learning time about how to use
this prototype system, the input method is not using gesture input, but using
a physical key. Thus, by minimizing displaying and inputting to a monocular
HMD, the user can operate intuitively and quickly.

Tablet terminal. As stated above, when a user log in to our system, a user will
also be presented with an initial screen that has three options: Desktop training
Mode, Actual training Mode, and Field Mode. After selecting the mode, the
menu screen appears based on each mode as shown in Fig. 6. For example, in
the actual training mode, there are six buttons: to check a list of patients, to
input the detailed information of the patient, to scan the QR code, to display the
flowchart of START method, to check all messages, and to display a map. When
the user select “List of Patients” button, a list of patients is displayed on the
screen as shown in Fig. 7. The category column is painted in a color depending
on the triage category, and is visually intelligible. When a user pushes patient
ID, a user can see the detailed information of the patient as shown in Fig. 8. In
this page, the information of the patient is displayed in the upper part, and the
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Fig. 7. The list of patients (Color figure online)

Fig. 8. The detail information of a patient (Color figure online)

information of treatments provided for the patient is displayed in chronological
order in the lower part. When a user select “Input Detailed Information” button,
the screen to input detailed information of the patient appears. Since it takes
much time to input the letter in HMD, we implemented the inputting the letter
information such as a name and an address for a tablet terminal. The detailed
information that a user input to a tablet terminal is linked to the data that
the user already input to a monocular HMD. When a user select “Scan the QR
code” button, the system switches camera automatically. By scanning the QR
code which is attached to the patient, the information of the patient is displayed
on the screen.

If the user forget the flow of START method, by selecting “Reference START
method” button, the flowchart of START method is displayed on the screen.
With this function, the user can perform triage while confirming START method.
When a user select “Message” button, a list of messages is displayed on the
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screen. In a tablet terminal, a user can perform not only checking messages but
also sending message. In addition, when a user select “Map” button, a user can
confirm the location of patients that are performed triage. If there are patients
that is performed triage around the current location, the location of patients is
displayed on the map as a colored marker. The color of the marker is the same
as a triage category of the patient. When a user push the marker, a user can see
detailed information of the patient.

4.3 Execution of Training Scenario

Desktop training mode. In the desktop training mode, people learn about
triage method while sitting at a computer. The training scenario, including the
condition information of virtual patients, needs to be prepared in advance. The
system obtains training scenario from the database, and the image and infor-
mation of virtual patient are displayed on a computer. A trainee perform triage
and input the result of triage to a monocular HMD while watching the display
of a computer. When a trainee has finished performing triage to five patients,
correct answer explanation is displayed on a computer. By performing desktop
training mode repeatedly, the user gets familiar with both triage and operation
of the system.

Actual training mode. In the actual training mode, people can train the
process of triage with walking around training environment. The training sce-
nario, including information of the patient whose condition changes and the time
of ambulance arrival, needs to be also prepared in advance. Before training, Bea-
cons are laid out around the training environment depending on the number of
virtual patients.

Fig. 9. Displaying virtual patients
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When a user select “Looking for Patients” button, the screen as shown in
Fig. 9 appears. In this screen, eight virtual patients are displayed, since the sys-
tem detect eight Beacons. The image size of virtual patient changes based on
the distance between a tablet terminal and Beacon. Since each Beacon corre-
spond with the information of one virtual patient, as a user approaches specific
Beacon, the image size correspond with the Beacon becomes bigger. When a
user approaches closest distance, it is displayed “Able to triage”. By selecting
the displaying, the image of virtual patient and the information of the patient
are displayed on the screen of a tablet terminal. The trainee perform triage and
input the result of triage to a monocular HMD while watching the display of a
tablet terminal. The event such as an ambulance arrival and sudden condition
changing occurs based on a training scenario, and these events are notified to
a trainee as a message. When a trainee has discovered all Beacons and finished
dealing with all events, the training finished.

5 Evaluation

In order to confirm the usefulness of our prototype system, we conducted an
evaluation experiment with students as the first step. During the experiment,
we focused on two points: whether a user can operate our system in both desktop
training and actual training without any problems, and usability.

5.1 Experiment Description

We conducted an evaluation experiment with 20 participants. All participants
were university or graduate school students not professional in triage. Therefore,
before the experiment, they studied about the basic knowledge necessary to per-
form triage and what to do when events such as an ambulance arrival occurs.
The participants were divided into two groups, each comprising 10 participants.
One group use our system, the other use paper tags, that is, traditional method.
Before an experiment, they performed desktop training and studied about the
basic knowledge about triage. The group that uses our system had a tablet ter-
minal and monocular HMD, and switched the system to desktop training mode.
The other group had paper tags and a pencil. Both group performed desktop
training, sitting in front of a computer. The information of virtual patient is
displayed on the computer, and the participants performed triage based on it.
When performing triage, the group using proposal system used monocular HMD
to input the result of triage, the group of traditional method wrote the result
of triage on a paper tag. After triage to all virtual patients, the participants
checked and confirmed what they mistake. We explained them, they could try
desktop training until they are satisfied.

After desktop training, the participants performed actual training. The group
using proposal system had a tablet terminal and wore monocular HMD, and
switch the system to actual training mode. Further, they performed the training
carrying paper tags which the QR code is printed. The group of traditional
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Fig. 10. Experiment room Fig. 11. Example of paper tags

method performed the training carrying normal paper tags. The experiment
room was set up as shown in Fig. 10, and the alphabets represent where Beacon
was and the corresponding patient ID. The oval and squares represent desks,
and Beacons were placed on the desk. During the training, the patient walked
freely around the room with performing triage one by one. When events occurred
as described below, participants handled them as soon as possible. The group
using proposal system received the notifications popping up onto the screen of
a tablet terminal, and the group of traditional method was communicated the
notifications by the experimenter.

– Sudden change of patient’s condition: Patients need to go to the virtual
patient whose condition changed suddenly as soon as possible. Participants
stand in front of the Beacon and perform triage again.

– Ambulance arrival: Patients need to choose which patient to send to the hos-
pital. Status of the virtual patient can be seen by walking towards a Beacon,
for example, whether he/she had already been triaged, or whether his/her
condition had suddenly changed before. After checking the information of the
patients, the patients decided who should be transported immediately. When
deciding the patient, the group using proposal system inputted the patient
ID into the system, the group using traditional method filled the time that
the patient was transported on the paper tag.

When all patients had been triaged and all events had finished, the partici-
pant prepared the report of the patients. The group using proposal system made
the report by referring the data that they inputted into the system, and the
group of traditional method made the report by referring the paper tag that
they wrote.

In order to prevent from making a difference in required time and an accuracy
rate, the system set the fixed values for biometric information of virtual patients.
In this experiment, there were eight patients: three red tags, three yellow tags,
one green tag, and one black tag. The condition of one yellow tag and one green
tag patient suddenly changed, and the event of transport availability occurred
three times. In order to confirm whether there is a difference in comparison with
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our prototype system and traditional method, we decided to use (1) Required
time, (2) Accuracy rate, and (3) Questionnaire about our system as evaluation
criteria.

5.2 Results

The result of triage. The result of triage is as shown in Table 1. We compared
both group, the group using our system and the group of traditional method.
The required time means the average time per patient it took the participant to
perform triage, and the accuracy rate means whether the participant determine
the triage category accurately. The “±” represents the standard deviation.

Table 1. The result of triage

Proposal system Traditional method

Required time (sec) 26.6± 6.4 32.8± 4.0

Accuracy rate (%) 88.0± 10.3 88.5± 9.4

We did a t-test about the result of required time, and there was statistically
significant (P < 0.05). It is thought that this was mainly due to the difference of
recording method. If he/she records the information of patient in a paper tag,
he/she must write date, time and name of triage officer to a paper tag each time.
But, by using our system, it is not necessary to input such data each time, that
is because the system inputs such data automatically. On the other hand, the
result of accuracy rate was not statistically significant. It is thought that this
was because both group performed the same desktop training before the actual
training. This shows input error rarely occurs when using our system.

Table 2. The result of patient transportation decision

Proposal system Traditional method

Required time (sec) 35.7± 6.6 25.1± 7.2

Accuracy rate (%) 100.0± 0.0 79.7± 23.6

The result of patient transportation decision. The result of patient trans-
portation decision is as shown in Table 2. We compared both group, the group
using our system and the group of traditional method. The required time means
the average time per patient it took the participant to decide and record who
should be transported, and the accuracy rate means whether the participant
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Table 3. The result of the report

Proposal system Traditional method

Required time (sec) 391.5± 71.2 484.6± 51.9

Accuracy rate (%) 100.0± 0.0 88.0± 10.3

Table 4. The result of questionnaire

Question Proposal system Traditional method

Did you get familiar with the
system in desktop training?

5.0 -

In actual training, were you able to
work in the same way as in
desktop training? **

1.0 -

Do you think our system is usable
in the real spot?

4.4 -

Was it easy to use a monocular
HMD and a tablet terminal?

4.1 -

Was the making of the report easy? 4.9 3.4

**: Participants answered on a scale of 0 (No) to 1 (Yes).

determine who should be transported accurately. The “±” represents the stan-
dard deviation.

We did a t-test, the result of the required time was statistically significant
(P < 0.01), and the result of accuracy rate was also statistically significant
(P < 0.05). It is thought that an accuracy rate of the group using our system
became higher, that was because they can decide who should be transported
while looking the data of patients display on a tablet terminal. It is also thought
that the accuracy rate of the group of traditional method became lower, that was
because they decided who should be transported by memory without checking
the information of a paper tag. As a result, the group using our system took
more time than the group of traditional method.

The result of a report. In Table 3, the result of a report is shown. We com-
pared both group, the group using our system and the group of traditional
method. The required time means the amount time that it took to finish mak-
ing the report of patients, and the accuracy rate means whether the participant
made the report accurately. The “±” represents the standard deviation.

We did a t-test, the result of the required time and accuracy rate were sta-
tistically significant (P < 0.01). The group using our system transcribe the data
which the system compile information of patients automatically. As a result, an
accuracy rate became higher and required time became shorter. On the other
hand, the group of traditional method needed to collect paper tags and make
the report with confirming the information of a paper tag. As a result, required
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time became longer. It is thought that recording omissions and mistakes cause
an accuracy rate to decrease. As shown in Fig. 11, there were some recording
omissions and mistakes, and some participants made the report with incorrect
information. This shows that it becomes possible to reduce mistakes by recording
the information of patients as data in triage.

Questionnaire. The result of questionnaire are as shown in Table 4. Partici-
pants answered the questionnaire on a scale of 1 to 5. 5 is the best score and 1
is the worst score. In the question 2, participants answered on a scale of 0 (No)
to 1 (Yes). All questions achieved high scores, and it can be said there is no
problem with operability of our system. In the comment field, there are some
opinions. For example, “The operation of this system is easy to understand”,
“I could concentrate in doing triage since the system compile the information
automatically”, and “Since this system can be used in both desktop training and
actual training, I got familiar with the system right away”.

From these results, it can be said that our prototype system based on proposal
architecture has high operability and users can use in various situations.

6 Conclusion

In the event of disaster such as an earthquake, medical resources become limited.
To maximize the limited resources, priorities for patients’ treatment based on the
severity and urgency as well as their transportation, the selection of hospitals,
and medical treatment need to be determined, that is called triage. In order
improve the skills and be ready for the disasters to come, frequent training is
essential. Recently, many systems have been developed to assist medial activities
in emergencies. However, most of the current training system are far apart from
the system to use in the real spot. Most of systems are designed either for training
only or for usage in the real spot only. So, users cannot get used to the system
and they cannot maximize their skills which they have cultivated in the training.

In our study, we propose an architecture of a triage system and developed a
prototype system based on the architecture. We made plural modes to support
using the system depending on the situation, and created functions that became
necessary for the situation in each mode. Users work with a monocular HMD
and a tablet terminal. Multiple devices can be used separately by each task.

Through the evaluation experiment, we were able to see that the partici-
pants could work about triage and decision of patient who should be transported
quickly and precisely by using our system compared to traditional method which
uses paper tags. In addition, we confirmed that our system could be used in both
desktop training and actual training and there is no problem with the operabil-
ity of our system. As future work, we hope to do further evaluation experiments
targeted at experts, and make sure whether professionals can use our system
as well. In addition, We want to implement more additional functions such as
voice input or gesture input. It is thought that it is possible to get used to both
triage activities and operation of devices, and this would make the activities of
healthcare workers more efficient.
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