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Preface

This book comprises the proceedings of the First International Conference on
Computational Intelligence (ICCI 2015) held during December 10–11, 2015 at
Birla Institute of Technology, Mesra, Ranchi, India. ICCI 2015 was an international
gathering for the researchers working on all aspects of computational intelligence
and provided a high-level academic forum for the participants to disseminate their
new research findings in the emerging areas of research. It also created a stimulating
environment for the participants to interact and exchange information on future
challenges and opportunities in the field of computational intelligence.

The definition of computational intelligence was introduced by Bezdek (1994)
as: a system is called computationally intelligent if it deals with low-level data such
as numerical data, has a pattern-recognition component and does not use knowledge
in the artificial intelligence sense. Additionally, Bezdek and Marks (1993) clearly
mentioned that computational intelligence should be based on soft computing
methods. And the principal constituents of soft computing (SC) are fuzzy logic
(FL), feural computing (NC), evolutionary computation (EC) machine learning
(ML), and probabilistic reasoning (PR). In this book we targeted to cover the recent
trends, developments and future possibilities of these soft computing techniques.
Additionally, we also cover the bio-inspired computing techniques, which have
become widely popular in recent times, in this book.

Computational intelligence has a rational theoretical part as well as an experi-
mental wing. In these proceedings we try to balance theory and experiments by
selecting papers from both the new theoretical findings in different concepts of
computational intelligence as well as the application papers which are full of
experiments for exploring new possibilities where the computational intelligence
technique are superior.

The book is divided into seven parts, namely, Fuzzy Logic, Artificial Neural
Network, Genetic Algorithm and Other Bio-inspired Computing, Applications in
Cloud Computing, Applications in Image Processing, Applications in Security, and
Other Applications of Computational Intelligence.
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ICCI 2015 received 121 submissions from different countries in the world. Each
submission was reviewed by at least two reviewers, and on average 2.4 reviewers
per paper. Based on the rigorous reviews by the reviewers, 41 high-quality papers
were selected for publication with an acceptance rate of 33.88 %.

Ranchi, India Sudip Kumar Sahana
Sujan Kumar Saha
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A New Approach to Interval-Valued Fuzzy
Soft Sets and Its Application
in Decision-Making

B.K. Tripathy, T.R. Sooraj and R.K. Mohanty

Abstract Soft set (SS) theory was introduced by Molodtsov to handle uncertainty.
It uses a family of subsets associated with each parameter. Hybrid models have
been found to be more useful than the individual components. Earlier
interval-valued fuzzy set (IVFS) was introduced as an extension of fuzzy set
(FS) by Zadeh. Yang introduced the concept of IVFSS by combining and soft set
models. Here, we define IVFSS through the membership function approach to
define soft set by Tripathy et al. very recently. Several concepts, such as comple-
ment of an IVFSS, null IVFSS, absolute IVFSS, intersection, and union of two
IVFSSs, are redefined. To illustrate the application of IVFSSs, a decision-making
(DM) algorithm using this notion is proposed and illustrated through an example.

Keywords SS ⋅ FS ⋅ FSS ⋅ IVFS ⋅ IVFSS ⋅ DM

1 Introduction

Fuzzy set introduced by Zadeh [1] in 1965 has been found to be a better model of
uncertainty and has been extensively used in real-life applications. To bring topological
flavor into the models of uncertainty and associate family of subsets of a universe to
parameters, SS model was proposed in 1999 [2]. The study on SS was carried out by
Maji et al. [3, 4]. As mentioned in the abstract, hybrid models obtained by suitably
combining individual models of uncertainty have been found to be more efficient than
their components. Following this trend Maji et al. [5] put forward the concept of FSS as
a hybrid model from FS and SS. Tripathy et al. [6] defined soft sets through their

B.K. Tripathy (✉) ⋅ T.R. Sooraj ⋅ R.K. Mohanty
SCOPE, VIT University, Vellore, Tamilnadu, India
e-mail: tripathybk@vit.ac.in

T.R. Sooraj
e-mail: soorajtr19@gmail.com

R.K. Mohanty
e-mail: rknmohanty@gmail.com

© Springer Science+Business Media Singapore 2017
S.K. Sahana and S.K. Saha (eds.), Advances in Computational Intelligence,
Advances in Intelligent Systems and Computing 509,
DOI 10.1007/978-981-10-2525-9_1
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characteristic functions. This approach has been highly authentic and helpful in
defining the basic operations, such as the union, intersection, and complement of soft
sets. Similarly, it is expected that defining membership function for fuzzy soft sets will
systematize many operations defined upon them as done in [7, 8]. Extending this
approach further, we introduce the membership functions for IVFSS in this paper. In
[2], some applications of SS were discussed. In [3], an application to decision-making
is proposed. This study was further extended to the context of FSSs by Tripathy et al.
[8], where they identified some drawbacks in [3] and took care of these drawbacks
while introducing an algorithm for decision-making. In this paper, we have carried this
study further using IVFSS in handling the problem of multi-criteria decision-making.
This notion further extended in [9–14].

It is well known that IVFSS introduced by Yang [15] is a more realistic model of
uncertainty than the fuzzy set. In [16], an application of IVFSS is given. This
concept is extended in [17] by taking parameters as fuzzy entities. Here, we follow
the definition of soft set proposed in [6] in defining IVFSS and redefine the basic
operations on them. The highlight of this work is the introduction of a
decision-making algorithm that uses IVFSS, and we illustrate the suitability of this
algorithm in real-life situations. In addition, it generalizes the algorithm introduced
in [8] while keeping the authenticity intact.

2 Definitions and Notions

By P(U) and I(U), we denote the power set and the fuzzy power set of U,
respectively.

Definition 2.1 (Soft Set) A pair (F, E) is called as a soft set over the universal set U,
where

F:E→PðUÞ ð2:1Þ

The pair (U, E), which is a combination of a universal set U and a parameter set
E, is called a soft universe.

Definition 2.2 We denote a FSS over (U, E) by (F, E), where

F:E→ IðUÞ ð2:2Þ

Let I([0, 1]) denote the set of all closed subintervals of [0, 1].

Definition 2.3 (IVFS) An IVFS X on a universe U is a mapping, such that

μX :U→ Intð½0, 1�Þ ð2:3Þ

4 B.K. Tripathy et al.



Moreover, ∀x ∈ U, μXðxÞ= ½μ−
X ðxÞ, μ+

X ðxÞ�⊆ ½0, 1�. Here, μ−
X ðxÞ and μ+

X ðxÞ
represent as the lower and upper degrees of membership of x to X.

3 Interval-Valued FSS

In this section, we follow the membership function approach introduced in [7] to
define IVFSS. The basic operations on IVFSS are also redefined. Let (F, E) be an
IVFSS. We associate with (F, E) a family of parameterized membership functions

μðF,EÞ = μaðF,AÞja∈E
n o

as in (3.1).

Definition 3.1 Given a ∈ E and x ∈ X, we define

μaðF,EÞ (x) = [α, β� ∈ I(½0, 1�Þ ð3:1Þ

For any two IVFSS (F, E) and (G, E), we define the following operations.

Definition 3.2 The union of (F, E) and (G, E) is the IVFSS (H, E), and ∀a ∈ E and
∀x ∈ U, we have

ðF,EÞ∪ ðG,EÞðxÞ=max½μaðF,EÞðxÞ, μaðG,EÞðxÞ�
= ½maxðμa−ðF,EÞðxÞ, μa−ðG,EÞðxÞÞ, maxðμa+ðF,EÞðxÞ, μa+ðG,EÞðxÞÞ�

ð3:2Þ

where μa−ðF,EÞ and μa+ðF,EÞ denotes the lower and upper membership value of the

IVFSS.

Definition 3.3 The intersection of (F, E) and (G, E) is the IVFSS (H, E), and
∀a ∈ E and ∀x ∈ U, we have

ðF,EÞ ∩ ðG,EÞðxÞ=min½μaðF,EÞðxÞ, μaðG,EÞðxÞ�
= ½minðμa−ðF,EÞðxÞ, μa−ðG,EÞðxÞÞ, minðμa+ðF,EÞðxÞ, μa+ðG,EÞðxÞÞ�

ð3:3Þ

Definition 3.4 (F, E) is said to be interval valued fuzzy soft subset of (G, E),
ðF,EÞ⊆ðG,EÞ. Then, ∀a∈E, ∀x∈U,

μa+ðF,EÞðxÞ≤ μa+ðG,EÞðxÞ and μa−ðF,EÞðxÞ≤ μa−ðG,EÞðxÞ ð3:4Þ

Definition 3.5 We say that (F, E) is equal to (G, E) written as (F, E) = (G, E) if
∀x∈U,

μa+ðF,EÞðxÞ= μa+ðG,EÞðxÞ and μa−ðF,EÞðxÞ= μa−ðG,EÞðxÞ ð3:5Þ

A New Approach to Interval-Valued Fuzzy Soft Sets … 5



Definition 3.6 For any two IVFSSs (F, E) and (G, E) over a common soft universe
(U, E), we define the complement (H, E) of (G, E) in (F, E) as ∀a∈E and ∀x∈U.

μa+ðH,EÞðxÞ=max 0, μa+ðF,EÞðxÞ− μa+ðG,EÞðxÞ
n o

and μa−ðH,EÞðxÞ=max 0, μa−ðF,EÞðxÞ− μa−ðG,EÞðxÞ
n o

ð3:6Þ
Definition 3.7 The complement of an IVFSS over a soft universe (U, E) can be
derived from the above Definition 3.6 by taking (F, E) as U and (G, E) as (F, E).
We denote it by ðF,EÞc and clearly ∀x∈U and ∀e∈E,

μe+ðF,EÞcðxÞ=maxð0, μe+U ðxÞ− μe+ðF,EÞðxÞÞ and
μe−ðF,EÞcðxÞ=maxð0, μe−U ðxÞ− μe−ðF,EÞðxÞÞ

ð3:7Þ

It can be seen easily that

μe+ðF,EÞcðxÞ=1− μe+ðF,EÞðxÞÞ and μe−ðF,EÞcðxÞ=1− μe−ðF,EÞðxÞÞ ð3:8Þ

4 Application of IVFSS in Decision-Making

Tripathy et al. [8] rectified some of the issues in [3] and provided suitable solutions
for the problems in that paper. In addition, there is the concept of negative and
positive parameters that was introduced.

Consider the case of an interview conducted by an organization, where interview
performance of each candidate is analyzed by a panel. Here, we assign some
parameters to evaluate the performance of each candidate. Some parameters are
communication skills, personality, reactivity, etc.

We denote a set of candidates as U = {c1, c2, c3, c4, c5, c6} and E be the
parameter set given by E = {knowledge, communication, presentation, reaction,
other activities}. We denote the parameters as e1, e2, e3, e4, and e5 for further
calculations, where e1 denotes knowledge, e2 denotes communication, e3 denotes
presentation, e4 denotes reaction, and e5 denotes other activities. Consider an
IVFSS (U, E) which describes the ‘performance of a candidate’.

Table 1 shows the IVFSS of performance of candidates in a selection process. In
the case of IVFSSs, we need to consider three cases.

Table 1 Tabular
representation of IVFSS

U e1 e2 e3 e4 e5
c1 0.2–0.4 0.3–0.5 0.8–0.9 0.4–0.7 0.6–0.9
c2 0.4–0.8 0.6–0.9 0.2–0.5 0.7–1 0.5–0.6
c3 0.5–0.8 0.7–0.9 0.7–0.8 0.8–1 0.5–0.7
c4 0.6–0.8 0.5–0.9 0.8–1 0.5–0.9 0.7–0.8
c5 0.1–0.4 0.9–1 0.3–0.6 0.1–0.5 0.8–1

c6 0.9–1 0.5–0.7 0.1–0.3 0.2–0.4 0.3–0.7
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(i) Pessimistic
(ii) Optimistic
(iii) Neutral

Neutral values are obtained by taking the average of pessimistic values and
optimistic values.

neutral value=
pesimistic+ optimistic

2
ð4:1Þ

4.1 Algorithm

1. Input the IVFSS.
2. Get the priority of the parameters from the user which lies in [−1, 1]. The

default priority value for a parameter is 0 (Zero), which means that the
parameter has no impact on decision-making and can be opted out from further
computation.

3. Extract the pessimistic, optimistic, and neutral values from the interval valued
fuzzy sets.

4. Do the following steps for pessimistic, optimistic, and neutral values of IVFSSs.

a. Multiply the priority values with the corresponding parameter values to get
the priority table.

b. Compute the row sum of each row in the priority table (PT).
c. Construct the comparison table (CT) by finding the entries as differences of

each row sum with those of all other rows.
d. Compute the row sum for each row in the CT to get the score.
e. Assign rank to each candidate based on the CT values.

5. Construct the decision table based on the results we got in the above step, and
final decision can be taken by the sum of all the ranks.

6. The object having highest value in the final decision column is to be selected. If
more than one candidate is having the same rank-sum, then the candidate having
higher value under the highest absolute priority column is selected and will
continue like this.

In the case of pessimistic decision-making, we consider the lower membership
value of each parameter, in the case of optimistic decision-making, we need to take
the highest membership value of each parameter, and in the case of neutral deci-
sion–making, we need to take average of both pessimistic and optimistic values.
First, we are considering the pessimistic case. The values of the pessimistic case are
shown in Table 2.
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Here, the panel is assigning some priority to the parameters. The priorities for the
parameters e1, e2, e3, e4, and e5 are 0.7, 0.3, 0.2, −0.5, and 0.4, respectively. With
the help of this priority values, we create a priority table, as shown in Table 3.

The CT is formed as in step 4c of the algorithm, which is shown in Tables 4, 5,
and 6.

Similarly, we need to find the comparison table for optimistic and neutral cases.
The comparison table for optimistic decision-making is given in Table 5.

The CT for neutral decision-making is shown in Table 6.
The final decision can be taken as the average of pessimistic, optimistic, and

neutral decision-making. It shown in Table 7.
From this table, we can see that candidate c6 is the best choice. The next choices

are in the order of c4, c5, c3, c2, and c1.

Table 2 Pessimistic values U e1 e2 e3 e4 e5
c1 0.2 0.3 0.8 0.4 0.6
c2 0.4 0.6 0.2 0.7 0.5
c3 0.5 0.7 0.7 0.8 0.5
c4 0.6 0.5 0.8 0.5 0.7
c5 0.1 0.9 0.3 0.1 0.8
c6 0.9 0.5 0.1 0.2 0.3

Table 3 Priority table for
pessimistic case

U e1 e2 e3 e4 e5
c1 0.14 0.09 0.16 −0.2 0.24
c2 0.28 0.18 0.04 −0.35 0.2
c3 0.35 0.21 0.14 −0.4 0.2
c4 0.42 0.15 0.16 −0.25 0.28
c5 0.07 0.27 0.06 −0.05 0.32
c6 0.63 0.15 0.02 −0.1 0.12

Table 4 CT for pessimistic case

ci cj
c1 c2 c3 c4 c5 c6 Row sum Rank

c1 0 0.08 −0.07 −0.33 -0.24 −0.39 −0.95 5
c2 −0.08 0 −0.15 −0.41 -0.32 −0.47 −1.43 6
c3 0.07 0.15 0 −0.26 -0.17 −0.32 −0.53 4
c4 0.33 0.41 0.26 0 0.09 −0.06 1.03 2
c5 0.24 0.32 0.17 −0.09 0 −0.15 0.49 3
c6 0.39 0.47 0.32 0.06 0.15 0 1.39 1
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5 Conclusions

In [6], the notion of soft set was defined using the characteristic function approach,
which was further extended in [8] to take care of FSS. Here, we further extended the
approach to define IVFSS and redefined all basic operations on them. These are
elegant and authentic. In addition, an algorithm to handle decision-making where
the input data is in the form of IVFSS is proposed. A suitable example illustrates the
application of the algorithm in real-life situations.

Table 5 CT optimistic decision-making

c1 c2 c3 c4 c5 c6 Row sum Rank

c1 0 −0.05 −0.15 −0.28 −0.23 −0.36 −1.07 6
c2 0.05 0 −0.1 −0.23 −0.18 −0.31 −0.77 5
c3 0.15 0.1 0 −0.13 −0.08 −0.21 −0.17 4
c4 0.28 0.23 0.13 0 0.05 −0.08 0.61 2
c5 0.23 0.18 0.08 −0.05 0 −0.13 0.31 3
c6 0.36 0.31 0.21 0.08 0.13 0 1.09 1

Table 6 CT for neutral decision-making

c1 c2 c3 c4 c5 c6 Row sum Rank

c1 0 0.015 −0.11 −0.305 −0.235 −0.375 −1.01 6
c2 −0.015 0 −0.125 −0.32 −0.25 −0.39 −1.1 5
c3 0.11 0.125 0 −0.195 −0.125 −0.265 −0.35 4
c4 0.305 0.32 0.195 0 0.07 −0.07 0.82 2
c5 0.235 0.25 0.125 −0.07 0 −0.14 0.4 3
c6 0.375 0.39 0.265 0.07 0.14 0 1.24 1

Table 7 Decision table

Pessimistic Optimistic Neutral Row sum Final decision

c1 5 6 6 17 6
c2 6 5 5 16 5
c3 4 4 4 12 4
c4 2 2 2 6 2
c5 3 3 3 9 3

c6 1 1 1 3 1
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A Grid-Based Approach to Prolong
Lifetime of WSNs Using Fuzzy Logic

Ajai Kumar Mishra, Rakesh Kumar, Vimal Kumar
and Jitendra Singh

Abstract Wireless sensor networks (WSNs) are autonomous, self-configured and
consist of distributed sensors for monitoring any physical or environmental con-
ditions. Sensor nodes cooperatively disseminate their data through the network to a
base station. In recent years, such networks have shown its wide applicability in
various areas. Generally, sensor nodes are small, cost-effective, memory con-
strained and having limited processing capabilities for sensing data in any particular
region from the environment. Energy is one of the significant factors in such
network. Whole network lifetime depends on how efficiently consumption of
energy takes place. Sensor nodes are combined into groups which is called cluster.
The purpose of clustering approach is to make the consumption of energy in more
effective way. A cluster head node is used for collecting sensed data from cluster
nodes for transmitting to the base station. An efficient election of cluster head
minimizes energy consumption, thereby increasing network lifetime. One major
drawback in dynamic clustering approach is that in every round, cluster head
selection is done locally and decides the cluster region. This process has extra
communication cost in massage exchange to select the appropriate cluster head.
Transmission of message from one node to another node consumes energy that
leads to inefficient use of energy resource. In this paper, a non-probabilistic
grid-based approach to prolong the WSNs lifetime using fuzzy logic has been
proposed. In this, whole network is divided into predefined grid area and selecting a
node as grid head (GH) using two fuzzy variables, viz., base station distance and
residual energy of sensor nodes. This approach uses a multi-hop communication
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approach. GH nodes are authorized to communicate with other GH nodes and base
station. Simulation results show that the proposed approach prolongs WSNs
network lifetime than existing ones.

Keywords Grid Head ⋅ Fuzzy logic ⋅ Non-probabilistic ⋅ Wireless sensor
networks

1 Introduction

Recent advancement in microelectromechanical system (MEMS) has made avail-
ability of cheaper small wireless sensor nodes feasible nowadays. Normally, WSNs
are deployed for specific purposes. Such networks consist of wireless nodes, which
have scarce resources in terms of energy, memory, and computational power.
Sensor nodes use radio frequency (RF) for communication purpose. A sensor node
consists of five units, viz., transceiver, sensor, processor, memory, and a power unit.
Figure 1 shows architecture of a wireless sensor node.

Most important unit in all five units defined above is power unit, because
wireless sensor network lifetime completely depends on power source. Sensor
nodes used in wireless sensor network are battery operated which is
non-rechargeable in nature and replacement of batteries is not feasible [1]. Whole
network lifetime depends mostly on sensor nodes power source. An efficient use of
clustering technique minimizes sensor nodes energy consumption. In this tech-
nique, only some nodes allowed to communicate with a base station [2–4]. Nodes
have this characteristic called cluster head (CH). Controlling and managing energy
consumption in an efficient way are a major challenge in WSNs. Data communi-
cation process is more energy consuming with respect to data processing at nodes.
Energy consumption may be minimized by making efficient communication
between nodes. To execute three thousands instructions, energy consumption is
equivalent to one bit data transmission at one hundred meters [5]. A cluster head is
accountable for gathering data from other member nodes of a cluster and sending

Fig. 1 Architecture of sensor node
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processed data to a base station using aggregation mechanism [6]. An efficient
election of cluster head (CH) can significantly minimize energy consumption,
thereby increasing network lifetime. Uncertainties in WSNs can be handled by the
use of fuzzy logic. Zedah et al. [3] in their study demonstrated that algorithms based
on probabilistic theory are less appropriate than fuzzy-based algorithms.

From soft computing domain, fuzzy logic is one of the most widely used
problem-solving methodologies used in control system. It provides a quicker
approach to reach at a definite conclusion in a scenario with incomplete and
non-numerical noisy information. It exhibits human intelligence reasoning behavior
to handle incomplete data and unexpected situation. For wireless sensor network
protocol design, fuzzy logic exhibits advantages in terms of transmission media
characteristics and protocol performance making easy fuzzy representation and
realistic. It can handle various wireless sensor networks uncertainties in an efficient
manner. LEACH is the main protocol for clustering algorithms in wireless sensor
networks. The cluster head selection is based on probabilistic approaches [3, 7, 8],
and local information is used to make decision for cluster formation. Research
activities are being carried out to overcome WSNs constraints and solve application
and design issues.

Various centralized and distributed have developed to select cluster head and to
form clusters. When network size increases, centralized schemes are not suitable.
For large-scale networks, distributed schemes are more suitable. In distributed
schemes, nodes within a cluster locally decide its cluster head and its cluster
members on the basis of various parameters. Clustering protocol may be dynamic
and static. In dynamic clustering [2, 7, 8, 9, 10, 11] protocol, operation has various
rounds, and cluster is formed in each round. Because of this, energy depletion rate
is high. Many clustering algorithms [2, 12, 13, 14, 15, 16] based on fuzzy logic that
is useful for taking real-time decisions without exact information of system.

This paper proposes a grid-based approach to prolong WSNs lifetime. Grid head
selection approach using fuzzy logic is non-probabilistic and fully distributed.
Distributed grid head selection fixed routing scheme reduces extra communication
cost with base station. No randomized function is used to generate a number to
make decision to select grid head like other probabilistic approaches. Fuzzy logic is
used to calculate fitness value for nodes for selecting as grid head. Residual energy
of sensor node, distance from base station, is taken as a parameter to compute grid
head probability value.

The rest of this paper is organized as follows. Related work, different clustering
algorithms for WSN, along with their advantages and disadvantages has been given
in Sect. 2. Our proposed scheme is described in Sect. 3. Simulation results and
discussions have been presented in Sect. 4. Finally, the paper concludes by giving
future scope in Sect. 5.
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2 Related Works

LEACH [12] gave a hierarchical protocol for WSN which is one of the most widely
used protocols by most of the researchers. In this, sensor nodes transmit to their
cluster heads. Each cluster head aggregates and compresses the data, and finally
forward this data to a remotely located centralized base station (BS). A stochas-
tic algorithm in each round is used by a sensor node to determine whether it will be
elected as a cluster head in each round. LEACH operation is comprised of a number
of rounds. In each round, there is a set-up phase where clusters are formed. This is
followed by a steady-state phase. In this, data are sent from sensor nodes to the
cluster head and finally to the base station (BS). Clusters formation in LEACH is
done by the use of a distributed algorithm. In this algorithm, sensor nodes make
self-decisions without any centralized controlling authority. At the beginning of
round r + 1, which starts at time t with probability Pi (t), each sensor node i elects
itself as a cluster head. Selection of Pi (t) is made in such a manner that the expected
number of cluster heads for this particular round is k. If there are N sensor nodes in
a network, then the probability of becoming a cluster head by each node at the end
of round r is given by the following equation:

Pi tð Þ=
k

N − k*ðrmodN k̸Þ : Ci tð Þ=1
0 Ci tð Þ=0

�
ð1Þ

where
Ci(t) ← indicator function to determining a sensor node i has been a cluster node

within the most recent (r mod N/k) rounds.
Ci(t) = 0 implies sensor node i as a cluster head. In this way, only nodes that

have not already been elected as cluster head recently (i.e., Ci (t) = 1), and may be
elected as cluster head in the next round, i.e., r + 1. If p represents probability
factor, then by replacing k/N in Eq. (1) as p, we obtain a threshold value. This can
be further used as a threshold value to select a node as a cluster head. Each sensor
node chooses a random number between 0 and 1. If this number is less than a
threshold value T(n), then node is elected as a cluster head for the present round.
The threshold value can be computed by the following equation:

T nð Þ=
P

1− p*ðrmod 1 p̸Þ if n ∈ G
0 otherwise

�
ð2Þ

where
G ← set of sensor nodes not been cluster head in the last 1/p rounds.
The major drawback of LEACH protocol is poor clustering formation. In this,

some cluster heads are very close to the base station, while some others are very far
away. Thereby, depletion of residual energy of cluster heads far away leads at a
faster pace than the closer ones.
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Gupta et al. [17] introduced fuzzy logic in wireless sensor networks.
Fuzzy LEACH is derived from the LEACH base protocol. As per Eq. 2, cluster heads
selection is done using a threshold value in the LEACH protocol which is fixed. To
overcome the issue of poor clustering in LEACH, fuzzy logic plays a vital role in
cluster head election mechanism, and it overcomes the problem encountered by pure
probabilistic models. In Fuzzy–LEACH, three fuzzy descriptors are used, viz.,

• energy of node
• concentration and
• node centrality

They enhance process of cluster head election. Node centrality value reflects
how central the node is to the cluster. This is computed using sum of the squared
distance of other sensor nodes from a predefined sensor node. A base station
performs the election of cluster head in each round for every sensor node to become
a cluster head by examining three input fuzzy variable in F-LEACH. Twenty-seven
fuzzy IF–THEN rules are predefined at the base station. F-LEACH assumes that the
base station generates an appropriate cluster head as the base station has full
information about the entire network. Each node of a cluster sends k bit message to
the cluster head. The cluster head receives and processes it into cnk bit messages.
The value c≤ 1 is known as compression coefficient. F-LEACH working model is
almost similar as LEACH. In F-LEACH, two phases are required for the cluster
head selection. Each one consists of a setup phase and followed by a steady state.
Cluster heads are elected during setup phase using fuzzy logic knowledge pro-
cessing, whereas various data processing is performed during steady-state phase.

Kim et al. [18] first gave a mechanism for the election of cluster head using two
fuzzy variables as input, viz., energy and proximity distance. The election of cluster
head by the use of fuzzy logic (CHEF) is given by proximity distance. It is defined
as the summation of distances between the cluster head and sensor nodes inside
radius (r) distance. In Eq. (3), r refers to the average radius of cluster. It is given as:

r=

ffiffiffiffiffiffiffiffiffiffiffi
area
π.n.P

r
ð3Þ

where
n ← number of sensor nodes in WSN.
P ← battery level.
This approach elects a sensor node with highest energy level as a cluster head.

In CHEF [18], two factors, viz., energy and local distance, are used to choose the
suitable cluster heads thereby maximizing WSN lifetime. CHEF uses candidate
method to take care of more cluster heads formation within r. This approach based
on totally probabilistic model for selection of cluster head. Therefore, there is a
chance that distribution of CH is not perfect and some node may not have any
cluster head.

After making some enhancement in CHEF [18], Sharma et al. [14] proposed a
novel fuzzy-based master cluster head election leach which is called F-MCHEL.
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The election of cluster head is done in some different ways. Only one cluster head
elects as a master cluster head having highest residual energy, instead of directly
transmitting from a number of cluster heads to the base station. The approach makes
use of two input parameters for FIS, i.e., fuzzy inference system. These are proximity
distance and energy to the election of cluster head out of all selected cluster head.

3 Proposed Work

The idea of proposed scheme is initiated by merit and demerit of above discussed
approaches. In all previous dynamic clustering schemes, we have two major
demerits.

• Decide the cluster area by chosen cluster head in each round.

This process consumes valuable energy resource in processing and communi-
cating among node to fix cluster head and cluster region.

• Overlapping of cluster head range.

It may possible that two nodes chosen as cluster head, close with each other. In
our proposed approach, we have made an effort to eliminate these two shortcomings
of existing schemes by proposing a novel grid-based dynamic cluster head selection
scheme in WSN.

In our proposed approach, as shown in Fig. 2, network area is divided into grids
where wireless sensor nodes are randomly deployed. The advantage of doing such
kind of arrangement is that all sensor nodes have unique grid, which means that
there will be no sensor nodes which belong to more than one grid. It reduces the
energy consumption taken place at the time of dynamic clustering approach. In
proposed approach, each grid contains almost equal number of homogeneous
wireless sensor nodes, but we may also use this approach where each grid contains
different numbers of wireless sensor nodes with heterogeneous nature of nodes.
Fuzzy system rules used in the proposed model is given in Table 1.

3.1 Steps in Proposed Approach

Pseudocode of the proposed approach is given below.

Step 1: Consider network area n × n meters
Step 2: Divide network area into small size area (kxl in meters) called as grid
Step 3: Randomly deployed sensor nodes each predefined grid
Step 4: For each round r = 1 to r_max
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Calculate grid head chance of each node using fuzzy variables node residual
energy and base station distance.

Step 5: Node having the maximum grid head chance selected as grid head
Step 6: Grid head receives data and forwards to next appropriate grid head or

base station
Step 7: Go to step 4 until last node died

Fig. 2 Model of deployed nodes and base station
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3.2 Input and Output for Fuzzy System

Grid head chance calculation of each node of network is based on two fuzzy
variables, and output is calculated based on the defuzzification method.

3.2.1 Input Variables

Residual Energy: Residual energy is calculated as remaining energy of sensor
nodes till current round. In self-organization scheme, cluster head consumes much
power than member nodes, because it has responsibility of data aggregation, pro-
cessing of data, routing of data, etc. Membership function for residual energy is
shown in Fig. 3.

Residual Energy of sensor node = Initial Energy of sensor node – consumed
energy till current round.

Table 1 Fuzzy system rule base

S. No Base station distance Residual energy Grid head chance

1. Close Low Low high
2. Close Medium High
3. Close High Very high
4. Medium Low Rather medium
5. Medium Medium Medium
6. Medium High Low medium
7. High Low Very low
8. High Medium Low
9. High High Rather low

Fig. 3 Membership function for residual energy
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Base Station Distance: Distance of grid head from base station. It is calculated
using the distance square method. Membership function for base station distance is
shown in Fig. 4.

3.2.2 Output

Output produced by fuzzy system must be crisp for real time implementation. In
fuzzy inference system, we apply fuzzified value as input but output must be
defuzzified value. In this approach, we use centroid method of defuzzifiation to get
crisp output for selection of grid head. Membership function for grid head chance is
shown in Fig. 5.

Fig. 4 Membership function for base station distance

Fig. 5 Membership function for grid head chance vl = Very low, rl = Rather low, lm = Low
medium, m = Medium, rm = Rather medium, lh = Low high, vh = Very high
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4 Simulation and Result Analysis

Proposed approach is simulated using the MATLAB simulation environment. The
performance of this protocol is compared with the low energy adaptive clustering
hierarchy, i.e., LEACH. The results show that the proposed approach, i.e., GAPFL
extends the network lifetime, reduces the energy consumption requirement, and
optimizes the number of cluster heads. Table 2 contains the simulation parameters.

Table 2 Simulation
parameters

Parameter Value

Network size 100 m * 100 m
Base station location 50 m, 140 m
Sensor nodes 200
Initial energy of nodes (E0) 0.5 J
Packet size 4000 bit
Transmission energy (ETX) 50 nJ/bit
Receiving energy (ERX) 50 nJ/bit
Efs 10 pJ/bit/m2

Eamp 0.0013 pJ/bit/m4

Fig. 6 Number of alive nodes in GAPFL versus LEACH
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4.1 Simulation Results

MATLAB [17] tool is used to get the simulation results, as shown in Figs. 6 and 7.
GAPFL protocol prolongs WSNs lifetime in terms on number of rounds. We
simulated and compare GAPFL with LEACH in various number of rounds. Sim-
ulation result is shown below.

The above graph represents number of alive nodes in LEACH. In the above
graph, till 2000 rounds, no nodes alive in LEACH protocol but using proposed, i.e.,
GAPFL approach near about 182 nodes is still alive.

5 Conclusion and Future Scope

In this paper, we proposed a grid-based approach to prolong wireless sensor net-
works lifetime using fuzzy logic which resolves the issues related with probabilistic
approaches. Presented scheme is fully non-probabilistic, no random () function is
used like CHEF [18]. In our approach, grid head selection is completely deter-
ministic and decided by two variables, viz., base station distance and node residual
energy using fuzzy logic. Grid head selection approach is based on nine if–then
rules. The use of grid-based approach and fixed routing scheme results in reduction
of power consumption in extra transmission and processing of data. Our main
contribution in this paper is to reduce number of unnecessary communication and

Fig. 7 Number of dead nodes in GAPFL versus LEACH
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processing of data to prolong wireless sensor networks lifetime. Simulation results
show that proposed scheme is helpful to maximize the lifetime of such networks.

Future research issues in our proposed approach will be dynamic grid formation
and on demand grid head selection instead of grid head selection in each round.
There are also scope for applying artificial intelligence concepts to find grid head
and routing in wireless sensor networks.
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Harmonics Minimization in Inverter Using
Fuzzy Controller-Based Photovoltaic Cell

Subha Darsini Misra, Asish Ku. Nanda and Sudhansu Kumar Mishra

Abstract This paper represents a novel method to find total harmonic reduction
(THD) for photovoltaic cell with fuzzy logic. The proposed method is based on
fuzzy controller method. In contrast to previous method, it gives more THD,
whereas fuzzy controller method gives less THD compared to P&O and I&C
method. The proposed method involves some processes of fuzzy logic, such as
fuzzification and defuzzification. In addition, some membership functions were
involved. The simulation and programs are implemented in MATLAB. From the
result, it has shown that fuzzy control technique achieves less THD under suitable
temperature.

Keywords PV model ⋅ Fuzzy controller ⋅ THD ⋅ FFT analysis

1 Introduction

The energy from sun is essential to us, because it has the facility to the world directly
or indirectly all most all its energy that can handle the World [1]. Photovoltaics
(PVs) are arrays (combination of cells), which contain a photovoltaic material that is
used to converts solar energy into electrical energy. There is a method for power
control mechanism called maximum power point tracking (MPPT) by means of
which we are able to increase the efficiency of operation of solar modules; hence, in
the field of renewable energy, it plays a very effective role [2, 3]. Some conventional
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methods are used by researchers to track the maximum power point (MPP), such as
perturbation and observation method, incremental conductance method [1], constant
voltage method, and short-circuit method. The above methods are notable for
tracking MPP under good conditions; hence, the fuzzy logic-controlled method is
implemented. The fuzzy logic controller (FLC) is an effective method for improving
MPP tracking and gives better total harmonic distortion (THD) as compared to other
methods [4]. There is an optimal operating point in the solar panel that used to
maximum power to the load [5–7]. Generally, we called that particular point as
maximum power point tracking. As current verses voltage characteristics of the PV
module are strongly influenced by solar irradiance and cell temperature, there is a
non-linear variation of the locus of maximum power point tracking [8]. For tracking
of MPP, there are several methods, such as perturb and observation (P&O), incre-
mental conductance (IC), and fuzzy controlled method [4, 9].

2 PV Cell

Sunlight converts into electricity by photovoltaic system. Basic device of the
photovoltaic system is known as photovoltaic cell which is the most basic gener-
ation part of the PV system. A silicon photovoltaic cell can be simulated using the
mathematical model of a single diode. This model consists of a non-linear diode, a
photo current source, and an internal resistance. Solar cell has a very important role
that is a building block of solar panel. A photo voltaic module is formed by
connecting many solar cells in series and parallel combinations. If only one single
diode is considered for modeling, then the model is formed, as shown in Fig. 1, that
consists of one diode, one current source having an internal resistance.

2.1 Effect of Variation of Solar Irradiation

The power verses voltage (P–V), current verses voltage (I–V), and power verses
current (P–I) curves of the solar cell are depend on the values of solar irradiation.
This solar irradiation causes the environmental changes, and keeps on fluctuating,
which can be tracked by available control mechanism, and also for fulfil the

Ipv

Rp

Diode
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Fig. 1 Circuit diagram of PV cell

24 S.D. Misra et al.



required demands, it can alter the working of solar cell. Variations of solar irra-
diation are shown in Figs. 2, 3, and 4, between P–V, P–I, and I–V, respectively.

3 Boost Converter

Boost converter is a DC–DC converter that is an electronic device, in which DC
electrical power changes from one level to other level efficiently by the process of
command of duty cycle signal. As like AC, DC simply cannot be stepped up or

Fig. 2 P–V curve with solar irradiation
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down using a transformer; hence, above steps are required. Through a regulated
converter DC–DC converter can be given the load to hold its maximum. Figure 5
shows the schematic diagram of a boost converter which is used for the purpose of
DC–DC converter.

4 Fuzzy Logic Controller Implementation in PV

Fuzzy logic controller is implemented in this novel work. It has advantages that, it
does not require any exact awareness about the mathematical model of the system,
and also it is being robust technology [1]. Again fuzzy logic controller is more

Fig. 4 V–I curve with solar irradiation
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Fig. 5 Boost converter
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suitable for the non-linear system; hence, fuzzy logic has been implemented in this
navel work, and we got a better performance in MPPT applications [5]. The
methodology of fuzzy logic is well mimicking the capability of human being of
inexact and uncertain judgment. There are three modules that are fuzzification,
inference, and defuzzification in a typical fuzzy logic-based system [2, 3]. In the
very first step, the fact base of the fuzzy system is established that is called
fuzzification; here, the system input is first identified and then output and after it the
appropriate if–then rule is identified, and finally, it derives a membership function
(MF) using raw data. After fuzzification, an evaluation of all if–then rules is
obtained in inference step, and finally, there is a determination of truth value is
done. After completion of inference, defuzzification process is carried on. In this
novel work, we use only a single input fuzzy logic controller.

5 Simulink Model and Simulation Results

See Figs. 6, 7, 8, 9, 10, 11, 12 and 13.

Fig. 6 Simulation diagram of I&C method

Comparison of THD

Perturbation and observation method Incremental conductance
method

Fuzzy controller method

THD = 117.82 THD = 76.53 THD = 62.56
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Fig. 7 Simulation diagram of fuzzy control method

Fig. 8 Simulation result of P&O method

Fig. 9 FFT analysis of P&O method
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Fig. 10 Simulation result of I&C

Fig. 11 FFT analysis of I&C method

Fig. 12 Simulation result of fuzzy control method
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5.1 The Simulation has been Done on the Basis of Data as

(a) In P&O method and incremental conductance method, R = 30 Ω, C = 500
μF, and L = 20 μH. The simulation result is shown in Fig. 8. In I&C method
and incremental conductance method, R = 30 Ω, C = 500 μF, and L = 20
μH. The simulation block diagram of I&C method is shown in Fig. 6, and the
result of simulation is shown in Fig. 10. The only difference is programmer
written in the embedded system block.

(b) In fuzzy control method L, C is taken as 20 μH and 500 μF. In place of R load
of boost converter, a single-phase inverter is connected in parallel with the LC
filter, where L = 4 mH and C = 25 μF. The simulation block diagram of
fuzzy logic control method is shown in Fig. 7, and the simulation result of this
method is shown in Fig. 12. In the fuzzy control method in place of DC
source, PV is taken, then it is connected to boost converter.

(c) In the boost converter in place of R-load, a single-phase inverter is taken, and
it is connected to LC filter. In addition, the MATLAB version 2013 is used in
the fuzzy control method.

(d) We have found that the FFT analysis of the above methods and fuzzy con-
troller gives better THD Compare to P&O and I&C method, i.e., 62.56 %.
Figure 9 shows the FFT analysis using P&O method, Fig. 11 shows the FFT
analysis using I&C method, and Fig. 13 shows the FFT analysis using fuzzy
control method.

Fig. 13 FFT analysis of fuzzy control
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6 Conclusion

This paper gives a brief idea about a single-phase photovoltaic (PV) inverter
concept with fuzzy-based MPPT control. It presents the fuzzy logic control for
controlling the MPPT of the PV system. The proposed algorithm is fuzzy logic
control which is able to simulate. The simulation results shows that this system
accept fuzzy parameter for faster response and good performance in FFT analysis.
In addition, the result of simulation and experiment has shown that MPPT con-
troller using fuzzy logic gives more power than the conventional method. The given
system provides energy to offer improved output waveforms in steady state and
gives better THD (total harmonic distortion). Therefore, the design and simulation
of the fuzzy logic-based MPPT controller have been implemented in MATLAB
2013 version. Hence, the given method gives well response, such as fast responses,
better THD for rapid irradiance, and temperature variations of photovoltaic cell.
Thus, fuzzy controller gives better THD (total harmonic distortion), i.e., 62.56 %.
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Fuzzy Logic-Based Unequal Clustering
with On-Demand-Based Clustering
Approach for a Better Lifetime of Wireless
Sensor Network

D.R. Das Adhikary and Dheeresh K. Mallick

Abstract Clustering is a mechanism by which the network is partitioned into
disjoint sets of groups to achieve energy efficiency and facilitate data aggregation in
wireless sensor network. The clustering algorithm proposed earlier performs clus-
tering on every round basis. On-demand clustering is a recent approach which
eradicates the every round based clustering by performing clustering when it is
required. But the on-demand clustering approaches proposed so far use equal
clustering where clusters are of almost equal size thus, it suffers from the hot spot
problem. Therefore, to solve the hot spot problem, a fuzzy logic-based unequal
clustering approach is proposed along with an on-demand-based clustering. The
proposed approach is implemented and compared with ECPF. Simulation results
demonstrate that the proposed approach performs better, in terms of lifetime and
other metrics.

Keywords Wireless sensor networks ⋅ Clustering ⋅ On-demand clustering ⋅
Fuzzy logic ⋅ Unequal clustering

1 Introduction

A group of sensors with wireless communication facility when deployed to observe
an area of interest and facilitate report to an observatory system forms a network
like structure, popularly known as wireless sensor network (WSN). Typically, a
sensor is a tiny device with built-in sensing and wireless communication facility [1].
The role of a sensor is confined to sense its vicinity, process the sensed data, and
send the data to the observatory system commonly known as the base station
(BS) or sink [2].
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The tininess of sensor comes with a cost of many limitations. One such limi-
tation is battery, most of the sensors are battery powered, and due to the harsh
condition of its deployment, recharge or replacement of the battery is not feasible
[3]. Clustering is a mechanism employed to achieve energy efficiency in WSN [4].
It is also helpful in data aggregation and network management [5].

The operation of a typical clustering approach carried out in rounds. Most of the
clustering algorithm proposed earlier select CH in every round. The action is jus-
tified, as it selects the CHs with best resources [6]. But the problem is a clustering
process requires a lot of control information exchanges. To resolve the above-stated
problem with clustering a few authors proposed on-demand based clustering. In
on-demand-based clustering, the clustering process is triggered only when it is
required. Usually, a selected CH set a threshold value for clustering process. When
the remaining energy of the CH goes beyond the predefined threshold, it triggered
the clustering process. But the problem arises, when the load of the CHs is
unbalanced. Unbalanced load of CHs means unequal energy consumption rate.
Therefore, the CHs have more energy consumption per round trigger the clustering
process, whereas the energy level of the CHs with less energy consumption per
round is far from the threshold. Unequal clustering is known for its load distribution
properties [7]. In unequal clustering, clusters close to the sink are smaller in size to
preserve energy for inter-cluster communication [8], and fuzzy logic has been used
in WSN [9, 10] for resolving uncertainties in many scenarios.

Therefore, in this paper, we propose an on-demand clustering with unequal
cluster range for CHs. In the proposed approach, the CHs are selected based on
their energy status and then assigned a cluster range using a fuzzy inference system
(FIS). The cluster range of the proposed approach is a factor of nodes remaining
energy, distance to sink and centrality to neighbor.

The remaining of this paper is organized as follows. Section 2 briefly summaries
some of the well-known clustering approach. In Sect. 3, the proposed methodology
is described. Section 4 presents the detailed simulation and analysis of the proposed
work. Last, conclusion is given in Sect. 5 of the paper.

2 Literature Review

Over the last decade, many clustering algorithm have been proposed. Low energy
adaptive cluster hierarchy (LEACH) [11] is the first protocol to address the energy
issue in WSN by applying clustering. In LEACH, a few nodes are randomly
selected as CH, and the role is rotated among nodes to ensure fair distribution of
workload in the network. Although LEACH is able to extend the network lifetime,
but there are a few problems exist with it, which are addressed by many follow-up
approach. In LEACH, the placement of CH is random, and the selection of CH is
also random, so in LEACH-C or LEACH-centralized [12], the author addresses
these issues. Multi-hop LEACH [13] tries to eradicate the direct communication
between CHs and the base station by selecting an optimal path that adapts to
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multiple hops, whereas in energy LEACH [13], it considers the residual energy of
the node, while choosing the CHs thus eliminates the randomized selection of CH
of LEACH. Hybrid energy efficient distributed (HEED) protocol [14, 15] uses
residual energy as a parameter while selecting CH.

To eradicate the unbalanced energy consumption problem, a few authors
proposed unequal clustering [7, 8, 16] as an effective way of balancing the energy
consumption. The principle of unequality in clustering was first discussed by Soro
and Heinzelman [16]. They proposed a scheme called unequal clustering size
(UCS). The main idea of UCS is to form adaptive clusters based on their distance to
the sink. The authors in [7] proposed another unequal clustering mechanism called
energy-efficient unequal clustering (EEUC) which is unlike UCS, and select CHs
based on a competition. Unequal cluster-based routing (UCR) [8] is an extension to
the EEUC. Like EEUC, in this approach as one move closer to the sink, the size of
the cluster gradually decreases. By being so, it saves energy for the inter-cluster
communication.

Fuzzy logic is used to handle vagueness or uncertainties in a system. Some
clustering algorithms utilize fuzzy logic to resolve uncertainties in WSNs. First,
Gupta et al. [9] used fuzzy logic to deal with uncertainties in the selection of CHs.
Subsequently, Kim et al. [17] and Anno et al. [18] make use of fuzzy logic in the
selection of CHs. Apart from this, Bagci et al. [10, 19] and the authors [20]
proposed an unequal clustering approach, which uses fuzzy logic to assign distinct
clustering range for CHs.

On-demand clustering is a recent trend in clustering WSN where the cluster is
formed when required. Taheri et al. proposed energy-aware distributed clustering
protocol using fuzzy logic (ECPF) [6] which introduced on-demand-based clus-
tering, and it uses fuzzy logic to select the CHs.

3 The Proposed Approach

The on-demand clustering algorithms proposed earlier shows excellent improve-
ment over the every round based clustering approach. But the on-demand clustering
approach proposed so far uses equal cluster range for CHs. In a multi-hop
inter-cluster communication scenario, the CHs near the sink are over burdened with
relay traffic and lose significant amount of energy in relaying data, and thus, the
CHs near sink triggered the clustering process prematurely.

Hence, based on the above observation, the proposed algorithm constructs a
more balanced clustering scheme by considering the remaining energy. The clus-
tering process of the proposed approach is on a demand basis. The CHs are selected
based on local information. A node waits a certain amount of time before declare
itself as CH where the wait time is inversely proportional to nodes remaining
energy. An FIS is used for calculation of cluster range of CHs.

The operation of the proposed methodology is divided into rounds. For each
round, the proposed approach consists of two stages: cluster setup phase and
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steady-state phase. In the proposed approach, the cluster setup phase is followed my
multiple steady-state phase. A neighborhood discovery phase is occurred once at
the time of network deployment before the actual operation of the proposed
approach begins.

3.1 Neighborhood Discovery Phase

The algorithm starts with the neighborhood discovery phase, in which the sink
broadcasts a Hello message. On receiving this Hello message, a node can calculate
its distance from the sink. Receiving node of the Hello message, broadcast a Hello
Reply message, consists of sender id, within a range Rmax, where Rmax is the
maximum cluster range. Receiving nodes of the Hello_Reply message add the
sender as its neighbor. Whenever any node has remaining energy below a given
threshold, it will broadcast itself as dead by sending a dead message. The receiving
nodes of dead message update their neighborhood information.

3.2 Cluster Setup Phase

The cluster setup phase of the proposed approach consists of:

• Selection of candidate CHs.
• Assigning appropriate cluster range to candidate CHs.
• Selection of the CHs from the set of candidate CHs.
• Assigning non-CH nodes to clusters.

After the end of the neighborhood discovery phase, each node waits for a
Wait_Time before broadcast the Candidate_CH message. The Wait_Time has been
calculated as follows:

Wait Time=
1

Remaining Energy(ERE)
ð1Þ

When the Wait_Time is over, the candidate CH broadcast a Candidate_CH
message in its cluster range. The cluster range calculation of the proposed approach
is outlined in the following section.

3.3 Fuzzy Logic-Based Cluster Range Calculation

To handle ambiguity in cluster range selection, in this paper, we used fuzzy
inference systems (FIS). In our proposed approach, we have used the Mamdani
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method of fuzzy inference technique [21]. The input variables of the FIS are
remaining energy, distance to sink, and centrality. The variables are defined as
follows.

• Remaining energy (ERE)—Energy level remaining of the node.
• Distance to sink (D2S)—Nodes distance (Euclidean distance) to sink.
• Centrality (Cen)—A value which classifies the nodes based on the distance from

the neighbors with proportion to network dimension.

The first input fuzzy set is remaining energy; Fig. 1 shows membership func-
tions of input variable remaining energy. The fuzzy sets in the form of linguistic
variables include low, medium, and high. The second input fuzzy set is distance to
sink of the node; Fig. 2 shows membership functions of input variable distance to
sink. The fuzzy sets in the form of linguistic variables include near, not too far and
far. The third input fuzzy set is node centrality; Fig. 3 shows membership functions
of input variable centrality. The fuzzy sets in the form of linguistic variables include
close, acceptable, and far. The only fuzzy output variable of the FIS is Range
Factor; Fig. 4 shows membership functions of output variable range factor. There
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are five linguistic variables for the output fuzzy set fitness; they are very small,
small, medium, large, and very large.

Fuzzy inference unit uses the fuzzy “if–then” rules for the calculation of output.
There are twenty-seven fuzzy mapping rules defined in Table 1. By applying these
fuzzy “if–then” mapping rules on the inputs, the fuzzy output range factor has been
generated. The output fuzzy variable has no use unless defuzzified to a single crisp
value. In this paper, the centre of gravity (COG) method [22] has been used for the
defuzzification.

The output of the FIS is Range Factor. Range factor is the variable that influ-
ences the cluster range of the candidate CHs. The effective cluster range of the
candidate CHs is calculated as follows:

The Effective Cluster Range ECRð Þ=Range Factor ×Rmax ð2Þ

The clustering process of the proposed approach is on a demand basis. When a
CH has left with energy less than a given threshold, it reports to the sink to conduct
a cluster setup.
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3.4 On-Demand Clustering

Most of the clustering algorithm proposed earlier select CH in every round. Their
action is justified, as it selects the CHs with the best resources. But the problem is a
clustering process required a lot of control information exchanges. Therefore, in this
paper, an on-demand clustering process similar to [6] is proposed, and the clus-
tering phase is triggered by the sink when the remaining energy of a CH goes
beyond a given threshold.

After the end of each cluster setup phase, each selected CH save its energy status
in a variable ETH and stored it in the memory. At the end of every steady-state
phase if the remaining energy of any of the CHs, i.e., ERE falls below α × ETH
(α floating point number with range 0 ≤ α ≤ 1), it set the election_bit_field in the
packet as true and send it to the sink. On receiving a packet if the sink found that

Table 1 The fuzzy rule base

SI No ERE D2S Cen Range factor

1 Low Near Far Very small
2 Low Near Acceptable Very small
3 Low Near Close Small
4 Low Not too far Far Very small
5 Low Not foo far Acceptable Small
6 Low Not too far Close Small
7 Low Far Far Small
8 Low Far Acceptable Medium
9 Low Far Close Medium
10 Medium Near Far Small
11 Medium Near Acceptable Medium
12 Medium Near Close Medium
13 Medium Not too far Far Large
14 Medium Not too far Acceptable Medium
15 Medium Not too far Close Small
16 Medium Far Far Large
17 Medium Far Acceptable Medium
18 Medium Far Close Large
19 High Near Far Medium
20 High Near Acceptable Large
21 High Near Close Large
22 High Not too far Far Medium
23 High Not too far Acceptable Large
24 High Not too far Close Large
25 High Far Far Large
26 High Far Acceptable Very large
27 High Far Close Very large
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election_bit_field set as true it broadcast a pulse signal, that inform the nodes to
conduct a cluster setup. The on-demand clustering process mitigates the control
packet overhead required by consecutive cluster setup phase and, consequently,
decreases the overall energy consumption.

The rest of the algorithm is exactly identical to ECPF [6], so we exclude the
explanation in this section.

4 Result and Discussion

In this section, the results of the simulation experiments are presented to illustrate
the effectiveness of the proposed method. For simplicity, in this work, we used an
ideal Mac layer and error free communication link, and the energy is consumed
whenever a sensor sends or receives data or performs data aggregation. We com-
pare the proposed algorithm with ECPF. The simulations are performed using
MATLAB software. The details of the parameters used in the simulation and their
values are given in Table 2. Apart from these parameters, a few assumptions are
made about the system as stated in [6]. In this paper, we use the first-order radio
model as stated in [12] to model the energy dissipation.

The sensor nodes are randomly deployed over a 100 m × 100 m area, with just
one base station located at position (50 m, 175 m). The simulation is performed
with 100, 200, 300, and 400 set of nodes. The metrics used for comparison are the
lifetime of the network in terms of rounds, first node dies (FND), half of nodes alive
(HNA), last node dies (LND), and the energy spent per round. The value of α is set
to 0.8 as described in [6], and the value of Rmax is set to 80 m, and we also found it
suitable for our configuration.

In WSN, energy is the key factor that decides the effectiveness of an approach.
A node spent its energy for various kinds of operations. Figure 5 represent the

Table 2 Parameter used for
simulation

Parameter Value

Initial energy per node 2 J
ϵfs 10 pJ/bit/m2
ϵmp 0.0013 pJ/bit/m4

Eelec 50 nJ/bit
EDA 5 nJ/bit/signal
d0 87 m
Idle power 13.5mW
Sleep power 15 μW
Round time 20 s
Data packet size 100 byte
Control packet size 25 byte
Aggregation ratio 10 %
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average energy consumption per round. It can be observed that the performance of
the proposed algorithm is better than ECPF. The fuzzy logic-based unequal clus-
tering of the proposed approach distributes the network load optimally over the
selected CHs. Thus, it solves the immature triggering of the clustering process of
ECPF. As the number of clustering process decreased, consequently, the average
energy consumption per round decreased.

Achieving a better network lifetime is the ultimate goal of clustering in WSN.
The comparison of network lifetime of the proposed approach with ECPF is shown
in Figs. 6, 7 and 8. The comparison of network lifetime is based on three metrics
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namely FND, HNA, and LND. It can be observed from the figures that the per-
formance of the proposed approach is well ahead of ECPF. The unequal clustering
approach creates stable clusters, which in turn minimizes the number of election,
and as election contribute to the energy consumption, the performance of the
proposed approach improved significantly.

It can be noted that the performance of the proposed approach is better than
ECPF irrespective of number of nodes and network dimension; moreover, it gives a
better result with a large number of nodes. Therefore, it proves that the proposed
approach is scalable irrespective of network dimension and node size.

5 Conclusion

Better lifetime is a design goal that every clustering approach tried to accomplish.
This paper presents a fuzzy logic-based unequal clustering approach along with an
on-demand-based clustering to efficiently improve the lifetime of the WSN. The
fuzzy logic-based unequal cluster range approach efficiently assigns different cluster
range to CHs based on its remaining energy, distance to sink, and centrality. We
have examined the algorithm thoroughly by doing extensive simulation. According
to the simulation result, the proposed method gets a better performance compared to
the CHEF. The result is shown that the proposed method is scalable and improves
the network lifetime significantly irrespective of network dimension. There are
several assumptions made about the system that provides the scope for further
studies.
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Intuitionistic Fuzzy-Based Multi-Attribute
Decision-Making Approach for Selection
of Inventory Policy

Mahuya Deb and Prabjot Kaur

Abstract Selection of inventory control policies is of great concern in the dynamic
business environment as they are the drivers of success towards achieving a
competitive advantage in terms of cost, quality and service. Inventory policy
selection is affected by a number of criterions some of which may be cost, demand
and lead time which are quite conflicting in nature. Therefore, inventory control
policy selection can be categorised as a Multi-Criteria Decision-Making technique
involved in evaluating a set of alternatives through which the enterprises need to
identify optimal inventory policy. This research develops a decision model which is
focused towards evaluation, ranking and selection of inventory policies based on
these conflicting criteria using intuitionistic fuzzy numbers.

Keywords Inventory policies ⋅ MCDM ⋅ Intuitionistic fuzzy numbers

1 Introduction

The intense competition in today’s operating environment has made it increasingly
important for industrial enterprises to continuously seek the best practices towards
managing their operations and, eventually, differentiate themselves from their
competitors. In particular, the optimization of production- and inventory-related
decisions provides a vital step towards better fulfilment of customers’ needs at a
minimum cost. Therefore, in this situation inventory policy selection constitutes an
important purchasing function for the survival and sustenance of the manufacturing
sector which constitutes an important element of the modern supply chain and is,
therefore, vital for the progress and development of any industry. With the
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inventory model involving various types of cost, selection of an optimum model
could address the relevant aspects of the system or reality which is of concern to the
decision maker. Therefore, it is imperative to opt for an inventory policy which
aims at minimising the total cost, lead time and maximise customer satisfaction.
Through an extensive study of the literature, it is revealed that quite a few number
of models related to inventory have been proposed over the years. To name a few,
viz. economic order quantity (EOQ)(IP1), just in time (JIT)(IP2), vendor managed
inventory (VMI)(IP3) and monthly policy (MP)(IP4) finds mention in this paper
based on the five selection criteria, namely ‘unit cost’, ‘holding cost’, ‘procurement
cost’, ‘shortage cost’, demand and ‘lead time’. Thus, the inventory policy selection
falls under the multi-criteria group decision-making problem which deals with
vague and imprecise criteria quite conflicting in nature and these data could be
obtained either by simulation technique or through analysis of linguistic subjective
judgments defined by fuzzy sets.

Brooking [4] discussed an inventory wherein the system could be improved
through costs in an environment which was automatic. Arcelusand and Srinivasan
[1] looked into the cost structures of an inventory system and their implication on
inventory policy. Chen and Hwang [6] tried to minimise the average cost with the
help of stochastic lead time. Cetinkaya and Parlar [5] considered an inventory
model with backorder considering the fixed and proportional backorder cost,
stochastic demand, single product and periodic review. An algorithm was devel-
oped by Zhou et al. [22] which computed the optimal values for the parameters in
infinite time horizon. Thereafter, researchers from time to time have presented
widespread MCDM methods which could provide viable and effective solution to
various real-life problems [6, 14–18, 21, 22]. The concept of fuzzy set introduced
by Zadeh [19] has a membership function with the non-membership function being
one minus the membership function. However, in reality when a person is asked to
express his/her preference degree to an object, it is possible that he/she is not so
sure about it, that is, there usually exists a hesitation or uncertainty about the
degree, and there is no means to incorporate the hesitation or uncertainty in a fuzzy
set. Later, Brooking [4] gave a generalised form of fuzzy set, called Intuitionistic
Fuzzy Set (IFS), which is characterised by a membership function and a
non-membership function. The intuitionistic fuzzy set has received more and more
attention since its appearance. A ranking method with the help of intuitionistic
fuzzy number was developed by Mitchell [12] and Nayagam et al. [13]. A new
methodology for ranking TIFNs using multi-attribute decision-making methods
(MADM) was developed by Zhang and Nan [20]. Expert opinion and fuzzy
Distance-Based Approach (DBA) methodology was proposed by Gupta et al. [8]
for ranking inventory policies. The concept of value and ambiguity was used by Li
[9] for ranking of inventory policies.

In this research paper, a new methodology is proposed using Intuitionistic Fuzzy
Number for evaluation and ranking of inventory ordering policies. Based on
opinion from experts in accordance with selection criterion, inventory policies are
evaluated and ranked using value and ambiguity indices of Intuitionistic Fuzzy
Number as proposed by Li [9]. This methodology employs simple mathematical
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computation and is applicable to decision-making problem. A numerical example is
examined to demonstrate the implementation process and applicability of the
method proposed in this paper.

The organisation of the paper is as follows: In Sect. 1, the various criterions for
evaluations are defined. Thereafter, the concept of TIFNs is introduced in Sect. 2
where the values and ambiguities of the membership degree and the
non-membership degree for TIFNs as well as the value index and ambiguity index
are defined. Section 3 deals with the value and ambiguity-based ranking method to
solve multi-attribute decision-making problems in which the ratings of alternatives
on attributes are expressed using TIFNs. Section 4 deals with a numerical example
and lastly the conclusion is provided in Sect. 5.

Inventory policy selection and evaluation involves a process which can be
compared, monitored over time, and hopefully improved through some measures.
This section defines a list of various attributes relevant to inventory policies, which
could be utilised for ranking. However, it is not exhaustive and may require
additional inputs depending upon the purpose and choice of the decision maker
(Table 1).

2 Preliminaries on Intuitionistic Fuzzy Sets

We quote a few definitions of triangular intuitionistic fuzzy numbers (TIFNs) as
defined by Li [10] relevant to the present work.

Table 1 Selection Criteria for Inventory Policies

Criterions Characteristics

Unit cost (C1) This cost refers to the purchase price of items and if it remains
constant does not affect the inventory control decisions

Holding cost (C2) Also known as the inventory carrying cost, they generally range
between 15 and 30 percent of the price of the concerned product and
vary from plant to plant. These are incurred to achieve reduction in
costs of material, ordering and control systems

Procurement cost (C3) Termed as preparation costs, these are incurred in connection with
ordering and procurement

Shortage cost (C4) This cost is incurred when the demand goes unfulfilled and provides
the most formidable estimation problem. This cost could be ten
times the holding cost. It depends on the quantity of demand
unsatisfied but not on the duration

Demand (C5) It refers to the consumption of the item and are considered to be
either known quantities or unknown

Lead time (C6) It is the average actual time gap between the customers placing an
order and till it is received by the customer
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A triangular intuitionistic fuzzy number A ̃= ða1, a2, a3;wã, ua ̃Þ is a special
intuitionistic fuzzy set on the real number set R whose membership and
non-membership are defined as follows:

μÃðxÞ=

ðx− a1Þwa ̃

a2 − a1
, a1 < x≤ a2

wa ̃, x= a2
ða3 − xÞwa ̃

a3 − a2
, a2 < x≤ a3

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

&

νÃ ðxÞ=

a2 − x+ ua ̃ðx− a1Þ
a1 − a2

, a1 < x≤ a2

ua ̃, x= a2
x− a2 + ua ̃ða3 − xÞ

a3 − a2
, a3 < x≤ a2

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

0 ≤wa ̃ + ua ̃ ≤ 1

A triangular intuitionistic fuzzy number Ã= ða1, a2, a3;wa ̃, uãÞ where the values
wa ̃ and uã, respectively, represent the membership degree which is maximum and
minimum non-membership degree so that they satisfy the condition
wa ̃ ∈ 0, 1½ � and uã ∈ 0, 1½ � and 0 ≤wã + ua ̃ ≤ 1 .

Analogously it is assumed that πÃðxÞ=1− μÃðxÞ− νA ̃ðxÞ which is known as the
indeterminacy degree of the TIFN Ã. It is commonly referred to as the hesitation
index. A TIFN describes some quantity “about a2” which is expressed with values
a1 and a3 specified with certain degrees of membership and non-membership. a2 is
the mean around which there is a left spread and right spread.

Therefore,

(i) The value of the TIFN Ã for membership function is defined as follows:

VμðÃÞ= ða1 + 4a2 + a3Þw2
a

6
ð1Þ

Likewise, the value of the TIFN Ã for non-membership function is as follows:

VνðA ̃Þ= ða1 + 4a2 + a3Þð1− uaÞ2
6

ð2Þ

Also

(ii) The ambiguity of the TIFN Ã for membership function is as follows:
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AμðA ̃Þ= ða3 − a1Þw2
a

6
ð3Þ

The ambiguity of the TIFN Ã for non-membership function is as follows:

AνðÃÞ= ða3 − a1Þð1− uaÞ2
6

ð4Þ

For any given weight θ∈ 0, 1½ �, the θ weighted value and θ weighted ambiguity
of the TIFN A ̃ are defined as follows:

VθðÃÞ= θ VμðA ̃Þ+ ð1− θÞVνðÃÞ and
AθðÃÞ= θ AμðA ̃Þ+ ð1− θÞAνðA ̃Þ

The parameter θ∈ 0, 1½ � is the importance or preference that the decision maker
may attach to his choice. θ∈ 0, 1 2̸½ � reflects that the decision maker has negative
feeling or uncertainty; when θ∈ 1 2̸, 1½ �, the decision maker is quite positive and
certain; for θ = 1/2 the decision maker remains neutral and he does not entertain
any positive or negative feeling. Thus, the weighted value and weighted ambiguity
reflects how the decision maker bestows his subjective approach on uncertainty of a
quantity which lacks a proper definition such as a fuzzy data such as an intu-
itionistic fuzzy number.

Thus, the weighted value VθðA ̃Þ and weighted ambiguity AθðÃÞ of any triangular
intuitionistic fuzzy number is defined as follows:

VθðÃÞ=
a1 + 4a2 + a3 θw2

a ̃ + ð1− θÞð1− ua ̃Þ2
h i

6

AθðÃÞ=
a3 − a1 θwã + ð1− θÞð1− uaÞ2

h i
6

ð5Þ

3 Working Procedure for Ranking [11]

The algorithm and process of the weighted value and ambiguity-based
multi-attribute decision making with triangular intuitionistic fuzzy numbers can
be summarised as follows:

Step 1 Identify and determine the attributes and alternatives, denote the sets of
attributes and alternatives by X = x1, x2, . . . xnf g and O= o1, o2, o3 . . .f
omg, respectively.
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Step 2 The decision maker’s view is obtained to get ratings of the alternatives
on the attributes, i.e. construct the triangular intuitionistic fuzzy number
decision matrix Ã= ðaijÞmn.

Step 3 The weight vector W = ðw1,w2,w3 . . .wnÞT is constructed taking into
account the decision maker’s judgement and attitude.

Step 4 The normalised TIFN decision matrix D= ðdĩjÞmn of A ̃ is constructed
whose elements can be calculated through equation

dĩj =
a1ij
a+
3i
,
a2ij
a+
3i
,
a3ij
a+
3i
;wα ̃ij, uα ̃ij

� �� �
ð j = 1, 2, 3 . . . n, i∈ψbÞ

and

dĩj =
a−
1i

a1ij
,
a−
1i

a2ij
,
a−
1i

a3ij
;wα̃ij, uα ̃ij

� �� �
ðj = 1, 2, 3 . . . n, i∈ψ cÞ

whereψb andψ c denote, respectively, the sets of the inventory policies and
policy attributes, ψb ∩ψ c =ϕ and ψb ∪ψ c = f1, 2, 3, . . . ,mg; a+

3i =max
fa3ijjj=1, 2, 3, . . . , ng; i∈ ψb, a

−
1i =minfa1ijjj=1, 2, 3, . . . , ng; i∈ψ c

Step 5 The weighted normalised triangular intuitionistic fuzzy number decision
matrix F = ðf ĩjÞmxn of D is obtained. Its elements are calculated through
the equation as follows: f ĩj =ωi dĩj ði=1, 2, 3, . . . ,m; j=1, 2, 3, . . . , nÞ.

Step 6 The aggregate values (for evaluations) T ̃j of the alternatives xj (j = 1,

2,3,…,n) are obtained as Tj̃ = ∑
m

i=1
f ĩj ðj=1, 2, 3, . . . , nÞ

Step 7 The non-increasing order of T ̃j ðj=1, 2, 3, . . . , nÞ is determined
according to some ranking method of intuitionistic fuzzy numbers
wherein they are ranked and the best alternative is obtained.

4 Numerical Example

An example is considered here wherein the four inventory policies IP1, IP2, IP3 and
IP4 as per the Sect. 1 consider the attributes C1, C2, C3, C4, C5 and C6 as
mentioned in Sect. 2. The various inventory policies are rated on the basis of the
aforesaid criterions to obtain the decision matrix given below. Then the weight
vector W = [0.18, 0.14, 0.12, 0.07, 0.14, 0.12] is obtained. Thereafter, the nor-
malised triangular intuitionistic fuzzy number decision matrix is formulated and the
comprehensive evaluations are done using the formula mentioned in the algorithm
(Tables 2 and 3).

50 M. Deb and P. Kaur



The weighted comprehensive values of inventory policies can be obtained as
follows: T ̃1 = 〈(0.372, 0.456, 0.8005); 0.2, 0.3〉 T ̃2 = 〈(0.499, 0.428, 0.674); 0.5,
0.4〉 T 3̃ = 〈(0.266, 0.467, 0.542); 0.3, 0.3〉 T ̃4 = 〈(0.356, 0.437, 0.541); 0.3, 0.4〉

The values and ambiguities of the triangular intuitionistic fuzzy numbers for
membership and non-membership functions can be calculated using Eqs. (1–4)

Table 2 The TIFN decision matrix

Inventory
policies

Criterions
C1 C2 C3 C4 C5 C6

IP1 〈(0.33,
0.55, 0.66);
0.7, 0.2〉

〈(0.71,
0.85, 1);
0.7, 0.2〉

〈(0.38, 0.5,
0.625); 0.6,
0.3〉

〈(0.16,
0.22, 0.33);
0.2, 0.3〉

〈(0.7, 0.7,
0.87); 6,
0.3〉

〈(0.49,
0.54, 0.62);
0.6, 0.3〉

IP2 〈(0.66,
0.07, 0.88);
0.6, 0.3〉

〈(0.28,
0.42, 0.57);
0.6, 0.3〉

〈(0.63,
0.75, 0.88);
0.5, 0.4〉

〈(0.7, 0.8,
1); 0.8,
0.2〉

〈(0.8, 0.8,
1); 0.8,
0.2〉

〈(0.87,
0.98, 1);
0.8, 0.2〉

IP3 〈(0.09,
0.88, 1);
0.8, 0.1〉

〈(0.29,
0.43, 0.57);
0.7, 0.2〉

〈(0.38, 0.5,
0.56); 0.7,
0.2〉

〈(0.72,
0.78, 0.88);
0.6, 0.3〉

〈(0.58,
0.67, 0.78);
0.6, 0.3〉

〈(0.51
,0.54,
0.68); 0.5,
0.4〉

IP4 〈(0.22,
0.33, 0.55);
0.6, 0.4〉

〈(0.57,
0.71, 0.85);
0.5, 0.2〉

〈(0.75,
0.88, 1); 3,
0.3〉

〈(0.67,
0.78, 0.89);
0.5, 0.3〉

〈(0.48,
0.56, 0.69);
0.5, 0.4〉

〈(0.27,
0.33, 0.37);
0.6, 0.2〉

Table 3 The weighted normalised TIFN decision matrix

Inventory
policies

Criterions
C1 C2 C3 C4 C5 C6

IP1 〈(0.059,
0.099,
0.119);
0.7, 0.2〉

〈(0.099,
0.119,
0.14); 0.7,
0.2)〉

〈(0.046,
0.66,
0.625);
0.6, 0.3〉

(0.011,
0.0154,
0.023); 0.2,
0.3

(0.098,
0.098,
0.122);
0.6, 0.3

(0.059,
0.065,
0.074);
0.6, 0.3

IP2 〈(0.119,
0.013,
0.158); 0.6,
0.3〉

(0.039,
0.059,
0.080); 0.6,
0.3

(0.076,
0.09,
0.106);
0.5, 0.4

(0.049,
0.056,
0.07); 0.8,
0.2

(0.112,
0.112,
0.14); 0.8,
0.2

(0.104,
0.098,
0.12); 0.8,
0.2

IP3 〈(0.016,
0.158,
0.18); 0.8,
0.1〉

(0.041,
0.060,
0.080); 0.7,
0.2

(0.046,
0.06,
0.067);
0.7, 0.2

(0.050,
0.055,
0.062); 0.6,
0.3

(0.081,
0.094,
0.109);
0.6, 0.3

(0.032,
0.040,
0.044);
0.5, 0.4

IP4 〈(0.040,
0.059,
0.099); 0.6,
0.4〉

(0.080,
0.099,
0.119); 0.5,
0.2

(0.09,
0.106,
0.1);0.3,
0.3

(0.047,
0.055,
0.062); 0.5,
0.3

(0.067,
0.078,
0.097);
0.5, 0.4

(0.032,
0.040,
0.044);
0.6, 0.2
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VμðT ̃1Þ= 0.372+ 4 * 0.456+ 0.8005½θð0.2Þ2 + ð1− θÞð1− 0.3Þ2�
6

= 0.50ð0.2Þ2 = 0.02

VμðT ̃2Þ=0.48ð0.5Þ2 = 0.12

VμðT ̃3Þ=0.446ð0.3Þ2 = 0.040

VμðT ̃4Þ=0.440ð0.3Þ2 = 0.040

VνðT ̃1Þ=0.50ð0.8Þ2 = 0.32

VνðT ̃2Þ=0.48ð0.6Þ2 = 0.173

VνðT ̃3Þ=0.446ð0.7Þ2 = 0.219

VνðT ̃4Þ=0.440ð0.6Þ2 = 0.1584

For θ= 0.5, the decision maker remains neutral and, therefore, the value index
and ambiguity index for the different alternatives are calculated at this point.

VθðT 1̃Þ=0.3575 AθðT ̃1Þ=0.051VθðT 2̃Þ=0.1992AθðT ̃2Þ=0.01725VθðT ̃3Þ=0.3082AθðT 3̃Þ=0.03174

VθðT 4̃Þ=0.2178AθðT ̃4Þ=0.015

The definition mentioned in Li [11] leads us to conclusion that (Table 4)

IP1 > IP3> IP4> IP2

5 Conclusion

To stand out in the face of uncertainty, more and more companies begin to select
the inventory policies as one of their development strategies. The selection of
inventory policy plays a decisive role for achieving success in organisations thereby
maintaining the correct balance of stock. This paper is an attempt to evaluate and
rank the various inventory policies using the multi-attribute decision-making
approach. Uncertainty and imprecision which characterise the real-life decision
making are introduced through the concept of the intuitionistic fuzzy set (IFS), by

Table 4 Inventory policies ranked as per the criterion

Inventory policy Rank

Economic order quantity 1
Just in time 3
Vendor-managed inventory 2
Monthly policy 4
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Atanassov [2]. The value and ambiguity index of IFN are applied to multi attribute
decision-making inventory selection problems in which the ratings of alternatives
on attributes are expressed with TIFNs. This model concludes that inventory
selection can be treated as a multi-criteria problem and the method is quite effective,
efficient, simple and modest. The model discussed herein can result in multiple
preferences by taking new set of attributes to reach the final conclusion and has
wide applicability in a number of sectors where the optimal selection of inventory
policy is vital for its progress and development and can provide an edge over its
competitors. Therefore, to meet the challenges of the dynamic business world
which unfolds into newer horizon, the model proposed in this paper could give a
newer dimension to the managers.
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An NSGA II-Based Approach
for Optimization of Reconfigurable
Cellular Manufacturing System

Rajeev Kant, Vijay Pandey and L.N. Pattanaik

Abstract In this paper, the application of Non-dominated Sorting Genetic Algo-
rithm (NSGA) II for optimization of reconfigurable cellular manufacturing system is
presented. To sustain in a dynamic manufacturing scenario, a manufacturing system
must be flexible enough to cope with demand fluctuation competing on both cost and
time dimensions. In the present study, the drawbacks of conventional cellular man-
ufacturing due to dedicated machines have been attempted to overcome using
Reconfigurable Machine Tools (RMTs). The characteristics of RMTs are imple-
mented to impart a certain degree offlexibility in a cellular manufacturing framework.
AnRMT encompasses a specific and customized range of operational requirements in
terms of capacity and functionality. Multi-dimensional objectives and parameters are
established to efficiently incorporate RMTs into machine cells and mathematical
model is developed for the same. Then, an NSGA II-based approach is proposed to
optimize the capacities and functionalities of RMTs pursuing the objective functions.

Keywords NSGA II ⋅ Cellular manufacturing ⋅ RMTs ⋅ Multi-objective
optimization

1 Introduction

A classical GA yields good result with single objective function. But in Cellular
Manufacturing System (CMS) design problem, where multiple criteria are taken
into account, multiple objective functions need to be optimized simultaneously. All
the objective functions are combined into one fitness function. However, in some
cases of multi-objective problems, there does not exist a solution that is best with
respect to all objective functions because of conflicting objectives. The objective
functions cannot be conveniently incorporated into single fitness function because
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of obscure relationship between them. To provide a better solution for such prob-
lems, Srinivas and Deb [1] proposed first NSGA and further improved version of
NSGA II by Deb et al. [2]. The application of NSGA II has been successfully
demonstrated by various researchers to develop CMS model encompassing
multi-directional objectives [3–5].

Cellular manufacturing (CM) has been considered the most promising strategy
for batch production [6, 7]. In recent years, the justification for CM has been a
subject of discrepancy due to lack of flexibility [8]. Many authors have advocated
the inclusion of RMTs in CMS to achieve the highest degree of flexibility in CMS
and to strengthen the applicability of CM in rather complex market situations [9–
11]. An RMT is a modular machine designed for a specific and customized range of
operational requirements, and can be economically converted to meet new
requirements [12]. It comprises of basic modules and a library of auxiliary modules.
These auxiliary modules can be added or removed according to the capacity and/or
functionality required.

In this paper, the authors have presented an NSGA II-based novel methodology
to incorporate RMTs with CMS. A CMS framework from the available literature is
illustrated in the next section. In Sect. 3, various parameters and objective functions
are defined to efficiently incorporate RMTs into machine cells. In later section, an
NSGA II-based approach is developed to achieve an optimized solution for
reconfigurable machine cell design.

2 Problem Formulation

The present work illustrates a discrete manufacturing model (Fig. 1) from Kant
et al. [13] where a variety of products are manufactured on an assembly line. The
part families are identified out of the sub-assemblies of these products and

Fig. 1 Discrete manufacturing model comprising a variety of products
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subsequently these part families are assigned to a cell. These cells produce the
components corresponding to the products being manufactured and deliver the
components to the assembly line at suitable locations.

The model presented here imitates a more realistic situation with a variety of
products and varying levels of demand and the capacities and functionalities of
RMTs can be varied accordingly.

3 Parameter Selection

The ultimate goal is to achieve the least reconfiguration effort and operation time,
hence three key parameters were selected: (i) selection of RMTs, (ii) assignment of
RMTs into machine cells, and (iii) the sequence in which products are to be
manufactured. All the three parameters are mutually dependent and cannot be
optimized independently. Three objective functions were established for opti-
mization of each parameter:

(i) intercellular movements,
(ii) cell load imbalance, and
(iii) reconfiguration cost of the cellular system

The objective function (i) conflicts with (ii) as minimizing intercellular move-
ment may impede the cell load balancing. Also objective (ii) and (iii) are conflicting
since cell load balancing may incur high reconfiguration cost. These objective
functions are abided by a number of suitable assumptions and constraints applicable
for the cellular manufacturing model.

4 Implementation of NSGA II

The above problem consists of multi-dimensional objectives and sharing parame-
ters, NSGA II is suggested to have better convergence than other multi-objective
evolutionary algorithms for such problems [2]. Figure 2 shows the framework for
proposed multi-objective genetic algorithm (NSGA II).

The simple GA procedure starts with a set of probable solutions, called population,
and performs search for the best solution navigating through the natural evolution of
new solutions (offsprings). It follows the Darwinian theory of the survival of the fittest
making each new generation having better quality and fitness than the older one. The
algorithm continues until a solution with best fitness value is obtained.

In NSGA II, the population is sorted according to an ascending level of
non-domination. Each solution is compared with every other solution in the pop-
ulation and non-dominated sets are created until all solutions are classified into a
non-domination level. Level 1 is the best level, 2 is the next best level, and so on.
A solution x(1) is said to dominate other solution x(2), if
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(a) the fitness value of x(1) is no worse than that of x(2) for all objectives, and
(b) solution x(1) possesses strictly better fitness than x(2) for at least one objective.

In addition to the fitness value, another parameter ‘crowding distance’ is used to
evaluate the solutions. The crowding distance is a measure of how close is an
individual to its neighbours in that population. Large crowding distance will result
in better diversity and larger search area.

Start GA

Chromosome Encoding

Fitness Evaluation

Input Parameters

Objective Functions and Constraints

Selection

Non-dominated Sorting Crowding Distance Calculation

Initialization (gen = 0)

Crossover

Feasibility Correction

Replacement

Fitness Evaluation

Terminate?

Chromosome Decoding

End

gen = gen + 1

Replacement

Yes

No

Fig. 2 Framework for the proposed NSGA II
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4.1 Objective Functions

Assumptions. The following assumptions were made while formulating objective
functions:

• Each component has a fixed process routing.
• Each RMT has its own basic and auxiliary modules.
• RMTs and their modules are sufficiently available for all operational

requirements.
• The capacities of the RMTs are known and perform within a specific range of

cycle times.
• The machining time includes the setup time.
• Reconfiguration time includes module change times.

Input Parameters.

P Product type, indexed by p;
Vp Actual demand of product type p;
Cp
q Component q of product type p, indexed by q;

Np
q Number of component q required for product type p;

Mm RMT type, indexed by m;
A Auxiliary module, indexed by a;
O Operation type, indexed by o;
Ta
o Processing time for operation o on module a;

Ga Maximum capacity of module a;
RTa Reconfiguration time for module a;
RCa Cost for reconfiguring module a;
C Cell, indexed by c.

Decision Variables.

Xo
q, p =

1
0

�
if operation o is required for componentCp

q
otherwise

Yo
a =

1
0

�
if operation o is performed on auxiliary module a
otherwise

Za
m =

1
0

�
if auxiliary module a belongs to machinem
otherwise

Um
c =

1
0

�
if machinem is assigned to cell c
otherwise

Vc
q, p =

1
0

�
if component q of product type p is assigned to cell c
otherwise

Wa
c =

1
0

�
if module a is already configured in cell c
otherwise
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Total number of intercellular movements during the production cycle of all
product types is

S= ∑
P

p=1
∑
Q

q=1
∑
O

o=1
∑
A

a=1
∑
M

m=1
∑
C

c=1
Xo
q, pY

o
aZ

a
m 1−Um

c

� �
. ð1Þ

Machining time for component q of product type p in cell c is given by

Tc
p, q =VpNp

q ∑
O

0= 1
∑
M

m=1

Xo
q, pY

o
aZ

a
m

Um
c

Ta
o . ð2Þ

Average reconfiguration time of cell c in which component q of product type p is
assigned for production is

Rc
p, q =

1
Vp

max Vc
q, pX

o
q, pY

o
a 1−Wa

c

� �
RTa

� �
j∀ o, a

n oh i
. ð3Þ

Hence, total time elapsed in processing of component q of product type p in cell
c is obtained by

Fc
p, q = Tc

p, q +Rc
p, q. ð4Þ

Total cell load imbalance is calculated as the sum of squares of deviations from
mean of flow time among cells for each product type

D= ∑
P

p=1
∑
C

c=1
∑
C

c=1
Fc
p, q −

1
C

∑
C

c=1
∑
Q

q=1
Fc
p, q

" #2

. ð5Þ

The reconfiguration cost of the cellular system for change over product p to
product p’ is calculated as

RCp0
p = ∑

Q′

q′ =1
∑
Q

q=1
∑
C

c=1
∑
A′

a′ =1
∑
A

a=1
∑
O′

o′ =1
∑
O

o=1
Vc
q, pV

c
q′, p′X

o
q, pY

o
aX

o′
q′ , p′Y

o′
a′ ð1−Wa′

c ÞRCa′ . ð6Þ

Total reconfiguration cost of the cellular system throughout the production is
given by

RC= ∑
P

p=1
∑
P′

p′ =1
RCp′

p . ð7Þ

Equations (1), (5), and (7) represent the three objective functions intercellular
movements, cell load imbalance, and the reconfiguration cost of the cellular system,
respectively.
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The following equations describe the various constraints applicable to our cel-
lular model. Equation 8 ensures a machine to be assigned to only one cell at a time.
Equation 9 guarantees that one component cannot be assigned to more than one
cell. Equation 10 ensures that each cell has components from each product type.
Equation 11 restricts the operation time of a module within its specified capacity.

∑
C

c=1
Um

c =1. ∀Mm ð8Þ

∑
C

c=1
Vc
q, p ≤ 1. ∀ p, q ð9Þ

∑
Q

q=1
Vc
q, p =1. ∀ c, p ð10Þ

Ta
o ∈Ga. ∀ o, a ð11Þ

4.2 Chromosome Encoding

The chromosome is composed of three building blocks representing product types,
components of product types to be assigned to a cell, and machines, respectively.
The length of the first block is equal to the number of product types under con-
sideration. The second block is further divided into sub-strings that represent cells
and each of them has components of each product types. Hence, the length of the
second block is equal to the number of the cells multiplied by number of product
types. The length of the third block is equal to the total number of machines
employed. The chromosome structure is shown in Fig. 3.

The encoding scheme used here is permutation encoding. The value of each gene
is a natural number and passes different information for each block. The number
associated with genes in the first block states the production sequence of product
types. In the second block, components are arranged in cell sub-strings by the order

Fig. 3 Chromosome structure
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of product types and the number correspondence to a gene in a cell sub-string
indicates the component number belonging to that cell. In third block, the number
associated with a gene shows that the machine is assigned to that cell number.

4.3 GA Operators

The functions of GA operators are to perform the evolution process through which
the GA propagates searching for the best solution. The evolution process, in
essence, involves three steps: selection of parents, reproduction of new off springs,
and replacement of old chromosomes with the new ones. The following GA
operators are used for our problem:

Selection. In NSGA II, tournament selection is followed for selection of parents
based on crowding distance and non-domination rank. An individual with lower
(better) rank is selected; however, if two individuals are placed on the same
non-dominance level, the individual located farther from the crowd is preferred.

Reproduction. For the present problem, cell two-point uniform crossover operator
is used in the proposed so that each block performs crossover in their own region
thus maintaining the integrity of building blocks within the chromosome structure.
Figure 4 illustrates the application of uniform crossover to an example chromo-
some. As can be seen in the figure, the crossover operator duplicates some genes
and loses some necessary genes in first two blocks. In offspring 1, same sequence
number is assigned to product type 2 and 3 and in offspring 2, product type 1 and 3
acquire the same sequence number. In addition, component number 3 and 2 of
product type 1 gets duplicated in offspring 1 and 2, respectively. Offspring 1 and 2
violate the specified constraints and make them infeasible solution. Hence, a repair
algorithm is designed to repair a chromosome putting it back into the search space.

In the present case, it can be easily noticed that mutation will have reverse impact
on the chromosome as swapping will disturb the integrity of the chromosome.

Replacement. After the offspring are created, probabilistic crowding approach [14]
is used for forming the new population where the parents (p) and offspring
(o) compete in a probabilistic tournament established by the following rule

Fig. 4 Crossover illustration
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(Eq. 13), and the winner gets a place in the new population. In replacement policy,
the individuals with better fitness will be retained in the new population, hence
maintaining elitism throughout the GA procedure.

PO =
f ðoÞ

f ðoÞ+ f ðpÞ . ð13Þ

where PO is the probability of winning o and f is the fitness function.

5 Conclusion

This study aims to demonstrate the application of NSGA II for multi-objective
reconfigurable machine cell formation. In the present study, a combinatorial
problem of assigning RMTs to machine cells is attempted. The capacities and
functionalities of RMTs were addressed through three sharing parameters and
optimized through three conflicting objective functions.

The proposed approach is applicable to multi-product discrete manufacturing
problem, the kind of which does not exist in the literature. Although NSGA II has
been proved more efficient than other GAs for such complex CMS design problem,
it still needs to test on different sets of problems.
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Advance Prediction of Adverse Digressions
in Continuous-Time Systems Using ANN
Kernels: A Generic Approach Instantiated
in Steel Manufacturing

Arya K. Bhattacharya and K. Rajasekar

Abstract A domain-independent generic methodology is developed for online
prediction of rapid adverse digressions in continuous-time systems, preceding the
actual incipience of such digressions. The complete methodology itself consists of
three stages. The first two stages are domain specific and involve statistical analysis
and standard prediction tools like Artificial Neural Networks. The third stage that
transforms the ANN outputs into a reliable measure of the instantaneous digression
of the system is generic across domains and is the contribution of this work. The
core novelty enabling this transformation is a paradigm shift in assessment of the
ANN output, from that of “classification” to that of “continuity”. The development
of this methodology is performed on a specific industrial process—continuous
casting in steel manufacturing—and described in this paper. This can be applied
with minor customization to continuous-time systems in domains such as the
biological, industrial processes, vehicles, and economic and financial systems.

Keywords Continuous-time systems ⋅ Artificial neural networks ⋅ Classification
paradigm ⋅ Continuity paradigm ⋅ Adverse digressions ⋅ Combinatorial
relationships

1 Introduction

Continuous-time systems are natural not only to the process industry but to diverse
domains such as the biological, geophysical, economic and many others. Almost any
dynamical system is inherently continuous time though for purposes of analysis these
are most often discretized. Here, we do not try to analyze a continuous system per se
but seek to identify occurrences of a very specific feature of most of them—rapid
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digressions into regimes of adverse performance. This ‘adversity’ of performance is
inherent to the system specifics—for an economy, for example, it represents a state of
slowdown, for amoving vehicle, undesirable response to driver commands, and for an
industrial process, a breakdown.

Importantly, we seek to identify these rapid digressions into adverse regimes
before they have initiated, so that corrective action can be taken in time for pre-
vention. The immediate implication is that the coming digression is sought to be
captured at a point in time when the state-space representation of system dynamics
is yet to sense this, i.e., feedback control laws cannot be applied.

Most often the state of a dynamical system is characterized by a large number of
parameters. Prior to the initiation of a digression of a specific type, a number of these
parameters would have acquired a certain combinatorial relationship, and in prin-
ciple one can identify a one-to-one mapping between the acquisition of this rela-
tionship and the consequent adverse digression. Among the many (possibly
hundreds of) parameters characterizing a dynamical system, it is a non-trivial task to
identify those that combine to trigger a specific adverse digression. Equally or more
challenging is to identify the characteristics of this combination itself. If these two
steps can be successfully accomplished, then an impending adversity can be forecast
with high reliability. In this work, we have developed a novel mechanism for pre-
dicting rapid digressions in dynamical systems based on the above lines. This is
applied successfully for predicting breakdowns in a steel continuous casting process.

The steel manufacturing process is composed of a number of linked but signif-
icantly distinct sub-processes. One of the most important of these is the continuous
casting (sub)-process [1, 2], which marks the transition from the liquid form of steel
to its solid form. This process essentially converts molten steel coming in ladles from
upstream production units into a continuous completely solidified rectangular sec-
tion ‘strand’ that is cut into discrete slabs for rolling into sheets in downstream mills.
Figure 1 provides an overview of the process. The primary cooling mold is of
rectangular section and about a meter in length; sectional dimensions approximately
1.5 × 0.1 m—the shape finally acquired by the strand. The inner walls of the mold
are made of copper plates to facilitate heat transfer from the moving steel strand to
cooling water flowing within a network of pipes embedded in these plates. Upon

1:  Ladle bringing liquid steel from upstream process
2:  Tundish – buffer to transform batch process into continuous  
3:  Stopper controlling liquid outflow and hence liquid level in mold (#4)
4:  The Mold – this is where all breakouts occur and soil downstream equipment 
5:  Rollers: Vertical
6:  Secondary Cooling to solidify internal liquid core
7:  Rollers: Bending
8:  Cutting continuous strand back into batches of slabs
9:  Tunnel Furnace to impose intra - slab mechanical homogeneity 
10. Rolling zone with various operations: primarily roughing, rolling, cooling & coiling.

Fig. 1 Schematic of complete thin slab casting process
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heat loss, a solidified shell forms around the perimeter of the downwards flowing
steel, thickening gradually till the strand emerges from mold bottom with liquid still
encapsulated inside. This is further cooled to complete solidification in the sec-
ondary cooling stage using spray cooling [2] (Fig. 2).

Fig. 2 Illustration of flow, cooling and solidification in mold [2]. Solid shell formation in mold,
and emergence of strand from mold in secondary (spray) cooling phase

Advance Prediction of Adverse Digressions in Continuous-Time … 69



The continuous casting process is possibly the most critical among the steel
manufacturing sub-processes from the viewpoints of productivity, stability and
quality; hence, disruptions need to be avoided. The most typical of these disruptions
is in the form of “breakouts”—where the formative steel shell locally sticks to the
mold wall and tears (“stickers”), or cracks due to stresses (“cracks”), or simply
ruptures at some location where it is weakly formed and hence unable to sustain
internal liquid pressure (“thin shells”). In any of these cases, the internal liquid
“breaks out” and then freezes on downstream machinery disrupting the casting
process for a few hours. Thus, it is important to have mechanisms for detecting and
preventing breakouts.

Among the different types of breakouts, “stickers” make up the majority and
there exist mature Breakout Prevention Systems or BPS [3, 4] that use arrays of
thermocouple sensors embedded in the mold copper plate, along with pattern
recognition algorithms, to recognize the sticker after its occurrence and then
command corrective actions to the caster control system to prevent the breakout.
However, “cracks” make up a significant minority and provide no clear sensory
signals, and hence cannot be prevented from resulting in breakout once the crack
fault has crossed the stage of incipience. To prevent this class of breakouts, advance
prediction mechanisms for detecting rapid digressions in the process, on the lines
discussed in the earlier part of this section, need to be developed.

The rest of this paper explains the approach to advance prediction, starting with a
classical approach using neural networks, and on to novel techniques that exploit
the very nature of adverse digressions of continuous-time systems. Finally results
are presented, and extensions to generic continuous systems are discussed.

2 The Basic Classification Approach

According to the above discussion, ‘crack’-induced breakouts are sought to be
prevented by first recognizing the formation of the corresponding specific relational
pattern within the hundreds of parameters that characterize continuous casting. It is
the attainment of such a pattern that engenders the incipience of a crack. Further-
more, it is highly unlikely that all of the process parameters will participate in the
formation of this pattern; most will be neutral while a specific few will combine to
create this relationship. The crucial sub-steps are, then, to first identify these specific
few variables, and next discover the combinatorial relationship between them that
generates these faults.

The first task, then, is to reduce the hundreds of online variables to the specific
few that matter. A two-step approach is adopted to achieve this. First, application of
domain knowledge extracted from specialists in the specific field enables narrowing
down the number of online variables relevant to crack formation from about three
hundred to just around sixty. Second, performing a sequence of steps in statistical
analysis using available data facilitates the reduction of the number of variables
from about sixty to just six.
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The next task is to suitably train an artificial neural network (ANN) with data
gathered over a sufficiently large time window of operation of the continuous
casting process in the caster of interest. This happens to be in a European plant of a
major private sector steel manufacturer. Data are recorded consistently at 1-s
intervals during operation of the caster. Each training data record of the ANN, i.e.,
row of the training data set, is composed of six input variables and one output
variable, extracted from this recorded database. While the input data consist of the
six variables identified by the above method, the output data are set at either ‘0’ or
‘1’ depending upon whether the record is taken from a “good” or “bad” casting
period, respectively. A “bad” casting period is defined to lie between two and ten
minutes preceding a breakout, while “good” data are taken from a period that
precedes a breakout by at least three hours, and preferably from ‘sequences’ that do
not terminate in breakouts. A casting ‘sequence’ normally lasts around ten to eleven
hours.

The considered ANN is a multilayer feedforward network with two hidden
layers, and is trained using two alternate techniques—by the steepest gradient
backpropagation method, and by a Differential Evolution optimization approach.
However, discussion on details of the ANN is tangential to the theme of this paper
and hence is not described further here.

The ANN is thus trained to distinguish between normal casting conditions, and
impending-breakout situations, based on the output value. It may be expected,
somewhat simplistically, that when the ANN is fed with test data, it will generate a
‘0’ for a good casting period, and a ‘1’ for a breakout-impending case. However, an
ANN cannot be perfectly accurate, and errors of three different origins will naturally
creep into ANN computations. First, noise in the training data set. It has to be kept
in mind that we are dealing with measured industrial data of a process that is
defined by hundreds of variables. Second, numerical errors of the ANN process. If a
perfect mathematical function were given to be learnt by the ANN, errors will never
reduce to exact zero. Finally, noise of the test data. Because the test data are also of
industrial origin, each data record will have its variations. Under these conditions
the trained ANN is not expected to generate a ‘0’ or a ‘1’, instead, it may be
realistically desired that for good cases, the output should be below 0.5, and for bad
cases, it should lie above 0.5. Thus, the value 0.5 is the classification ‘watershed’,
from the “classification perspective” of using the ANN to decide between the two
‘classes’ of normal and breakout-impending conditions.

Let us see how the ANN performs when it functions in the above manner, which
we now call as the “classification perspective”. The ANN is composed of two
hidden layers with 16 neurons each, along with an input layer with 6 input neurons
and a single-neuron output layer. The data used for training have 434 data sets, out
of which 143 are breakout cases, and 291 ‘good’ cases. At end of training, the
accuracy of “classification” on above lines is analyzed. It is seen that 6.3 % of
breakout cases and 2.1 % of good cases are classified wrongly. Figure 3 shows a
plot of the difference between the desired value (0 or 1) and the corresponding ANN
output. If a good case with desired value ‘0’ is misclassified as a breakout case with
an ANN output value greater than 0.5, it implies that the above difference will be
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less than −0.5. Conversely, if the difference is greater than +0.5, it implies that an
impending breakout (desired value ‘1’) is predicted as a good case with ANN
output less than 0.5. All other cases (i.e., difference in range −0.5 to +0.5) are
correctly classified. In addition, the average of all breakout cases comes to 0.863,
and of all good cases is 0.049, which gives a separation of 0.814.

The trained ANN is then used on test data. Total of 109 data points are taken, of
which 39 are impending-breakout cases and 70 are good cases. 18 % out of these 39
and 4.3 % out of 70 are classified wrongly. Figure 4 plots the difference between
desired and actual outputs on lines analogous to Fig. 3. The average of all breakout
cases comes to 0.774 and of all good cases at 0.087, giving a separation of 0.686.
As expected, one can see a significant deterioration in classification accuracy as one
moves from training data to test data.

There is a third element of testing of the ANN that is most crucial but cannot be
performed a priori, namely on the real-time industrial data. These are the data on
which the ANN is supposed to work when it is put in control mode, months or
possibly years after it has been trained on data extracted from a certain operational
window in time. Unlike any other process types, industrial processes tend to drift,
sometimes severely, in timescales of weeks and months. The performance of the
ANN on real industrial data—we may call these as ‘application data’—will degrade
further compared to that on test data. This is shown illustratively in Fig. 5a–c by
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allusion to a simple classification problem in two-dimensional space. The red and
gray balls (each ball representing an instance) are classified across the orange curve
which is the dividing line in a nonlinear problem—Fig. 5a shows the classification
result on training data, 5b on test data and Fig. 5c on application data. As one
moves from Fig. 5a–c, the classification deteriorates in the sense more and more of
the balls are misclassified, and the separation between the respective centroids
(averages) on either side keeps reducing. Figure 5a and b alludes to above actual
industrial observations.

Now let us evaluate the impact of these inaccuracies on the objective of pre-
venting adverse digressions of a continuous process. The ANN operating cycle is
1 s, implying that every 1 s it acquires new set of field inputs and generates an
output that is either “process-is-normal” or “impending breakout”. When a breakout
alarm is raised, certain corrective control steps on the process have to be manually
and immediately initiated. False alarms at a rate of 4 % (as seen in test data) imply
that on an average, once in every 25 s, an alarm is raised and corrective action has
to be taken, when nothing is wrong in the process! Let us assume for a moment that
ANN prediction accuracy could somehow be improved to a (hypothetical) level of
only 0.1 %—possibly the limit on accuracy that could be achieved on a real pro-
cess. Even this would imply that a false alarm is raised once every 1000 s, i.e., ∼3
times/hour or 70 times per day. If a crack breakout occurs on average once every
30 days, this would imply that to prevent one breakout, undesirable control action
has to be taken 2000 (i.e., ∼30 × 70) times! This will be unacceptable to any
operations engineer.

The implication of the above is that using an ANN in the traditional “classifi-
cation perspective”, the objective of achieving advance recognition, and consequent
prevention, of adverse digressions in the continuous process cannot be achieved in
practice. Hence, alternate mechanisms need to be developed.

Fig. 5 A 2-D nonlinear
classification problem; orange
curve is the dividing surface.
Notice how classification
accuracy reduces as one
moves from training to
application data, and the
separation between averages
reduce
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3 Shifting to the Continuity Paradigm

Let us for a moment define a hypothetical variable called the normality, or rather the
“abnormality” of casting. This is supposed to define at any instant how good, or
how bad, the “state of casting” is. This variable is conceptual in nature because no
such real physical parameter (unlike say temperature or velocity) exists in real and it
cannot be measured by any kind of instrument. But it can be of value as a reference
indicator of the instantaneous health of the process. Further, let this variable be ‘0’
when the state of casting is ideal, and ‘1’ just before occurrence of breakout, i.e., the
most abnormal state. Since the process is continuous time, it is natural that this
“abnormality” of casting will vary in a continuous manner (i.e., lower order
derivatives exist) between 0 and 1. Importantly, it will stay closer to 0 most of the
time, except on the verge of a breakout when it will continuously and monotonously
shoot up, within a short span of time, from a lower value towards 1—reflecting the
rapid adverse digression of the process.

Now let us look at the natural tendency of the output from theANN that is trained at
two extreme conditions, i.e., either at “process normal” and desired output at ‘0’, or at
process on verge of breakout with desired output at ‘1’. The compulsion to train the
ANNonly at these binary levelsflows from the lack of accurate knowledge/awareness
of the actual health of the process at past operational periods; all that is known (in the
absence of a hypothetical instrument as discussed above) is whether the process was
stable or was about to breakdown. The output from the trained ANN though—running
on ‘application data’ (as defined in Sect. 2)—is never a perfect ‘0’ or ‘1’ but mostly
in-between, reflecting the fact that real-time input conditions are notmatched perfectly
with either those that generated a ‘0’, or a ‘1’, at the time of training, but lie between
these two. This means that the ANN (as long as it is validated software) has not only
learnt the two extreme states of casting but has also aligned itself with the interme-
diate characteristics from which the bulk of actual training data is drawn, and places
the current instance accordingly to lie between these extremes. The implication is that
the ANNoutput varies with the continuity of the process, and behaves analogous to the
variable “process abnormality” defined above. Hence, it is also expected to
demonstrate the characteristics of continuity and monotonicity that prevail on the
verge of a breakout—the value shooting up sharply from a low normal to a high
abnormal during rapid adverse digressions of the real process.

One may observe a significant shift in paradigm in the above assessment of the
ANN output—from the “classification paradigm” that was discussed in Sect. 2 to the
“continuity paradigm” which comes naturally to it and is yet in harmony with the
natural continuity of the real process itself. It is this shift in paradigm that transforms
an impossible situation for practical application (as explained in Sect. 2) into one
with easy potential for real-time tracking of emerging adverse digressions.

To realize this potential, a few hurdles have to be crossed. One of these relates to
output noise. As seen in Fig. 5, when application data are passed into the ANN,
there are quite a few cases of “misclassification”, which may be called as large
errors. To neutralize these errors in a real-time framework, the best option is to
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consider moving averages, i.e., average taken over the past few discrete values in
time. This is illustrated in Fig. 6a, where the red and gray balls now reflect
assessments at different instances, across two different time periods—one of good
(say gray) and another of “bad” (red) casting, with some instances assessed and
placed wrongly. While the red and gray balls can potentially be placed anywhere in
the field, the moving averages—denoted by the respective crosses—will necessarily
remain confined within the respective circles and well within their respective good
and bad domains. Hence, the output from the ANN—which we may call “Abnor-
mality Index” need not be used directly but only after taking moving average across
a short time span. This may be denoted as “Moving Abnormality Index” or MAI.

The mechanism for real-time tracking of emerging adverse digressions on the
basis of the “continuity paradigm” is illustrated in Fig. 6a and b. The figure has two
parts aligned mutually. The lower part shows the trend of conceived parameter
“actual process abnormality” across time. Let us say, hypothetically, that there is an
instrument to measure this variable and it returns a precise value. The black curve
shows this trend across time. In the initial period, casting is normal and the value is
low. A breakout-like situation emerges towards the end of the considered time
window. At that point, the abnormality shoots up and approaches 1, followed by a
breakout unless that is detected and then prevented by corrective action. The blue
(lighter) curve denotes the corresponding predicted MAI values. Because the ANN
has a residual level of inaccuracy, there is always a difference with the precise
(hypothetical) value. When the abnormality is approached, however, the MAI also
shoots up—though remaining somewhat deviant from the actual value. It is this
sudden rise of the MAI that is interpreted as the impending breakout. The upper
part of Fig. 6, i.e., Fig. 6a, reflects two zones—good and bad—with respective
instances and bounds of MAI shown. As the breakout period approaches and the

Fig. 6 Illustration of the dynamics of the continuity paradigm. There is always a difference
between the ANN-predicted Abnormality Index (Al), and the “measured” or precise value.
However, when process is normal, both are low—and under adverse digressions both shoot
up. We look at the fast change in value—its jump from one regime into another, not the absolute
numbers of the ANN—predicted Al
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MAI changes rapidly, it effectively breaks through the good zone border into the
bad. The alignment in time of the green arrow in the upper figure, with the pink oval
in the lower, may be noticed—this is the “transition” period. Towards the end of the
transition period, warning is issued and action taken.

The steps of the algorithm for detecting rapid adverse digressions are as follows:

Step 1 The ANN runs on a processor that receives six field inputs in real time and
generates an Abnormality Index (AI) in 1-s cycles

Step 2 The instantaneously predicted AI is used to generate the Moving Average
computed over a period of past ‘n’ seconds called MAI

Step 3 At every instant there is calculated a Normal Index of Current Casting
(NICC) which is an average value of AI of past 1 h of casting (explanation
follows below)1

Step 4 The MAI is compared against the NICC and if it is some threshold ratio
(or ‘Rise Factor’) more than NICC it is taken as indication of digression
into bad casting—in which case the remedial action is flashed on HMI
screens for operators to execute

Step 5 In either case—normal or digression detected—execution returns to
Step 1.

4 Results, Generalization and Further Work

The system CAFOS—Caster Advance Fault Forecasting System—has been put
online at a steel manufacturing facility. Figures 7, 8, 9 and 10 illustrate results on
four different casting sequences, two of which ended in breakouts and two normal.
The MAI, NICC, and actual alarms—in red bold—are shown. Figures 7 and 8 relate
to breakouts, while Figs. 9 and 10 represent good cases—shown here to demon-
strate that false alarms are rare. On an average less than one false alarm is raised in
every sequence, while approximately sixty sequences have one breakout. Recalling
the discussion towards the end of Sect. 2, it follows that for preventing one breakout
control action needs to be taken about fifty times—improvement by a factor of forty
over the earlier estimated two thousand control actions needed on a near-zero error
ANN (impractical in real). This has been made possible primarily by a shift in
paradigm—from that of classification to that of continuity.

1Explanation of NICC:
The NICC is actually the baseline AI predicted by the ANN over periods of good casting. In

the 168 h of the week, it may be assumed that approximately 160 h of good casting is performed.
In other words, 95 % of the time casting is “good”. However, the value of AI can drift based on
specific casting conditions. Hence, the average AI of last 1 h of casting can be considered as the
reference baseline abnormality index of good casting—called Normal Index of Current Casting or
NICC. In a different technical domain, the Normality Condition can be extracted based on anal-
ogous considerations, with appropriate variation of time window.
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Let us now return to what we had set out to achieve—a reliable mechanism for
advance prediction of impending adverse digressions in continuous–time systems
that can be applied generically to any system—natural or manmade—satisfying the
“continuous-time” criterion. We had identified two non-trivial tasks as baseline
requirements for such a mechanism—one, identifying the variables of the system
that combine together to engender the digression, and two, deciphering the
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characteristics of this combinatorial relationship. The first task is domain specific
and involves domain knowledge and basic statistics. The second can be attained
using any ANN of good accuracy. The two tasks on accomplishment will still elude
a real-time mechanism of high reliability to predict rapid adverse digressions. It is
the current development that completes the chain—which is based on a shift of
paradigm from that of “classification” to that of “continuity”. This is the core
contribution of this work.

The continuous casting process in steel manufacturing is an instance of suc-
cessful application of this generic mechanism. All the constructs that have been
created here, the “moving abnormality index”, the “normality index”, the “rise
factor”, etc., will hold equally well in any other process. However, their timescales
will be a function of the nature of the process. In fact, industrial processes are more
difficult candidates for application of this mechanism as by their very nature they
tend to drift—complicating the attainment of the two aforementioned baseline tasks.

Considering the possibility of drifts in an industrial process, it is proposed to use
adaptive systems for online modification of the ANN that is used for generating the
abnormality index. In this application on the breakout forecasting problem,
investigations on an ‘Adaptive Critic’ approach [5] are underway.

5 Conclusions

A generic methodology has been developed for online prediction of rapid adverse
digressions in continuous-time systems, prior to the actual occurrence of these
digressions when predefined corrective action can be taken to mitigate progression
towards the undesirable state. The complete methodology itself consists of three
stages. The first two stages that deal with recognition of participatory parameters
and deciphering their combinatorial relationship—the attainment of which engen-
ders the digression—are domain specific and involve statistical analysis and stan-
dard prediction tools like Artificial Neural Networks (ANN). The third stage that
transforms the ANN output into a reliable measure of the instantaneous digression
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of the system from its normal is generic across domains and has been developed in
this work. The conceptualization, development and validation of this methodology
have been executed on a specific industrial process—the continuous casting process
in steel manufacturing—and are described in this paper.
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Determination of Suitable ANN
Architecture for Groundwater Fluoride
Prediction

Kumari Neeta and Pathak Gopal

Abstract Using soft computing methods is considered as an innovative approach
for constructing a computationally intelligent system, having humanlike expertise
in a specific domain. They learn the system and adapt themselves with the varying
pattern and at the end they take decisions for future trends. The applications of these
techniques, for prediction of trends in environmental problems, are increasing day
by day. In the present study, the ANN model was used for groundwater fluoride
prediction in western parts of Jharkhand district, India. MATLAB software is used
for artificial neural network and graphical user interface (GUI) toolboxes. The
performance criteria used for the measurement of efficiency and accuracy were root
mean square error (RMSE) and regression coefficient (R2). The 6-year dataset for
fluoride level in groundwater is used for prediction. The input parameters used were
depth, groundwater level, electrical conductivity (EC), pH, chloride (Cl), bicar-
bonates (HCO3), calcium (Ca), magnesium (Mg), and sodium (Na). The search of
suitable architecture was done by the evaluation of predicted output with the actual
fluoride level data. Simulation results reveal that three-layered feed forward
backpropagation type of network with Levenberg–Marquardt (LM) training algo-
rithm is the promising architecture for groundwater fluoride prediction.
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1 Introduction

Water in the saturated zone is called groundwater. Fluoride is found in the
groundwater in the form of dissolved ions. A small amount of fluoride is an
important component for bone mineralization and dental enamel formation [1].
Fluoride bearing rocks such as cryolite, fluorite, fluorspar, hydroxyapatite and
fluorapatite are the major sources of fluoride in groundwater [2]. The amount of
fluoride present in groundwater depends on many factors such as presence of
fluoride bearing minerals and their solubility in groundwater, flowing groundwater
velocity, temperature, pH, and concentration of ions in water mainly Ca and HCO3

−

ions [3, 4]. As per the WHO (World Health Organization) standards, the maximum
and permissible limits for drinking water fluoride are 1.5 and 1.0 mg/l, respectively
[5]. The Indian standard specifications for drinking water IS 10500 prescribed the
desirable limit for drinking water fluoride as 0.6–1.0 mg/l and the maximum limit is
extended to 1.5 mg/l. If the fluoride content in the drinking water is below 0.6 mg/l,
the water should be rejected. Artificial neural network is the most viable compu-
tational model for many hydrology problems as it can identify the complex
non-linear relationship between input and output parameters. Regression analysis is
one of the data processing methods but is not as efficient in understanding the
relation between variables as ANN is [6]. It even extracts pattern from complicated
and imprecise data which cannot be noticed by human brain or conventional
computers or other computational techniques [7]. Literature reports that ANN is a
very good technique in rainfall–runoff modeling, reservoir inflow forecasting, water
quality prediction [8], groundwater simulation [9] and variation in groundwater
quality [10, 11]. The most critical part of it is the determination of network structure
which is done by trial and error method which is time consuming but it has an
advantage that it can learn and apply the knowledge obtained from the previous
data or training. Then validation of learning model can be done by validation data
set to reach the desired error goal. Repeated training with different topology
increases the accuracy of the model and can reach up to maximum. Thus, the proper
determination of ANN model structure and training can result in optimal structure
which can be efficiently used in forecasting or prediction in water resource man-
agement or planning.

2 Materials and Methodology

2.1 Study Area and Data

Jharkhand means ‘The Forest Area’, nearly 29 % of the total geographical area is
under forest foliage. Jharkhand is the 28th state in India having 13th rank as per the
population and 15th rank considering the geographical area having 30 % of the total
population as tribal. The population of Jharkhand is 32,966,238 (2011 census) and
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covers an area of 79,714 km2. Six years of both primary and secondary type of data
are acquired from various government agencies for this study and meteorological
data acquired from IMD Pune (Figs. 1 and 2).

2.2 Artificial Neural Network Model

MATLAB software ANN GUI toolboxes were used for this study. The data are
acquired from various agencies pertaining to the water quality data of western parts
of Jharkhand with special focus on fluoride. There is no certain fixed rule base for
ANN model structure. It is determined on the basis of trial and error basis. The
performance of the model generally depends on number of hidden layers, number
of hidden neurons in one layer, learning rate and learning algorithm, momentum

Fig. 1 Location map of study area [16]

Fig. 2 The screen caption (view) of proposed network (network/data manager)
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factor and transfer function. In ANN architecture, input layer has neurons equal to
the number of input parameters, varying neurons in hidden layer and output layer
has single neuron. The 165 dataset/patterns are divided as: 80 % of the dataset is
used for training and 20 % is used for validation and testing. In this process,
multilayered feedforward neural network is used with LM training algorithm. The
best fit values are MSE = 0, R2 = 1. Up to 75 % (0.75) of R2 value is significant.
Results are compared and the best model is selected and this process is reported in
almost all literature [12]. Model is trained for five sets of input parameters and then
testing and validation is done.

Data Normalization: Through min–max normalization the original data are
linearly transformed. In this study, the data are normalized in the form of [0, 1]. The
below formula is suggested by Jain and Bhandare in 2011 [13].

d
0
= d−minðpÞ m̸axðpÞ−minðpÞ; Heremin(p) = 0,maxðpÞ=1, and d′ is the new value of d.

ð1Þ

Denormalization of output data: The output is in the normalized form so it
should be denormalised to get the original value. The formula used for denor-
malization is as follows:

C= ðd′ÞðmaxðpÞ−minðpÞÞ+minðpÞ; Here d′ is the normalized output value of d.

ð2Þ

3 Model Architecture Determination

The model structure determined on the basis of trial and error method using
ANN GUI toolboxes in MATLAB software. Network creation needed different
strategies such as the effect of various neurons per layer, number of layers in the
neural network, effect of transfer (activation) function, effect of training algorithm,
effect of learning algorithm, effect of momentum factor and learning rate.

3.1 Performance Evaluation of the Model

The best ANN architecture was chosen with the comparison with all the chosen
models and the selection is based on lowest RMSE and linear regression percent-
age, R.
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4 Results and Discussion

Here, MSE is mean squared error and R is linear regression percentage,
Epoch-MSE is the epoch at which best validation took place and the error is least.
The maximum correlation between output and target and least MSE was found at
the 10 neurons and after that 25, 30, 5 were the next best. On this basis, trial was
done for various combinations of hidden neurons in the layers. The number of
layers is to be decided which will give best optimal result.

With three layers, maximum R and least MSE are recorded in comparison to other
two. So three layers are selected for the ANN architecture. As per literature, after
three layers the performance of network decreases [7, 14] (Tables 1, 2, 3 and 4).

Table 1 The effect of number of neurons per layer

No. of neurons Linear regression percentage; R (all) Performance value
(MSE)

Epoch-MSE

5 0.90899 0.018374 12
10 0.94745 0.027241 12
15 0.84978 0.066638 2
20 0.88444 0.020866 4
25 0.92919 0.029762 3
30 0.91095 0.064125 8
35 0.83911 0.039202 3
40 0.88273 0.020284 8
45 0.88165 0.058607 3
50 0.86467 0.067265 6

55 0.85595 0.040826 8
60 0.88316 0.046806 6

Table 2 Effect of layers in the neural network

Number of layers R (all) Performance value
(MSE)

Epoch-MSE

2 0.93537 0.034164 12
3 0.96023 0.0194 5
4 0.92078 0.067466 15

Table 3 Effect of training algorithm—by changing training algorithm

Epoch Algorithm R all MSE MSE-Ep

200 LM 0.95522 0.026321 6
200 RP 0.90981 0.01219 95
200 GDM 0.39347 0.083728 200
200 BR 0.9187 0.40012 30
200 GD 0.42884 0.13068 200
200 GDX 0.86704 0.053364 127
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Here, LM is the Levenberg–Marquardt algorithm; RP is the resilient back-
propagation; GDM is the gradient descent with momentum; BR is the Bayesian
regularization; GD is the gradient descent method; GDX is the variable learning rate
backpropagation.

The best result is associated with Levenberg–Marquardt training algorithm. Most
research papers have used Levenberg–Marquardt backpropagation with
log-sigmoid or tan-sigmoid or pure linear transfer function [7, 12, 15].

Here, the best result is recorded with LEARNGDM learning algorithm.
The performance and regression plots of the best finding in case of neurons,

number of layers, training algorithm and learning algorithm are given as below
(Fig. 3):

Three layers (Fig. 4).
Training algorithm: Levenberg–Marquardt (Fig. 5).
Learning algorithm (Fig. 6).

Table 4 Effect of learning algorithm—by changing learning algorithm

Epoch Training
algorithm

Learning
algorithm

R all MSE MSE-Ep

200 LM LEARNGD 0.88867 0.048897 7
200 LM LEARNGDM 0.94289 0.023743 6

Fig. 3 Regression and performance plot for 10 neurons

Fig. 4 Regression and performance plot for three layers
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5 Conclusion and Recommendation

Thus, the best ANN architecture for fluoride prediction in groundwater was found
as below: feedforward backpropagation, Levenberg–Marquardt algorithm,
LEARNGDM, three layered. Number of neurons in the layer is taken by the trial
and error method; many combinations were run and the following three had shown
some good results, so with different input combinations, the following three options
were considered in finding the optimal model. They are 6-12-1, 9-15-1 and 12-20-1.
Transfer function: Tansig/Logsig for first two hidden layers and Purelin for output
layer, Epochs: 200, Training error goal: 0.001, Mu: 0.5, 0.7, 0.9, Mu (increment):
1.05, Mu (decrement): 0.2, 0.4, 0.7. The model performance was assessed by
varying the number of input neurons.
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Neural Network Based Breakout
Predicting System for All Four Strands
of Caster in a Continuous Casting Shop—
A Case Study

Md Obaidullah Ansari, J. Ghose and R. Kumar

Abstract In continuous casting of steel, liquid steel is continuously solidified into
a finished product. Bokaro Steel Limited have slab caster and during continuous
casting, one of the major operational irregularities encountered is breakout.
A breakout is a hazard whereby the thin shell of the strand breaks, allowing the
still-molten metal inside the strand to leak out from the mould, thus necessitating an
expensive machine shutdown. Hence the breakout has a profound influence on the
caster availability; affecting the productivity, cost of production, damage of
machinery, safety hazards, etc. Breakouts occur due to the presence of a primary
crack before solidification of liquid steel. Controlling the primary cracks lead to
reduce chances of breakouts. Breakout prediction system of Bokaro Steel Limited
uses only thermocouples temperature as an input of logic based algorithm con-
trolled by strand PLC to predict breakout and generate alarm. This system some-
times generates lots of false alarm and sometimes even fails to generate an alarm
before breakout. In this paper, two back-propagation neural networks are developed
to predict the presence of primary crack that might lead to breakout of liquid steel.
One is neural network1 train only with one input parameter (temperatures of
thermocouples attached to the mould) and the other is neural network2 train with
three input parameters (temperatures of thermocouples, casting speed and mould
level). Both the neural network1 and network2 have only one output. Output of
neural networks is either 0 for no alarm (no primary crack) or 1 for alarm (presence
of primary crack) in breakout conditions. Comparison of the network1 with net-
work2 showed that network2 has less output error, better performance and identifies
primary crack more accurately. Performance of neural networks are done using
Levenberg–Marquardt training algorithm, and also log sigmoid transfer function is
used for both the hidden and output layer. The neural networks model training,
validation and testing is done by simulating in Mat-Lab/Simulink.
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Keywords Continuous casting ⋅ Mould ⋅ Thermocouple temperature ⋅
Breakout prediction ⋅ Neural network ⋅ Mat-Lab/Simulink

1 Introduction

Steel Authority of India Limited (SAIL) is the leading steel making company in
India. Bokaro Steel Limited (BSL) is one of the integrated steel plants of SAIL in
India producing mainly flat products. In continuous casting, the molten steel from
the steelmaking operation or ladle metallurgy step is cast directly into semi-finished
shapes (slabs, blooms, and billets) [1]. Continuous casting represents a tremendous
savings in time, labor, energy and capital. By casting the steel directly into
semi-finished shapes, the following steps are eliminated: ingot teeming, stripping,
& transfer to soaking pits and primary rolling. Continuous casting also increases
yield and product quality. In continuous casting shop (CCS) one of the major
operational irregularities encountered is breakout. A breakout is a hazard whereby
the thin shell of the strand breaks, allowing the still-molten metal inside the strand
to leak out from the mould, thus necessitating an expensive machine shutdown.
Hence, the breakout has a profound influence on the caster availability; affecting the
productivity, cost of production, damage of machinery, safety hazards, etc. [2]. Of
all the breakout prediction systems, mainly two types of breakout prediction
method are popular. One is thermocouple based breakout prediction system [3] and
the other is mould friction based breakout prediction system [4]. The thermocouple
based system is reliable and easy to use, therefore, BSL is using thermocouple
measuring method. In thermocouple measuring method, mould temperature is
measured using thermocouples which are attached on the straight mould plates
made of copper. The dimensions of the mould are 900 mm length, 2000 mm width
and thickness 200–225 mm as shown in Fig. 1. The thermocouples are attached at
the wide sides and at the narrow sides of the mould as shown in Fig. 1. Breakout
prediction system of Bokaro Steel Limited uses only thermocouples temperature as
an input of logic based algorithm controlled by strand programmable logic con-
troller to predict breakout and generate alarm. This system generates lots of false
alarm and many a times even fails to generate an alarm before breakout. Thus, there
is a tremendous need to have a BOPS system which can be very effective in
predicting breakouts. Literature survey shows that artificial intelligence can be used
to develop an effective BOPS system as shown in Table 1.

Literature survey shows that artificial intelligence (mainely neural network) can
be used to develop an effective BOPS system. From the above works it is clear that
the all papers used different types of tools, algorithms and techniques to train the
neural network. Most of the work as shown in the above table used mould ther-
mocouples temperature as an input of neural network.
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2 Causes of Breakouts

Breakout can occur due to many causes. To develop an effective BOPS system, one
has to know the causes of breakouts. Approximately last 6 years data of breakouts
and their causes is collected from operational log books of BSL. Table 2 shows the
number of breakout and their causes of all four strands of caster in BSL.

From the Table 2, it clearly shows that the major causes of breakouts are due to
sticker formation, inappropriate casting speed, inappropriate mould level, and
improper mould taper adjustment.

Fig. 1 Copper mould used
for continuous casting

Table 1 Previous works on BOPS system

References Neural network input Tools, algorithms and methods

Mugwagwa
et al. [5]

Thermocouple temperature Feed-forward back propagation neural
network

Cheng et al.
[6]

Thermocouple temperature BP neural network based on genetic
algorithm

Qing et al.
[7]

Thermocouple temperature Neural network based on the least squares
support vector machine (LSSVM)

Ben-guo
et al. [3]

Thermocouple temperature BP neural network, based on the
Levenberg-Marquardt (LM) algorithm

Ren et al. [8] Thermocouple temperature Fuzzy neural network based on T-S
(Takagi-Sugeno) model

Li et al. [9] Thermocouple temperature,
mould friction

BP neural network and dynamic fuzzy neural
network

Zening et al.
[10]

Thermocouple temperature BP neural network combined with actual
situation is redesigned (feedback)

J. Adamy
[11]

Thermocouple temperature Fuzzy meal automation to recognize the
temperature patterns
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3 Loss Due to Breakout

Breakouts in continuous casting may result in huge production losses. Table 2
clearly shows that there is an average 22.36 breakouts per year. Each breakout
causes the caster to be shut down for about 4 h. One hour of shut down means loss
of one heat (280 Tons of liquid steel). Table 3 shows that losses due breakout in last
six years.

BOPS system is an important part of CCS. In BSL logic based BOPS system is
used and this system fails to predict breakout. Annually 22.36 breakouts take place
as shown in Table 2 and 89.44 heat losses per year as shown in Table 3 due to the

Table 2 Year wise data of causes and occurrence of breakout

Breakout in moulds
of all four strands of
caster

2008–
09

2009–
10

2010–
11

2011–
12

2012–
13

2013–
14 (till
Dec)

Total

Sticker formation 11 5 5 7 16 1 45
Packing leakage 0 1 1 0 2 1 5
Dummy bar 0 0 0 0 0 0 0
Tundish slag flow 0 2 2 0 0 0 4
Casting speed
problem

4 3 3 2 4 4 20

Low ‘Ca’ ring
problem

0 1 1 1 0 0 3

Casting powder 4 1 1 1 0 0 7
Taper/mould
problem

2 5 5 5 1 2 20

Foot roll problem 0 0 0 0 0 0 0
Spray cooling
problem

0 0 0 2 0 0 2

Mould level/MOM 4 2 2 2 1 1 14
High nitrogen/‘B’ 0 1 1 0 1 0 3
Total 25 21 21 20 25 11 123
Average breakout 22.36 per year

Table 3 Production losses due to breakouts

Particulars Value

No. of breakout (April’08 to Dec’14) per year 22.36
After breakout an average 3–4 h required to restart the caster
Average delay due to breakout = (4 × 22.36) = 89.44 h/years
Heat loss due to breakout per year 89.44
Average weight of one heat in ton 280
Annual production loss in term of liquid steel in ton 250432

Cost of one ton of steel ≠ 26000
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failure of BOPS system. Most of the literature survey shows that artificial intelli-
gence (mainly neural network) is used to predict breakout. However, all work used
only thermocouple temperature as an input for their tools (neural network, fuzzy
based BOPS system) as shown in Table 1. From Table 1 it is clear that not only
thermocouple temperature but casting speed, mould level and taper/mould problem
is also responsible for breakout of liquid steel. Therefore, a neural network has been
developed with three input parameters, i.e. thermocouples temperature difference,
casting speed and mould level to predict breakouts.

4 Network Design

A two layer-feed forward BP (Back Propagation) neural network is one of the most
widely used model in breakout prediction system [12–16]. In this work the breakout
prediction system has been constructed based on a BP neural network model which
is optimized with Levenberg Marquardt (LM) training algorithm. Levenberg
Marquardt (LM) training algorithm is considered to be the quickest training
method. In this work two back-propagation neural networks are developed to
predict the presence of primary crack that might lead to breakout of liquid steel.
One is neural network1 train only with one input parameter (temperatures of
thermocouples attached to the mould) and other is neural network2 train with three
input parameters (temperatures of thermocouples, casting speed and mould level).
The neural network1 and network2, both networks have only one output. Output of
neural networks is either 0 for no alarm (no primary crack) or 1 for alarm (presence
of primary crack) in breakout conditions as shown in Figs. 2 and 3, respectively.
Both networks have only one output. Output of neural networks is either 0 for no
alarm or 1 for alarm in breakout conditions.

4.1 Training Data for Networks

The data for training the developed networks were collected from log book of BSL
continuous casting shop. The breakout data used was 10 × 100 matrix, repre-
senting 100 samples of 10 elements. The target data was 1 × 100 matrix (target is
always 1 or alarm or presence of primary cracks on semi-solidified slab). The data

NEURAL 
NETWORK

Thermocouple 
temperature 

(eight inputs)

Either 0 for no 
breakout alarm or 1 
for breakout alarm 

(one output)

Fig. 2 Neural network1 with only one input parameter
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of no breakout used was 10 × 100 matrix, representing 100 samples of 10 ele-
ments. The target data for no breakout was a 1 × 100 matrix (target is always 0 or
no alarm or absence of primary cracks on semi-solidified slab).

In above input data there are 10 inputs (8 inputs for mould thermocouple tem-
perature, 1 input for casting speed and 1 input for mould level).

4.2 Normalization by Scaling Between 0 and 1

The input signals were of varied magnitude. To eliminate the effect of the variations
the input data was normalized as follows.

The normalized value of e¡ for variable E in the ith row is calculated as:

Normalized ðeiÞ= ei −Emin

Emax −Emin

Emin = the minimum value for the variable E; Emax = the maximum value for the
variable E; if Emin and Emax are equal, then ei = 0.5.

4.3 Training Parameters

The Levenberg–Marquardt (trainlm) with the mean square error performance
function was used as the training method. The network accepts ten inputs (eight
mould thermocouple temperature, casting speed and mould level), and a total of ten
neurons make up the input layer. The hidden layer is increased or reduced in the
iterative training process. However, after iterating, 30 neurons were used for the
hidden layer. The transfer function is the log-sigmoid because of its ability to accept
large positive or negative inputs and squash them to between 0 and 1.

NEURAL 
NETWORK

Thermocouple 
temperature 

(eight inputs)

Either 0 for no 
breakout alarm or 1 
for breakout alarm 

(one output)
Casting speed 

and mould level

Fig. 3 Neural network2 with three input parameters
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4.4 Training Neural Network1 and Network2

The neural network2 is trained with ten inputs (8 inputs for mould thermocouple
temperature, 1 input for casting speed and 1 input for mould level). The neural
network1 is trained with eight inputs (8 inputs for mould thermocouple temperature
only). Both neural network 1 and neural network 2 were trained using normailized
data. Neural network pattern recognition tool was used to develop the neural net-
works. The general predictive neural network is modelled with 10 inputs, 30 hidden
neurons and one neuron in the output layer. The neural network1 and network2
were trained with 200 samples (normalized data). Random division of the 200
samples is shown in Table 4.

4.5 Result and Discussion

Performance of the neural network1 and neural network2 after the training is shown
in Fig. 4a, b, respectively.

Best performance of the neural network1 and network2 is at epoch 25 and 29,
respectively. From Fig. 4a, b it is clearly shown that neural network2 performance
is good as compared to the network1. Now to compare the output error of the neural
networks. Output error present in neural network2 is less as compared to the neural
network1 as shown in Figs. 5 and 6.

Table 4 Random divide 200
sample for the networks

Training Validation Testing

80 % data 10 % data 10 % data
160 samples 20 samples 20 samples

Fig. 4 a Best performance of the network1, b best performance of the network2
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A simulink model of neural network 2 is developed to predict the breakout is
shown in Fig. 7. This simulink model can be fed with different inputs and should be
able to predict any break out (i.e. presence or absence of primary crack on
semi-solidified slab during casting). The inputs for this model are the set of mould
thermocouple temperatures, casting speed and mould level.

The simulink model can be tested with various inputs. Two set of inputs were
applied to test the simulink model. First set of input is {0.13287, 0.7826, 0.46341,
0.70182, 0.1796, 0.8571, 0.9204, 0.7755, 0.8144, and 0.8841} and corresponding
output is 1 as shown in Fig. 8. When there is a breakout on the slab, the output
neural network 2 is 1. Second set of input is {0.23776, 0.8587, 0.73171, 0.92727,

Fig. 5 Output error of network1

Fig. 6 Output error of network2
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0.1737, 0.9643, 0.6106, 0.7347, 0.9588 and 0.9034} and corresponding output is 0
as shown in Fig. 9. Absence of any breakout on the slab output is 0.

Fig. 7 Simulink model of BOPS system

Fig. 8 In case of a crack (1)

Fig. 9 In case of a no crack (0)
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5 Conclusion

In BSL, logic based BOPS system is used to predict breakout during casting, this
system generates false alarm and many a times even fails to generate an alarm
before breakout. Artificial intelligent (mainly neural network) can be used effec-
tively to predict breakout. Previous works considered only mould thermocouples
temperature as an input of neural network. But this paper considered three
parameters, i.e. temperatures of mould, casting speed, and mould level as input for
the neural network. It has also been shown that such neural network with three input
parameter yield better results in comparison with neural network based with only
mould thermocouples temperature as the input. Hence, to accurately predict
breakouts, neural network based prediction system with temperatures of mould,
casting speed, and mould level as input parameters can be used.
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Software Reliability Prediction Based
on Radial Basis Function Neural Network

Pravas Ranjan Bal and Durga Prasad Mohapatra

Abstract Reliability of software is the key factor of software quality estimation
during the testing period of software. This paper proposes a nonparametric method
using radial basis function neural network for predicting software reliability. The
Bayesian Regularization method is applied in the proposed model to improve the
generalization and to avoid the over fitting problem. The proposed scheme has been
tested on five benchmark datasets. The results of the system are compared with
other states of the traditional method and it is observed that the proposed archi-
tecture outperforms its competent systems. The results of the proposed architecture
have been adequately tested with a single feed-forward neural network model and a
linear parametric software reliability growth model. The experimental result shows
that the radial basis function of neural network yields better performance than the
traditional software reliability growth model (SRGM).

Keywords Radial basis function ⋅ Software reliability ⋅ Feed forward neural
network ⋅ Software reliability growth model

1 Introduction

The reliability of a software, as defined by ANSI, indicates that the probability of
software failure free operation for a specified period in a specified environment [1,
2]. The prediction of software reliability is the task in which we can predict the
future failure data and its performance using some past failure software reliability
datasets of many software industries. In the last three decades, most of the software
reliability growth models have been developed to predict the software reliability
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and its cost and time factors. They are broadly categorized into two types: such as
non-parametric models and parametric models. Some parametric models are pop-
ularly used in some practical engineering of software reliability and these models
are based on the non-homogeneous Poisson process (NHPP) [3, 4]. Finally, it has
been proven that all models cannot predict accurately for all cases [5]. Most of the
non-parametric models such as different types of neural network (such as
feed-forward and recurrent neural network), probabilistic neural network (PNN),
support vector machine (SVM) and self-organizing map (SOM) can predict the
reliability of the software metrics like failure rate, next time to failure, detection of
cumulative failures, etc. These models are specially based on statistical models.
Finally, we conclude that the non-parametric architectural models have better
prediction capability than other types of the parametric models [6–9].

In this work, we propose a non-parametric model of software reliability pre-
diction using radial basis function neural network which can accurately predict
software reliability than other feed forward neural network and another Software
Reliability Growth Model (SRGM) [10, 11].

The rest of this paper has been organized in the following manner. Section 2
briefly describes some related work for prediction of software reliability of different
datasets. Section 3 briefly describes the proposed model for software reliability
prediction. Section 4 presents the experimental results and finally, Sect. 5 con-
cludes the paper.

2 Literature Survey

In this section, we briefly discuss the related works using different types of neural
networks for prediction of software reliability.

Karunanithi et al. [8, 9] first introduced different types of neural networks such
as feed-forward and recurrent for prediction of software reliability of some standard
datasets. They had applied some feed forward neural network (FFNN) and recurrent
neural network (RNN) along with elman neural network (ENN) and jordan neural
network (JNN) are used to predict the cumulative number of software detected
faults using execution time of software as input. They observed that the neural
network could construct many models by varying its performance and complexity
for different types of datasets.

Sitte [12] suggested two types of prediction methods for software reliability such
as neural networks and its recalibration of some parametric architectural models.
These two methods were compared using some standard datasets and measurement
of the software reliability. He observed that the neural networks gave better pre-
diction than other models.

Ho et al. [13] have used a modified Elman Recurrent Neural Network (ERNN)
model to predict the number of software failures of standard datasets for prediction
of software reliability. They observed that the effectiveness of different weights in
proposed architecture. They also presented a comparative study of the proposed
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model with other existing models namely jordan recurrent neural network (JRNN),
feed forward neural network (FFNN) model and some other parametric models.

Zhang et al. [14] studied that the effectiveness of back-propagation neural net-
work (BPNN) model for prediction of software reliability. They have predicted the
next failure time by considering multiple recent failure time as the input. Finally,
they concluded that the effectiveness of the neural network model and its perfor-
mance depends on the nature of these standard datasets.

Tian and Noore [15, 16] used an evolutionary neural network model for pre-
diction of software reliability using multiple input single output architecture. They
have also used a genetic algorithm to optimize the input nodes and the hidden nodes
of the network and observed that whenever new failure data comes, the neural
architecture model is configured dynamically.

Su et al. [7] proposed a Dynamically Weighted Combinational Model (DWCM)
for prediction of software reliability using neural network. They have used different
types of activation functions in the hidden layer of the proposed model and noticed
that the proposed architecture provides a better prediction than other traditional
NHPP models.

Literature survey reveals that most of the network models used feed forward and
recurrent neural network to predict the software reliability of some standard data-
sets. However, use of radial basis function is limited. So, this work focuses only on
radial basis function with a goal to obtain better prediction.

3 Proposed Work

In this section, we have presented the block diagram of the proposed model for
prediction of software reliability data based on the radial basis function neural
network. The overall block diagram of this model is shown in Fig. 1.

Dataset. We have used five types of datasets Data1, Data2, Data3, Data4 and
Data5 [1] for our model. All datasets are collected from real-time command and
control application, flight dynamic application, flight dynamic application, flight
dynamic application and single user workstation, respectively.

Fig. 1 Block diagram of RBFNN model
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Data Normalization. We have normalized all datasets in the range between
[min, max] (e.g. [0, 1]) using min-max formula is given by the equation as follows.

Normalized tið Þ= ti − minAð Þ max−minð Þ ̸ maxA − minAð Þð Þ+min ð1Þ

Prediction Based on RBFNN. RBFNN is used to predict the reliability of
software data based on the radial basis function as activation function in the hidden
layer of neural network.

Evaluate Performance of the Model. We have used two types of errors like
MSEs and REs for performance comparison of the proposed model with other
models.

3.1 Reliability of Software Data

The reliability of software data are organized in pair {ti, Ni}, where ti is the exe-
cution time used for input of the proposed model and Ni is the cumulative number
of failures used as the output of the proposed model. The software reliability data of
Data1 [1] are depicted in Fig. 2.

3.2 RBFNN Model

The prediction system based on the radial basis function neural network (RBFNN)
is shown in Fig. 3. RBFNN model is three layer architecture such as an input layer,
a hidden layer consists of radial basis function as transfer function and an output

Fig. 2 Example of software
reliability data
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layer. This architecture also follows single-input and single-output system. We have
used the activation function as radial basis function in the hidden layer. The hidden
layer consists of k neurons. The execution time of software ti is supplied as input to
the model and the number of software failures Ni for prediction is produced the
output of our proposed model.

3.3 Derivation of Radial Basis Function

We have chosen the activation function based on radial basis function as follows.
The input of the radial basis function can be designed as the real numbers t ϵ Rn and
the output of radial basis function network can be conceived as f(x) ϵ Rn → R is
given as follows

f ðxÞ= ∑
k

i=1
wi �ðx− ciÞ ð2Þ

where, k is the number of neurons, x is the number of inputs, wi is the weights of
neuron i and ci is the centroid for neuron i.

The function ϕ(x − ci) is calculated by the Euclidian distance as given by

ϕ ðx− ciÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k

i = 1 ðx− ciÞ2
q

ð3Þ

We have used the Bayesian Regularization method to improve generalization and
avoid the over fitting problem [17] of the network. The error is defined as follows

Error = α MSE+ ð1− αÞ MSW ð4Þ

where, α is the performance ratio, MSW is the mean square weights and MSE is the
mean square error.

Fig. 3 The architecture of RBFNN model
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3.4 Performance Measures

We need some meaningful performance measures to compare the software relia-
bility prediction. Here, the proposed model is trained with some part of data and the
rest of the failure data is applied for testing purpose. In this approach, we have used
two types of errors in performance measurement. The relative error (RE) and Mean
Square Error (MSE) are defined as follows

RE=
ðyî − yiÞ

yi
× 100 ð5Þ

MSE=
1
n
∑
n

i=1
ðyî − yiÞ2 ð6Þ

where, n is the total number of data samples, ŷi is the predicted value and yi is the
actual value.

4 Experimental Results and Comparisons

The proposed model is simulated in MATLAB 2014a. We have used five types of
datasets Data1, Data2, Data3, Data4 and Data5 [1] for software reliability prediction
in this experiments. The dataset Data1 is collected from real-time command and
control application with 21,700 numbers of assembly instructions and 136 numbers
of failures. The dataset Data2 is collected from flight dynamic application with
10,000 assembly instructions and 118 numbers of failures. The dataset Data3 is
collected from flight dynamic application with 22,500 assembly instructions and
180 numbers of failures. The dataset Data4 is collected from flight dynamic
application with 38,500 assembly instructions and 213 numbers of failures. The
dataset Data5 is collected from a single user workstation with 397 failures. These
datasets contain two attributes such as execution time and the cumulative number of
failures and we normalized these execution times and the cumulative number of
failures data of each dataset in the range [0, 1].

In our experiments, this model is trained with 50 % of the data for dataset Data1,
66 % of the data for dataset Data2, 50 % of the data for dataset Data3, 55 % of the
data for dataset Data4 and 65 % of the data for dataset Data5. The remaining data
for each dataset is used for testing. We have used different training ratios of dif-
ferent datasets for better prediction results.

We compare our proposed model with feed forward neural network (FFNN) and
another software reliability growth models (SRGM) [18, 19] called Duane model:
The Prediction Model is given by µ(t) = a tb a > 0, b > 0, where a is the size
parameter of the curve and b is the shape of the growth curve.
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4.1 Performance Measures

We have chosen 14 neurons for RBFNN model, whereas for FFNN model 10
neurons in the hidden layer. The prediction results of RBFNN model and relative
errors of different model on five datasets Data1, Data2, Data3, Data4 and Data5 are
depicted in Figs. 4, 5, 6, 7 and 8, respectively. The mean square error of different
models on datasets Data1, Data2, Data3, Data4 and Data5 are shown in Table 1.
We observed that RBFNN model shows lower prediction errors than FFNN model
and another parametric model. For all datasets parametric model such as Duane
model shows worst performance than others. From the above results and discussion,
it is observed that the RBFNN is superior to the other models.

Fig. 4 Prediction results of RBFNN model and relative error of different models of Data1 in
(a) and (b)

Fig. 5 Prediction results of RBFNN model and relative error of different models of Data2 in
(a) and (b)
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Fig. 6 Prediction results of RBFNN model and relative error of different models of Data3 in
(a) and (b)

Fig. 7 Prediction results of RBFNN model and relative error of different models of Data4 in
(a) and (b)

Fig. 8 Prediction results of RBFNN model and relative error of different models of Data5 in
(a) and (b)
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5 Conclusion

In this paper, we have applied the non-parametric approaches such as neural net-
work methods based on the radial basis function for software reliability prediction.
The proposed radial basis function neural network (RBFNN) shows better pre-
diction than other neural network architecture and another traditional parametric
model. The experimental results show that the proposed model proves the lower
prediction error than other artificial neural networks and linear software reliability
growth model (SRGM).
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Design of Two-Loop PID Controller
for Inverted Cart-Pendulum System Using
Modified Genetic Algorithm

D. Sain, S.K. Swain and S.K. Mishra

Abstract This study focuses on the design of controllers for inverted
cart-pendulum system. This cart-pendulum system, a nonlinear one, has been lin-
earized around the equilibrium point to obtain linearized model transfer function. In
this paper, the design of two-loop proportional integral derivative (PID) controller
that gives more flexibility to control the inverted cart-pendulum system has been
considered and the controller parameters have been optimized through modified
genetic algorithm (GA). Furthermore, other methods such as LQR and LQG have
been applied to verify closed loop response of the system for unit step signal.
A performance comparison between the above mentioned techniques is investigated
and the analysis shows superiority of two-loop PID controller in terms of both
overshoot and settling time as compared to other mentioned methods. A compre-
hensive analysis of robustness to model uncertainties will be incorporated in the
future work.

Keywords Inverted cart-pendulum ⋅ Genetic algorithm ⋅ Two-loop PID ⋅
LQR and LQG

1 Introduction

Inverted cart-pendulum is an example of inherently nonlinear, unstable, multi-
variable and non-minimum phase system. It has always been a challenging task for
the engineers to develop a proper control strategy to control this system. Many
researchers have proposed different control techniques which include use of clas-
sical methods to modern methods, such as artificial neural network (ANN), fuzzy
logic, genetic algorithm (GA), and swarm intelligence. [1–4]. In last few decades,
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the use of these modern methods has gained immense popularity in different field of
research because of the ability to provide satisfactory and accurate result [5, 6].

The aim of this paper is to design a two-loop PID controller for cart-pendulum
system so that it moves the cart to a desired position and pendulum stabilizes in an
upright equilibrium position [7, 8]. In this paper, modified genetic algorithm has
been applied to optimize the controller parameters.

This paper is organized in eight sections. Section 1 gives the introduction of the
paper. In Sect. 2 brief overview, specifications, free body diagram, mathematical
model and state space representation of cart-pendulum system is provided.
Sections 3 and 4 deals with dominant pole calculation and the structure of plant
with two-loop PID controller. In Sect. 5, optimization of objective function through
modified GA has been provided. Section 6 is about the simulation diagram and
response of the system with two-loop PID, LQR and LQG control. Performance
comparison between different methods and conclusion are provided in Sects. 7 and
8 respectively.

2 Cart-Pendulum System

The schematic diagram of cart-pendulum system considered in this paper is pro-
vided in Fig. 1.

The system consists of an inverted pendulum mounted on a motorized cart. In
this paper, a two dimensional problem is considered where the pendulum is allowed
to move in the vertical plane with the presence of the control force ‘F’. This force
works as the input to this system and it moves the cart horizontally. The outputs of
the systems are the horizontal position of the cart ‘x’ and the angular position of the
pendulum ‘θ’.

The parameters of the cart pendulum system [9] are taken as follows:
M—mass of the cart (2.4 kg), m—mass of the pendulum (0.23 kg), b—coeffi-

cient of cart friction (0.055 Ns/m), L—length of the pendulum (0.4 m), J—moment
of inertia of pendulum (0.099 kg m2), g—gravitational constant (9.81 m/s2),

Fig. 1 Cart-pendulum
system

114 D. Sain et al.



F—applied force to cart ±24 N, x—position of the cart from reference (±0.3 m),
θ—angle of pendulum with respect to vertical (≤ 0.1 rad).

By applying the laws of dynamics on cart-pendulum system, the equations of
motions [9] are obtained as:

θ ̇=mL σ̸f F − bx ̇½ � cos θ−mL θ ̇ð Þ2cos θ sin θ+ m+Mð Þg sinθg ð1Þ

x ̈=1 σ̸f J +mL2
� �

F − bx ̇−mLθ ̇2 sin θ
h i

+mL2g sin θ cos θg ð2Þ

where

σ =mL2 M +mcos2θ
� �

+ JðM +mÞ ð3Þ

Linearizing Eqs. (1) and (2) for a small angle θ from the vertical equilibrium
point and by neglecting friction coefficient b which is very small, the state space
model is obtained as:

x ̇
x ̈
θ ̇
€θ

2
64

3
75=

0 1 0 0
0 0 0.2381 0
0 0 0 1
0 0 6.8073 0

2
664

3
775

x
x ̇
θ
θ ̇

2
64

3
75+

0
0.3894

0
0.2638

2
64

3
75F, y = 1 0 0 0

0 0 1 0

� � x
x ̇
θ
θ ̇

2
64

3
75

ð4Þ

where x, x ̇, θ, θ are the states and y is the output vector. A DC motor is used to
convert control voltage U to force F and represented by a single block with gain
taken as unity, i.e., U = F. For U = F, from this state space representation, the
transfer function can be derived as [9]:

XðsÞ
FðsÞ =

XðsÞ
UðsÞ =P1=

0.3894
s2

,
θðsÞ
FðsÞ =

θðsÞ
UðsÞ =P2=

0.2638
s2 − 6.807

ð5Þ

3 Dominant Pole Calculation

The design specifications for this study have been taken as

Maximum overshoot Mp
� �

≤ 8% and Settling time ts ≤ 3 s

According to these specifications, dominant poles have been found to be at
s1, 2 = − 1.33335±1.65845i.
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4 Cart-Pendulum System with Two-Loop PID Controller

The cart-pendulum system with two-loop PID Controller is shown in the following
Fig. 2

The characteristics equation for the system given in Fig. 2 becomes

1−P1C1 +P2C2 = 0 ð6Þ

And the PID controllers are represented by

C1 = kp1 +
ki1
s

+ kd1s , C2 = kp2 +
ki2
s

+ kd2s ð7Þ

After substituting s = −1.33335 + j1.65845 in Eq. (6) and separating the real
(R) and imaginary (I) part, R and I will be

R=1+0.0184kp1 − 0.036ki1 + 0.1145kd1 − 0.0256kp2 + 0.0127ki2 + 0.01kd2 ð8Þ

I = − 0.0839kp1 + 0.0179ki1 + 0.1424kd1 + 0.0145kp2 + 0.005ki2 − 0.0617kd2 ð9Þ

where kp1, ki1 and kd1 denote the coefficient for the proportional, integral and
derivative terms, respectively, for Controller 1 (C1) and kp2, ki2 and kd2 denote the
same for Controller 2 (C2).

The objective function ‘f’ considered for obtaining the value of kp1, ki1, kd1, kp2,
ki2 and kd2 has the following format:

f = Rj j+ Ij j+ θj j, where θ= tan− 1 jIj
jRj

� �
ð10Þ

Fig. 2 Cart-Pendulum system with two-loop PID controller
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5 Objective Function Optimization Using Modified GA

In this paper, we have proposed modified genetic algorithm (GA) where best
solution in each iteration does not take part in the process of crossover and
mutation, rather its cloned one is used for that purpose. In the next stage, best
solution along with off springs created is taken into consideration. It could be useful
for optimizing those multimodal functions where there are number of maxima and
minima having close value, due to which there is a chance of the solution to be
trapped in local optima while solving directly through normal GA. The specifica-
tions taken for writing MATLAB code are as follows:

Population size, bit size, crossover probability, mutation probability and number
of iteration are taken as 100, 10, 0.8, 0.125 and 25, respectively.

The objective function considered over here has six unknowns, i.e., kp1, ki1, kd1,
kp2, ki2 and kd2. The range of these parameters taken for writing the code is:
3≤ kp1 ≤ 5, 0≤ ki1 ≤ 0.002, 2≤ kd1 ≤ 4, 220≤ kp2 ≤ 222, 120≤ ki2 ≤ 122 and 59≤ kd2 ≤ 61,
respectively, and it has been decided after a number of trial runs.

After optimizing the objective function through modified GA one obtains the
values of kp1, ki1, kd1, kp2, ki2and kd2 as 4.5213, 0.0012, 2.5712, 220.3164, 120.9867
and 60.7956, respectively.

It should be noted that the objective function value for these set of parametric
values is not exactly zero as expected because of approximate linearization of
nonlinear system around the equilibrium point.

6 Simulation Diagram and Result

6.1 With Two-Loop PID Controller

The simulation diagram for the cart-pendulum system with two-loop PID is shown
in Fig. 3.

Unit step signal has been taken as reference signal for this study and the closed
loop simulation is carried out for 100 s. The output response in terms of position
and angle is shown in Fig. 4.

6.2 With LQR Control

For LQR design,

u= r− kx, x ̇=Ax+Bu, y=Cx+Du ð11Þ

The gain matrix ‘k’ has been identified by optimizing the cost function
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JðuÞ= ∫
∞

0
ðxTQx+ uTRu+2xTNuÞdt ð12Þ

where Q is the semi positive definite, R is the positive definite and N is the state
reference gain matrix and all the notations are conventional.

The state feedback gain matrix ‘k’ required for LQR control is given by

k= − 1 − 3.0620 71.7899 27.6065½ �

The simulation diagram for the cart-pendulum system with LQR control is
shown in Fig. 5.

The output response of LQR control in terms of position and angle is shown in
Fig. 6.

Fig. 3 Cart-pendulum system with two-loop PID simulation diagram

Fig. 4 Position of cart and
angle of pendulum with
two-loop PID control
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6.3 With LQG Control

For LQG design

x ̂̇=Ax ̂+Bu+ L y− y ̂ð Þ, y=Cx+Du ð13Þ

The cost function that to be minimized in LQG control is given by

J =E lim
τ→∞

1
τ
∫
τ

0
xT , uT
� 	

Qxn
x
u

� �
dt

( )
ð14Þ

The simulation diagram for the cart-pendulum system with LQG control is
shown in Fig. 7.

The matrix L required for LQG control is mathematically represented as

L=

42.8514 1.0395
458.3565 22.6295
0.9384
20.1527

43.1486
471.4483

2
64

3
75

The output response of LQG control in terms of position and angle is shown in
Fig. 8.

Fig. 5 Cart-pendulum
system with LQR control
simulation diagram

Fig. 6 Position of cart and
angle of pendulum with LQR
control
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In this study, pre-compensation technique has been used for both LQR and LQG
and it has been shown as a gain block after the reference step input. The value of the
gain is taken as −1 and has been confirmed from MATLAB code written for the
LQR and LQG control of cart-pendulum system.

7 Performance Comparisons Between Two-Loop, LQR
and LQG Control

The performance of different control techniques is provided in the Table 1 which
clearly indicates the superiority of two-loop PID controller as compared to LQR
and LQG control.

Fig. 7 Cart-pendulum system with LQG control simulation diagram

Fig. 8 Position of cart and
angle of pendulum with LQG
control
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8 Conclusion

In this study, two-loop PID, LQR and LQG controllers have been designed for the
cart-pendulum system and the performance of these controllers has been compared.
It has been found that two-loop PID controller along with modified GA provides
better response than LQR and LQG controller in terms of both overshoot and
settling time. For improving time domain response and robustness, this particular
approach of using two-loop PID along with proposed modified GA can be extended
to the other class of MIMO plants. A comprehensive analysis of robustness to
model uncertainties for inverted cart-pendulum system will be incorporated in the
future work.
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Table 1 Performance
comparison between different
control techniques

Control
technique

Overshoot (Mp) (%) Settling time (ts) (s)

Two-loop PID 1.34 6.35
LQR 4.25 10.4
LQG 4.26 10.5
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An Improved Heuristic K-Means
Clustering Method Using Genetic
Algorithm Based Initialization

D. Mustafi, G. Sahoo and A. Mustafi

Abstract In this paper, we propose methods to remove the drawbacks that com-
monly afflict the k-means clustering algorithm. We use nature based heuristics to
improve the clustering performance offered by the k-means algorithm and also
ensure the creation of the requisite number of clusters. The use of GA is found to be
adequate in this case to provide a good initialization to the algorithm, and this is
followed by a differential evolution based heuristic to ensure that the requisite
number of clusters is created without minimal increase in the running time of the
algorithm.

Keywords K-means ⋅ GA ⋅ Precomputation ⋅ DE heuristic

1 Introduction

Over the last few decades many algorithms have been developed inspired by natural
processes and phenomena to solve optimization problems. These algorithms have
been shown to be extremely successful in solving a wide variety of problems [1].
They have met with extensive success in different fields of real world applications
related to computer science, agriculture, industry, medicines, engineering, etc.
A survey of such algorithms demonstrates the influence of a wide variety of real life
processes. Simulated annealing (SA) [2] inspired by the method of annealing steel
is one of the most popular optimization algorithms. Particle swarm optimization
uses the characteristic of insect swarms, i.e., velocity and current position to solve
the optimization problems [3]. The ant colony optimization [4] has been inspired by

D. Mustafi (✉) ⋅ G. Sahoo ⋅ A. Mustafi
Department of CSE, Birla Institute of Technology, Mesra 835215, India
e-mail: debjani.mustafi@bitmesra.ac.in

G. Sahoo
e-mail: gsahoo@bitmesra.ac.in

A. Mustafi
e-mail: abhijit@bitmesra.ac.in

© Springer Science+Business Media Singapore 2017
S.K. Sahana and S.K. Saha (eds.), Advances in Computational Intelligence,
Advances in Intelligent Systems and Computing 509,
DOI 10.1007/978-981-10-2525-9_12

123



the characteristic nature of real ants which use their intuition to find the shortest
path between their nest and a source of food and also guides other ants to this path.

Another interesting optimization algorithm is developed by the inspiration of the
flashing behavior of the fire fly in nature and is popularly used as firefly algorithm
(FA) [5]. One of the recently introduced algorithms, the artificial bee colony
(ABC) algorithm [6] simulates the intelligent foraging behavior of the honey bee
and has been found to generate good results in many problems. The bat algorithm
(BA) [7] was developed by the capability of bats to prey and recognize different
types of insects in complete darkness using ultrasonic waves. The gravitational
search algorithm (GSA) [8] was constructed based on the Newtonian notion of
gravity and mass interaction. Another heuristic algorithm, the black hole (BH) al-
gorithm [1] is formulated inspired by the phenomenon of a black hole in space.

Clustering is a typical data mining technique which consists of grouping similar
data objects together. Objects within same cluster are highly similar, whereas dif-
ferent clusters have highly dissimilar data [9]. Normally to measure the similarity
between two data objects a distance measurement metric is used. Some of the
common metrics used to measure the similarity of objects are the Euclidean dis-
tance, Manhattan method, cosine similarity (for text data), the Jacquard coefficient,
etc. [10]. Using the Euclidean method the distance between any two objects can be
calculated as

dðoi, ojÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðo2i − o2j Þ

q
ð1Þ

where oi, oj are the ith and jth data objects.
Any crisp clustering algorithm is considered to be valid if and only if it satisfies

the following conditions:

1. A data object must be assigned to only a single cluster.
2. A cluster must not be empty.
3. All data objects must be assigned a cluster.

While various clustering methods have been documented in the literature, the
two primary techniques of clustering are the hierarchical and partitioning methods.
Hierarchical clustering technique generates a nested sequence of partitions. It may
start with a single set of data and group them into a larger set in the next higher
level and vice versa. In the partition algorithm, the larger data set is partitioned into
desired number of clusters at every level. Among the partitioning clustering
methods, the k-means [11] is the most widely used algorithm for its simplicity and
efficiency. However, the algorithm suffers from some restrictions. The number of
clusters has to be pre-decided and algorithm may get stuck into the local optima.
The basic k-means algorithm is presented as [12]:
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2 Genetic Algorithm

The nature inspired evolutionary method genetic algorithm (GA) is based on the
Darwin’s theory of evolution. GA is a computational abstraction of biological
evolution which can solve several optimization problems. GA is influenced by the
basic principles of life which uses simple genetic operations like crossover,
selections and mutation to a sequence of alleles [13] which represent a chromo-
some. GA use a population of size N, where each individual in the population [14]
is represented by a binary string of length l. The collection of the chromosomes is
referred to as a population. Each chromosome [15] is associated with a fitness
value. Chromosomes having the best fitness values are selected as the parents for
the population in the next generation. Genetic operators like crossover [13] is
performed to generate better offsprings for the next population which may improve
the overall performance of the algorithm. To generate better result, mutation
operation can be applied to the offsprings to escape from local optimas. The basic
GA algorithm is given below [13]:

3 Proposed Methodology

The k-means remains an extremely popular choice to cluster data. The clustering
speed offered by it and the rate of convergence offered by the algorithm makes it an
extremely attractive choice to cluster objects. However, the basic k-means algo-
rithm in its original incarnation suffers from some very grave issues [12]. The
algorithm requires an initial estimate of the actual number of clusters and is prone to
create empty clusters or clusters centered around outliers. This is usually due to the
fact that the algorithm struggles to break away from local optimal centroids which
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may seem correct but are actually misleading. It has been well documented in the
literature [16] that the choice of the initial centers has a strong influence on the
performance of the algorithm and often decides the quality of clusters that are
created. Choosing points too close to each other can lead to the creation of empty
clusters as distinct clusters may collapse into each other while choosing distant
points may be affected by the existence of outliers.

Various methods have been proposed in the literature [12] to handle these issues.
One common approach suggested is to choose “K” random points in the data space
which are as distant as possible from the center of the data space. Another approach
suggests to continuously choose centers which are maximally distant from all other
points which have been chosen as centroids so far. While these methods definitely
improve the cluster quality of the algorithm they are extremely computationally
intensive and require the computation of individual distances between many points
to decide on a good choice of initial centers. It is observed that this problem
provides an extremely effective case for the application of heuristic algorithms as
the result sought need not to be exact but should be sufficiently close.

In this paper, we have used two different heuristics to improve the clustering
performance offered by the k-means algorithm.

1. A GA based fitness function [14] is proposed to choose initial centers which
cover the entire solution space, and ensure that clusters do not miss certain
isolated data points.

2. A differential evolution [16] based heuristic has been proposed to ensure that no
empty clusters are created, and every run of the k-means algorithm always
produces the requisite number of clusters.

For the GA based initialization of centers the following fitness function has been
used,

Maximize y= ∑
K

i=1
dist(ck,mÞ+ ∑

K

i=1
∑
K

j=1
i≠ j

distðci, cjÞ, ð2Þ

Where “m” is the center point of the entire data space and “ci” is the center of the
“ith”, cluster, and “dist” is the chosen distance metric. As can be observed, Eq. (2)
tries to choose initial points which are far from the center of the data space and also
far from each other. An iterative method of finding such centroids would be
extremely computationally intensive, and this paper suggests the use of floating
point GA to find the set of “K” such initial centroids. The chromosome used in this
case is an array of size K*no_of_features, where “no_of_features” is the dimen-
sionality of the data space. It is interesting to note that it is not required to run the
GA for all iterations as we are not looking for any exact results. Any set of points
that approximately meets the condition stated in Eq. (2) can be used to start the
actual k-means iterations.
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It was observed that while Eq. (2) guarantees a good set of initial centers in the
majority of cases there were still cases where the initial centers chosen were out-
liers. This resulted in the creation of empty clusters as these outliers were neglected
by the k-means algorithm in subsequent iterations. To overcome this shortcoming,
the following heuristics have been proposed to ensure the creation of the requisite
number of clusters while still maintaining a good choice of centers.

If required number of clusters == 2 but only one cluster has been created

• Choose any random point as the second cluster point and continue.

If required number of clusters == 3 but only two clusters have been created

• Choose the third center as the point obtained by the vector addition of the two
centers obtained, i.e., C1 + C2.

If required number of clusters > 3 and only three clusters have been created

• Choose a new cluster center as C1 + F*(C2 – C3), where C1, C2 and C3 are
the three clusters with the smallest cluster densities in decreasing order, and F is
a mutation factor represented by a floating point constant.

4 Justification for the Heuristic

The heuristic proposed in the previous section is based on the observation that if the
requisite number of clusters have not been formed then it is best to split the existing
cluster that has the largest dispersion. Based on this observation, we choose a point
that is in proximity of the center of the most dispersed cluster and directed towards
the next most dispersed cluster. This can be seen from the fact that we have used the
DE based heuristic [16] that has C1 as the basis point and the difference vector
C2 − C3 as the direction of exploration. If nothing else this guarantees the gen-
eration of a new centroid that is in the neighbourhood of the centroid of a large (or
dispersed) cluster.

5 Results and Discussions

We demonstrate the results using the classic Iris dataset that contains 150 samples
made up of three different species of the Iris flower, i.e., Setosa, Virginica and
Versicolor. Each sample is made up of four numerical attributes and the distance
metric used for the experiments is the Euclidean metric. All simulations have been
performed using MATLAB

®

.
Figures 1, 2, 3 and 4 demonstrate the results of performing the basic k-means

algorithm over the Iris dataset for a test set of size 100. The data was normalized for
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Fig. 1 The original Iris
dataset

Fig. 2 A count of number of
clusters created over 100 runs
of normal k-means

Fig. 3 A plot of the entropy
for 100 runs of the original
experiment
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the purpose of eliminating any anomalous feature values. As can be observed in the
figure that an attempt to find three different clusters in the data has often resulted in
the finding of only one or two clusters as seen in Fig. 2. Figure 3 shows the entropy
of the clusters obtained when the requisite number of clusters was actually formed
during the course of a trial. As can be seen that three clusters were only formed
about 80 times out of a test set size of 100. Figure 4 shows a typical case where the
k-means algorithm could only deduce two clusters at termination.

The results of performing the k-means algorithm using the proposed method
have been captured in Figs. 5, 6 and 7. Table 1 provides the parameters used to
perform the initial GA phase. It is interesting to observe that the GA preprocessing
has only been carried out for a very small number of iterations (i.e., 10) and the
fitness function used is as described in Eq. 2. This is sufficient as it is not required

Fig. 4 A result of performing
k-means which has only
detected two clusters

Fig. 5 A plot of the entropy
for 100 runs of the improved
k-means experiment
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Fig. 6 A count of number of
clusters created over 100 runs
of normal k-means

Fig. 7 A demonstration of
the final clusters formed using
the proposed method

Table 1 Parameter values
for GA

Parameter Value

Population size 50
No. of generations 10
Stall generation limit 10
Crossover Single point
Crossover fraction 0.8
Mutation Uniform
Mutation fraction 0.1
Elite count 2
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to find any exact set of seed points to launch the k-means algorithm. As can be
observed‚ the proposed algorithm has produced the requisite number of clusters
(i.e.‚ 3 in this case)‚ in every single test run. It can also be seen the performance of
the algorithm with regards to the veracity of the formed clusters is exactly the same
as the basic version of the k-means algorithm, with a reported average entropy value
of approximately 1.64 bits.

6 Conclusion

The paper presents a heuristic variant of the k-means algorithm which is assisted by
the use of GA in the choice of its initial centers. The proposed algorithm achieves
almost the same clustering speed as the original method and guarantees the for-
mation of requisite number of clusters, in very few iterations. Moreover, because
the initial centers are not chosen randomly but by evaluating a fitness function that
gives good initial points, the clusters formed are very compact and in many cases
found to outdo the original version of the k-means algorithm. We are currently in
the process of further exploring ways to improve the proposed method even more.
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Regression Test Case Prioritization
Technique Using Genetic Algorithm

Dharmveer Kumar Yadav and Sandip Dutta

Abstract Regression testing is a maintenance action in which it ensures validity of
changed software. Regression testing takes much time to execute the entire test
suite and this activity is very costly. In this paper we present a technique which is
based on Genetic algorithms (GA) for test case prioritization. Genetic algorithm is a
generative algorithm based on natural evolution which generate solutions to opti-
mization problem. In this paper, a new Genetic algorithm is used for regression
testing that will prioritize test cases using statement coverage technique. The
Algorithm finds fitness function using statement coverage. The results shows the
efficiency of algorithms with the help of Average Percentage of Statement Coverage
(APSC) metric. This prioritization technique shows optimum results to prioritize the
test case. Genetic Algorithm is used to produce the population and it finds the
optimal sequence order of test case in regression testing.

Keywords Regression testing ⋅ Genetic algorithm ⋅ Test case prioritization

1 Introduction

In software development life cycle there is importantly four phases such as phase
for requirement, phase for design, phase for coding and testing phase before ready
for use [1]. In the coding phase software developers saves the test cases which is
used to test the code and that can be reused later whenever software is modified.
Software tester team creates a new test case when testing phase begins to validate
the software to meet customer requirement. When final product is delivered to user
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we assumed there is end of software life cycle. But maintenance phase begins after
the delivery of the software at the customer’s site. Sometimes user need modifi-
cation, requirement change, addition of new functionality during the use of software
product. Then maintenance becomes more difficult due to new released versions
and new changes made to previous version. Due to modifications into the existing
software or addition of new functionality new faults may be introduced in software
which cause it to work improperly. Maintenance phase for software is one of the
important activity which includes enhancements of the existing software, correc-
tions of errors, is performed. Regression testing process ensures that no any new
errors have been introduced while modified code is retested into previously tested
code [2]. When any modification is made to software it is not efficient to rerun all
the test cases from test suite. Thus regression testing process is very time con-
suming activity so software tester need to save the amount of effort and cost. During
software testing process, number of test cases is created. In regression testing
instead of running the entire test case from test suite we run some of the test cases
[3]. So with the selection of subset of test cases from existing test suite regression
test suite can be reduced. Regression testing select subset of test cases which
maximize the code coverage. In regression testing prioritization of test case
schedule test according to some criteria, such as higher coverage, fault.

In the next section paper is organized in five section. Section 2 describes related
work in the field of test case prioritization. Section 3 describe about Genetic
Algorithm (GA) and proposed method for prioritization of test cases using GA.
Section 4 presents results and discussion of our proposed methodology. Finally,
conclusion of this research work is described in Sect. 5.

2 Related Work

Many researchers have proposed regression test case prioritization problem and
addressed various techniques to solve the problem. Number of methods have been
proposed by researchers for test case prioritization like Greedy algorithms priori-
tization [4], Optimal algorithms [5], non-evolutionary algorithms [6], Logarithmic
least square [7], Weight least square method [7], evolutionary algorithms [8], and
fault detection technique [9]. In 2010, Huang et al. presented a prioritization
technique using genetic algorithm and historic information [10]. Authors evaluated
the proposed method’s effectiveness. Their technique does not consider similarity
between test cases. In 2011, Sabharwal et al. investigated prioritization of test case
technique using scenarios from activity diagram and basic information flow of
matric with genetic algorithm [11]. In 2011, Andrews et al. Presented technique
using genetic algorithm to get the best suitable test cases [12]. In 2009, Chen et al.
proposed a new approach called edge partitions dominator graph and Genetic
algorithm (EPDG-GA) which use the for the branch coverage [13]. In 2007, Li et al.
proposed new search algorithm for test case prioritization [14]. In 2005, Hyunsook
et al. presented prioritization techniques based on mutation faults [15]. In 1999,
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Rothermel et al. have proposed new approach for prioritize test cases using fault
detection method in regression testing [16].

3 Proposed Algorithm Using Genetic Algorithm

Genetic algorithm (GA) is called population-based technique for searching. GA is
an optimization method which is applied to number of problem to get the best
solution. GA can be applied to solve NP-hard problem. In 1975, GA was first
introduced by John Holland [17] but further it was studied by author Goldberg [18],
De Jong [19] and many others authors. GA use fitness function to get best solution
survive and it varies until we get good results.

The population of chromosome in GA is represented by variety of codes like
binary code, real number, permutation etc. It uses operator called Genetic operator
like selection, crossover, and mutation. Genetic operator is performed on chro-
mosome so that fittest chromosome can be found. Fitness of chromosome calcu-
lated using best suitable objective function. Genetic algorithm is different from a
random searching method. GA combines features of iterative search technique with
random search technique which produce best result for a given problem. One of the
best feature of GA is to discover the search space by seeing the entire population of
the chromosome.

GA uses the following steps:

1. Generate Chromosome (Population)
2. Calculate the fitness function of generated population
3. Apply selection operator
4. Apply crossover and mutation
5. Evaluate and reproduce the chromosome

3.1 Generating Population (Chromosome)

At the start population is selected randomly basis and it is encoded. Each chro-
mosome represents the possible solution of a given problem. For example 10 test
cases are generated T1, T2, T3, T4, T5, T6, T7, T8, T9, T10, the sequence of test cases
is T1→T2→T5→T7→T4→T10→T3→T6→T9→T8.

3.2 Estimate Fitness of Generated Population

An objective function is used to calculate the fitness of chromosomes. An objective
function defines how much it is good or bad about chromosome. Objective function
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gives a real number from the given input. The real number helps to compare two or
more generated population.

In these paper objectives function is taken to find the fitness of test cases.
Objectives are statement coverage which is discussed below:

Statement coverage: Statement coverage can be defined as number of statement
covered in a given program by a n number of test cases such as {T1, T2, T3, T4, …,
Tn}. Suppose there is m no. of statement present in program P such as {S1, S2, S3,
S4, …, Sm}. Suppose statement coverage ST is a function which return the average
numbers of statements S covered from Ti. test cases.

STi = ∑ S Tið Þ m̸

∑ S(Ti) Total number of statements executed by Ti test cases.
m Total no. of statements present in the program.
n Number of n test cases {T1, T2, T3, T4, …, Tn}.

3.3 Apply Selection for Individual

Fitness value of the chromosome determines the selection of individual.

3.4 Apply Crossover and Mutation

Parents are chosen and combined on the basis on randomly. Crossover technique
used to generate a chromosome randomly. Crossover can be classified into two
types:

(i) Single point crossover
(ii) Multi point crossover

For example—suppose we have two sequences of test cases

P1 (Parent): T6→T10→T1→T4→T5→T7→T8→T10→T3→T2

P2 (Parent): T5→T4→T7→T2→T1→T8→T6→T10→T3→T9

Offspring C1 and C2 using single point crossover is given below:

C1: T6→T10→T1→T2→T8→T6→T3→T9

C2: T5→T4→T7→T4→T5→T8→T10→T3→T2

C1 offspring consists first part of P1 and then second part of P2. C2 offspring
consists of first part of P2 and second part of P1. Randomly two genes are selected to
perform mutation with chromosome and swapped with each other.

T6→T9→T1→T2→T3→T8→T6→T4→T10

T5→T3→T7→T8→T5→T4→T10→T4→T2
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3.5 Termination

The termination criteria can be used when we reach to predefined fitness value.
To apply GA, there is need of two important steps

1. Encoding: Solution of the solution space can be represented using the encoding
method.

2. Fitness function: Which measure the fitness of solution, fitness function is
required.

3.6 Analysis of Algorithm

To measure the performance of algorithm Average Percentage of Statement
Coverage (APSC) metric is used. APSC measures prioritized test suite which
covers the maximum number of modified statements. Table 2 shows various orders
and corresponding APSC is computed. In this paper, we have used APSC approach,
this is given as:

APSC can be calculated as:

APSC=1−
TC1+ TC2+ TC3+TC4+⋯+ TCn

n*m
+

1
2n

where {T1, T2, T3, T4, …, Tn} is n number of test cases, m represents number of
statement covered and TCi represents First test case covers the statement as shown
in (Table 1).

Suppose a software tester initially created test suite in which order of test case is
T1, T2, T3, T4, T5, T6, T7, T8, T9, T10 contains in test suite. Program will be tested
through scheduling the test case using this test suite.

Table 1 Shows each test case covered no. of statement

Test
case

No. of statement covered No of statement
executed1 2 3 4 5 6 7 8 9 10

T1 × × 2
T2 × × × × 4
T3 × 1
T4 × × 2
T5 × × × × 4
T6 × × × × 4
T7 × × 2
T8 × × 2
T9 × × 2
T10 × × 2
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APSC=1−
2+ 1+ 2+ 4+5+5+7+ 4+ 1+ 2

100
+

1
20

= 0.72

= 72%

If an order of test cases are arranged in sequence of T2, T7, T1, T4, T5, T3, T8, T6,
T10, T9 then APSC can be calculated as for prioritized test cases:

APSC=1−
1+ 3+ 1+ 4+5+1+2+ 4+ 3+ 1

100
+

1
20

= 0.80

= 80%

In this paper we proposed four technique to order the test cases unordered,
random, and optimal and GA order technique to run the test. In unordered tech-
nique, schedule the test cases in the order suppose in test suite TS1. Test cases
scheduled randomly in test suite TS2 and optimal test case order is present in test
suite TS3, and test case are ordered using GA technique and it is in test suite TS4.
We have used APSC metric to measure the effectiveness of all these prioritization
techniques.

4 Results and Discussion

The proposed algorithm is implemented on MATLAB. First, statement coverage of
each test case is computed. Then algorithm finds the fitness functions which are
statement coverage in the program. Fitness function is used to find the best alter-
native solutions from population (random generation order of test cases). Proposed
algorithm is compared with other prioritization techniques such as random priori-
tization, reverse prioritization. The proposed algorithm using GA order shows that
order of test cases cover the maximum number of statement coverage compared to
other prioritization method as shown in Table 2. If test cases are scheduled in order
T1, T2, T3, T4, T5, T6, T7, T8, T9, T10 then efficiency of the prioritized test suite is
measured through APSC metric which gives 70 % value. We have prioritized suite
in T2, T7, T1, T4, T5, T3, T8, T6, T10, T9 order which gives higher value than
non-prioritized technique. The Average Percentage Statement Coverage (APSC)
measures the average of statement covered by the test cases. APSC values ranges
from 0 to 100 and higher value of APSC shows better result. We prioritized test
case those covers more no of modified line of code, and a test case which has
highest fitness value will be higher priority in prioritization. When genetic algo-
rithm are used a large number of time then we will get a nearly a optimized result.
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5 Conclusion

In this paper to prioritize the test cases Genetic Algorithm we have proposed.
Genetic Algorithm finds the optimal sequence order of test case in regression
testing. We have generated the test case for object oriented programming to test the
program. We have used statement coverage which consists combination of method
and parameter in the program. The Algorithm finds fitness function based on
statement coverage. The results are shown with the help of APSC (Average Per-
centage Statement Coverage) values. The APSC has been used evaluate the
effectiveness of the proposed algorithm. The result shows that the proposed algo-
rithm which we schedule the test cases in an order that covers the maximum
statement coverage and maximize value of APSC (Average Percentage Statement
Coverage). The proposed algorithm is more efficient as compared to the other
prioritization algorithm. In this paper we have used four technique to order the test
cases unordered, random, and optimal and GA order technique to test the program.
We have used APSC metric to measure the effectiveness of all these prioritization
techniques which is shown in Table 2.
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A Comparison Between Genetic Algorithm
and Cuckoo Search Algorithm
to Minimize the Makespan
for Grid Job Scheduling

Tarun Kumar Ghosh, Sanjoy Das, Subhabrata Barman
and Rajmohan Goswami

Abstract Major subjects like heterogeneity of resources, dynamic and autonomous
character of Grid resources are most important challenges for Grid job scheduling.
Additionally, there are issues of various strategies being maintained by the resource
providers and followed by resource users for execution of their jobs. Thus optimal
job scheduling is an NP-complete problem which can easily be solved by using
heuristic approaches. This paper compares two heuristic methods: Genetic Algo-
rithm (GA) and Cuckoo Search Algorithm (CSA) for job scheduling problem in
order to efficiently allocating jobs to resources in a Grid system so that the
makespan is minimized. Our empirical results have proved that the CSA performs
better than the GA.
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1 Introduction

A computational Grid is considered as a hardware and software infrastructure,
which provides dependable, consistent, pervasive, and economical access to com-
putational resources existing on the network [1]. Discovery and distribution of
resources are done by the Grid Resource Manager (GRM) which is a major com-
ponent of the Grid scheduler. GRM then performs the scheduling, submission and
supervision of jobs in the system. A computational Grid comprises of a large
number of computing resources that are scattered globally under control of several
organizations each having its own cost, access strategy and other parameters.
Therefore, the job scheduling in such complex systems is a challenging problem.
More exclusively, the scheduling problem is considered as multi-objective in
general. The most important objective is the minimization of makespan of the
system. Makespan is defined as the time when Grid executes the latest job.

In this paper, we have used Genetic Algorithm (GA) and Cuckoo Search Algo-
rithm (CSA) separately to minimize the key performance parameter, viz. makespan,
of a computational Grid system. Genetic Algorithm (GA) is one of the widely used
evolutionary heuristic algorithms for constrained optimization problems; but the
main demerit of the algorithm is that it can easily be trapped in local minima. Cuckoo
Search Algorithm (CSA) is relatively new evolutionary heuristic algorithm for
constrained optimization problems that can be used to perform searches efficiently.

The paper is arranged as follows. In Sect. 2, the framework of Grid job
scheduling problem has been defined. Sections 3 and 4 describe GA and CSA
methods for Grid scheduling respectively. Section 5 exhibits and compares results
obtained in this study. Finally, Sect. 6 concludes the paper.

2 Problem Definition

The paper uses a simulation model of Ali et al. [2] to produce realistic simulations
of job scheduling in Grid systems. To present the problem using such simulation
model, the computing capacity of each resource, an estimation of the previous load
of each resource and an estimation of the computational load of each job are to be
provided. Such simulation model is known as Expected Time to Compute
(ETC) model that is nothing but an m × n matrix in which m denotes the number of
jobs and n denotes the number of resources. Probable run time of a given job on
each resource is specified by each row of the ETC matrix. Likewise, probable run
time of a given resource for each job is specified by each column of the ETC matrix.
The probable run time of job i on the resource j is denoted by ETC[i, j]. For our
simulation studies, a variety of possible heterogeneous environments is considered
and accordingly characteristics of the ETC matrices are varied.

Here, our objective is to minimize the makespan of the job scheduling problem
in Grid system. The makespan is formally defined as:
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makespan=
min

Sj ∈ Sch
max

i∈ Jobs
Fi

� �
ð1Þ

where Sch denotes the collection of all possible schedules in the system, Fi indicates
the time when job i finishes, and Jobs represents the collection of all jobs to be
scheduled.

3 Genetic Algorithm (GA)

Developed in 1975 by John Holland, Genetic Algorithm (GA) is a stochastic search
optimization technique that mimics the evolutionary processes in biological systems.
The main idea behind the GA is to combine exploitation of best solutions from
previous searches with the exploration of new areas of the solution space. The GA for
scheduling problem can be formulated as: First, an initial population of chromosomes
is generated either randomly or using other heuristic algorithm. A chromosome in the
population specifies a possible solution. As far as our scheduling problem is con-
cerned, a solution is a mapping sequence between jobs and resources. Next, each
chromosome is evaluated for a fitness value associated with it. The fitness value
measures degree of goodness of individual chromosome compared to others in the
population. A new iteration is created next by using the genetic operators, namely
selection, crossover and mutation; in other words, the population evolves [3]. Lastly,
the fitness value of each chromosome from this newly evolved population is assessed
again. This way one iteration of the GA is completed. When a predefined number of
iterations is met or all chromosomes have converged to the same mapping, the algo-
rithm stops. The major steps of GA can be summarized as pseudo code in Algorithm 1:

Algorithm 1: Genetic Algorithm (GA) 
1: An initial population P(t = 0) of n individuals (chromosomes) is generated. 
2: Fitness of each individual of the population is evaluated. Evaluate (P(t)).
3: while (terminating condition or maximum number of iterations is not reached) do
4:  A subset of x pairs from P(t) is selected. Let P1(t) = Select(P(t)).
5:  Each of the x chosen pairs is crossed with probability pc. Let P2(t) = Cross 

(P1(t)) be the set of off-springs. 
6:  Each offspring in P2(t) is mutated with probability pm. Let P3(t) = 

Mutate(P2(t)).
7:  Fitness of each offspring is evaluated. Evaluate (P3(t)).
8:  A new iteration from individuals in P(t) and P3(t) is created. Let P(t + 1) = 

Replace (P(t); P3(t)); t = t + 1. 
9: end while
10: Post process results and visualization. 
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4 Cuckoo Search Algorithm (CSA)

Yang and Deb in 2009 have proposed the Cuckoo Search Algorithm (CSA) based
on the Lévy flight behavior and brood parasitic behavior [4]. The CSA has been
shown to produce very good results in constrained optimizations. The cuckoo birds
follow an aggressive reproduction process. Female birds take control and lay their
fertilized eggs in other birds’ nests. If the host bird realizes that the egg is not its
own, it either throws the alien egg away or rejects the nest and constructs a new one
at other place.

Every single egg in a nest indicates a probable solution and each cuckoo egg
indicates a new solution. Here, purpose is to find out new and possibly superior
solutions (cuckoos) to substitute old solutions in the nests. For simplicity, it is
assumed that each nest has one egg. In [4, 5], it is proved that the CSA can be
stretched further to more complex situations when each nest contains multiple eggs
representing a set of solutions. The CSA can be summarized by following three
important rules:

• A single egg is laid by each cuckoo at a time and is disposed in a haphazardly
selected nest.

• Most promising nests carrying excellent quality of eggs (solutions) will switch
to the next iterations.

• There are a fixed number of available host nests and a host-bird can recognize a
foreign egg with probability pa є [0, 1]. In this situation, the host-bird can either
eliminate the foreign egg from the nest or dump the nest to erect an entirely new
nest in a new place [4].

In practice, the third hypothesis can be estimated by a probability pa of the
n nests being substituted by new ones, having new arbitrary solutions. In the case of
an optimization problem, the superiority or fitness of a solution is directly related
with the objective function.

In CSA, the walking steps of a cuckoo are determined by the Lévy flights.
Following Lévy flight is computed to generate new solutions xi (t + 1) for the ith
cuckoo:

xi t + 1ð Þ= xiðtÞ+ α⊕Lev́yðλÞ ð2Þ

where α > 0 symbolizes the step length that must be correlated to the degree of the
problem concerned. The product symbol ⊕ specifies entry-wise multiplications [5].
This paper has considered a Lévy flight where step-lengths are scattered as per the
probability distribution given as:

Lev́y u= t − λ, 1 < λ≤ 3 ð3Þ
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which has an unlimited variance. The successive steps of a cuckoo effectively
constitute a random walk procedure obeying a power-law step-length distribution
with a heavy tail. On the basis of previously cited rules, the main ideas of the CSA
are summed up as pseudo code in Algorithm 2.

Algorithm 2: Cuckoo Search Algorithm (CSA) 
1: Fitness function f(x), x = (x1, ....., xd)T is determined. 
2: An initial population of n host nests xi (i = 1, ...., n) is generated. 
3: while (terminating condition or maximum number of iterations is not met) do
4:  A cuckoo (say, i) is obtained arbitrarily and a new solution by Lévy flights is 

generated. 
5:  Quality / fitness of the new solution is evaluated. Let it be Fi. 
6:  A nest among n (say, j) is chosen arbitrarily. 
7:  if (Fi > Fj) 
8: Nest j is replaced by the new solution. 
9: end if 
10:  A fraction (pa) of worse nests is abandoned and new ones are constructed at 

new sites using Lévy flights.  
11:  Most promising solutions (or nests having higher quality solutions) are 

recorded.  
12: All available solutions are graded and the current best solution is determined. 
13: end while  

5 Experiments and Results

For solving the job scheduling problem in computational Grid systems, we have
used GA and CSA separately. In both algorithms, the objective is to minimize the
makespan. The algorithms were developed using MATLAB Release 2013A and run
on a PC with 2.6 GHz processor and 4 GB of RAM. In order to achieve the
maximum possible performances of GA and CSA, fine alteration has been done and
best values for their parameters are chosen which have been provided in Table 1. In
this work, the benchmark proposed by Ali et al. [2] for simulating the heteroge-
neous computing environment is adopted.

Like the simulation model in [2], our model is also based on ETC matrix for 512
jobs and 16 resources. Based on the three parameters: job heterogeneity, resource
heterogeneity and consistency; the instances of the benchmark are categorized into
12 different types of ETC matrices. Job heterogeneity in ETC matrix represents by
the quantity of inconsistency among the run times of jobs by a given resource.
Resource heterogeneity specifies possible disparity among the run times for a given
job by all the resources. Also an ETC matrix is said to be consistent when any job Jj
is executed by resource Ri in lesser time compared to resource Rk. That means,
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resource Ri executes all jobs faster than resource Rk. On the other hand, an ETC
matrix is said to be inconsistent when resource Rimay take lesser times than resource
Rk for some jobs and longer for others. Partially-consistent matrices are inconsistent
matrices that contain a consistent sub-matrix of a predefined size [2]. In our work, we
have used uniform distribution to generate the matrices. 512 jobs and 16 resources
are considered for each instance which is labeled as x-yy-zz according to:

• x represents the class of inconsistency; c implies consistency, i implies incon-
sistency, and p implies partially-consistency.

• yy reflects the job heterogeneity; hi implies high and lo implies low.
• zz reflects the resource heterogeneity; hi implies high and lo implies low.

The obtained makespans using GA and CSA are compared in Table 2. The
results are actually obtained after taking average of five simulations. In Table 2, the
first column represents the instance name, the second and third columns represent
the mean makespan (in second) obtained by GA and CSA respectively. The
comparison of statistical results using two algorithms in terms of the mean make-
span for the 12 instances is depicted in Fig. 1. As it is evident from Fig. 1 and
Table 2, CSA can minimize the makespan better than GA in general.

Table 1 Parameter settings
for the algorithms

Algorithm Parameter name Parameter
value

GA Number of individuals 25
Crossover probability (pc) 0.8
Mutation probability (pm) 0.07
Scale for mutations 0.1

CSA Number of nests 20
Mutation probability value
(pa)

0.25

Step size (α) 1.5

Table 2 Comparison of
statistical results for mean
makespan (in second)
obtained by GA and CSA

Instance GA CSA

c-hi-hi 21507697 19578688
c-hi-lo 235654 226309
c-lo-hi 696122 554048
c-lo-lo 8102 7786
i-hi-hi 21041956 20120873
i-hi-lo 244908 237037
i-lo-hi 692452 648302
i-lo-lo 8278 7594
p-hi-hi 21250983 20064476
p-hi-lo 242350 227859
p-lo-hi 712203 692873

p-lo-lo 8233 8044
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6 Conclusions

Job scheduling in computational Grid is considered as an NP-complete problem.
Thus, employing heuristic techniques is an apt idea in order to deal with the diverse
issues associated with the job scheduling problem in Grid. This paper investigates
two heuristic job scheduling algorithms in Grid environments as optimization
problems. The GA and CSA are implemented in the paper for scheduling jobs in
computational Grids so as to minimize the makespan. After performing an
exhaustive simulation tests on varied settings as cited earlier, the performances of
two algorithms are recorded separately. Experimental results show that CSA out-
shines GA in all respects.
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A Framework for Budget Allocation
and Optimization Using Particle Swarm
Optimization

Keshav Sinha, Annu Priya and Moumita Khowas

Abstract One of the most frequently encountered problems in the real world
financial sector is Budget Allocation. Budget Allocation keeps in line the planning
of the actual operations by managing concern problem before they arise. A given
budget information supports the development operations of managing, planning and
controlling aspects of any given setup. There are several conventional technique for
budget allocation like OCBA, EA, MOCBA, etc. For large scale budgeting problem
the performance of conventional technique degrades. We like to propose an evo-
lutionary computing based infrastructure for Budget Allocation and Optimization
and make a comparative performance analysis on Particle Swarm Optimization
(PSO) based Optimal Computing Budget Allocation (OCBA) and PSO based Equal
Allocation (EA).

Keywords Particle swarm optimization ⋅ Budget allocation ⋅ OCBA ⋅
MOCBA

1 Introduction

A modern heuristic based approach to solve nonlinear and dis-continuous
predicaments is particle swarm optimization. PSO is generally used to optimize
the problem by dubbing the particles that present in the search space using math-
ematical formula over the velocity and position to find local best position. In the
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searching space the best known position can be found by the other particles. This
move the swarm towards the best solution. Kennedy and Eberhart (1995) first
proposed PSO based on the behavioral analogy of swarm bird and school of fish.
Mimicking the biological analogy each particle in the swarm will move through a
search space according to its velocity value based on the location information of
both the best solution that is found by any of the particles that this particle can
communicate with. To resolve issues related to rapid convergence to local optimal
and avoid the global optimal with slow convergence rate, inertia weight was
incorporated in the velocity update equation by Shi and Eberhart (1998). Another
important factor known as the “constriction factor” into the velocity update equa-
tion was introduced by Clerc and Kennedy [1] to build a general purpose PSO
model, based on similar considerations of Shi and Eberhart [2]. Beside PSO a
traditional approach to resolve optimization problems [3–5] (Sahana et al. 2015) is
Genetic Algorithm (GA). The GA follows the inspiration of the fundamental laws
of genetic and evolution, and mimics the reproduction behavior seen in biological
populations.

This paper will be primarily concerned with discussing and comparing the
computational efficiency and effectiveness of PSO based implementation for OCBA
and EA optimization problem. The PSO fits with the OCBA via computing bud-
get allocation by maximization of the convergence rate along with the probability of
incorrect selection.

The motivation for budget allocation is one of the most challenging tasks since it
requires an optimization from the coarse level to fine level. Besides budget allo-
cation is the key which decides the working flow of any sector whether it’s for
profit organization or a NGO for community service. The key task is to distribute an
amount of ‘X’ optimally for the fascial year such that the all the goals or at least
near about the results to the objectives thought have been achieved considering user
constraints.

This paper is organized in five major sections. Section 1 gives introduction
followed the literature survey in Sect. 2. Section 3 deals with the research
methodology consist of purposed algorithm and flow chart. In Sect. 4, the com-
parative study has been performed on two evolutionary computing based imple-
mentations. Finally, Sect. 5 draws the conclusion.

2 Literature Survey

There are various techniques used for budget allocation problem. Among those, the
state-of-the-art approach to intelligently allocate and computing budget for efficient
simulation optimization is OCBA. The OCBA approach can intelligently determine
the most efficient simulation replication numbers or simulation lengths for all
simulated alternatives. Ranking and selection methodologies make use of statistical
methods specially developed to select the best system design or a subset that
contains the best system design from a set of ‘n’ competing alternatives. Ranking
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and selection methodology mostly focus on a single measure of system perfor-
mance. However, most real-life systems and designs often have multiple objectives
in nature. For example, in product design and development, the optimization of cost
and the quality of products are two conflicting objectives. The concept of Pareto
optimality into the ranking and selection scheme have been introduced to look for
all of the non-dominated designs rather than a single “best” one. Pareto optimality,
is a state of allocation of resources in which it is impossible to make any one
individual better off without making at least one individual worse off. The major
challenges for budget allocation problem lies on (i) How to allocate replications to
certain designs and (ii) Multi-objective ranking and selection (MORS) problem.
A subsequent number of researches have been performed by different researches on
this topic are as cited below in Table 1:

3 Research Methodology

After exhaustive studying of different research papers the methodology for solving
budget allocation problem can be suggested and proposed as shown in Fig. 1.

The step by step procedure for proposed budget allocation strategy is discuss as
follows:

1. In infrastructure model, a database need to be created regarding number of assets
for future use.

2. The infrastructure performance can be evaluated by the condition index which
may be represented in terms of quality and quantity. The information can be
used for budget allocation and optimization.

3. The objective of budget allocation is to identify the asset for infrastructure. Our
motive is to enhance the performance and select minimum acceptable target.

4. An evolutionary computing technique need to be chosen according to the
problem specification and environmental setup. The first step of any Evolu-
tionary computing technique (GA, PSO etc.) is to set the initialization param-
eters. Initialization parameter for Genetic Algorithm are as follow (i) Number of
Generations, (ii) Number of population, (iii) Mutation Rate, (iv) Mutation
percentage on population, (v) Crossover percentage on population. The ini-
tialization parameter for PSO are consist of (i) Number of particles, (ii) the size
of the key, (iii) maximum number of Iterations, (iv) Self-confidence factor,
(v) Swarm confidence factor, and (vi) inertia weight. The most important step is
to find fitness assignment for the selected evolutionary computing technique.

In this paper PSO is considered for the evolutionary computing technique. The
working principle of PSO is as shown below with some basic modifications:

(a) The first phase of PSO is initialization, where the particles are present in
consistent order across the searching space. The velocity for each particles are
present in randomized form. According to the Fitness value for each particles,
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Table 1 Chronological literature review

Research Technique used Methodology Advantages Disadvantages

Bechhofer el
al. [6],
Swisher el al.
[7], Kim and
Nelson [8]

Indifference
zone (IZ)

Selection is guaranteed
and it select the best
design among other
design

Increase in
accuracy

Replication is
present there

Rinott [9] Two stage—IZ Selecting the best
design on single
performance and in
second stage
replication is allocated
based on variance

Improve the
probability of
correct
selection

Replication
allocation

Fu et al. [10] Independence
assumption in
OCBA

Correlated sampling Performance
measure is
independent

Decrease in
efficiency in the
case of multiple
performance
measure

Chen et al.
[11]

Applicability of
OCBA

Allocation rule in
finding optimal subset
instead of single best
design

Increase in
efficiency

Less
performance in
multi objective

Lee et al. [12] Multi objective
OCBA

Minimize the resources
idle time. And
selection of
alternatives with high
waiting time

Performance
increased

Scheduling is
biggest
challenge

Davis [13] GA Binary encoding
scheme for fitness
function

It provides
flexibility

Layout
problem,
optimization
problem

Hussien
Al-Battaineh
and
AbouRizk
[14]

GA_OCBA Chromosome encoding Multiple
problem
solving

No assurance of
finding the
global best

Rubinstein
and Shapiro
[15]

Stochastic
approximation

Estimated by noisy
observation

Maximize the
exception

Unreliable
stopping
criteria

Kennedy and
Eberhart [16]

PSO Decision making using
neighbors expressences

Robustness and
easy
implementation

Replication

Storn and
Price [17]

Differential
evolution

Random searching in
the solution space

Random search Unstable
convergence

Zhang et al.
[18]

PSObw_OCBA
PSOs_OCBA

Maximize the
convergence rate and
probability of correct
selection

Improve the
computation
efficiency

Replication
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we get the initial values are Pi = (Pi1, Pi2,…, PiD) and Pg = (Pg1, Pg2,…, PgD).
Set t = 1;

(b) The second phase is updating the position of swarm.

For each particle ‘i’. Start the loop and update the velocity ‘Vi’ and position ‘Xi’

using the Eq. (1) and (2).

Vid =X vid + c1ε1 pid − xidð Þ + c2ε2 pgd − xid
� �� � ð1Þ

Xid = xid + vid ð2Þ

End of the loop;
Calculate the fitness value for new particle’s and then update the value for Pi and

Pg.

Fig. 1 Solution strategy for budget allocation problem
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(c) In final phase we check for stopping criteria if is satisfied then stop the loop,
otherwise the loop is set to be t = t+1 for updating the loop.

Whereas:

Pi Distance to personal best
Pg Distance to global best
V Update velocity
X Constrictive factor
C1 Local best convergence
C2 Global best convergence
ε1 and ε2 Random number

5. The stopping criteria is set up according to the optimization objective in terms of
time or convergences specification. The stopping condition of PSO is the
maximum number of iterations or minimum error requirement present or
acceptable convergences. The stopping condition for GA is (i) if the genera-
tion’s value reaches the intended value of Generations, (ii) amount of time is
equal to intended Time limit, (iii) fitness function is less than or equal to
intended Fitness limit, (iv) Stall generations is less than intended Function
tolerance and (v) objective function interval equal to Stall time limit. Finally the
information is to be updated and optimum strategy is developed for the
infrastructure.

4 Implementation and Comparative Study

The OCBA is one of the most efficient approach for finding the simulation repli-
cation or length from all the simulated alternatives. For attaining the desired result
OCBA approach for quality decision simulation using fixed computing budget. In
Equal Allocation (EA) all the design are simulated in equal environment so that we
get better performance.

We have considered the sphere function for simulation purposes. For selecting
the Sphere Function in dimension D and finding d local minima except the global
one.

Sphere Function: f ðxÞ= ∑
d

i=1
Xi2

The minimal value for sphere function is zero. In two dimension space the
optimum value is (0, 0). We set the range of [−50, 50] and variance 102 is added to
sphere function for simulation under stochastic environment. For PSO
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implementation we set 20 particles for each iteration. The goal is to optimize range
and find the optimal solution for each function

X =
max iter+1− i
max iter+1

.
2

j2− c1− c2−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c1+ c2ð Þ2− 4ðc1+ c2Þp j

Where c1 and c2 is set to be 2.05, as proposed by Bratton and Kennedy [19].
Max_iter is equal to maximum number of iteration. For budget allocation, we set
the Δ = 100 and n0 = 10 for all experiment. For each iteration the total bud-
get allocation at PSO is 3000. The computing budget allocation models for two
versions of PSO using OCBA allocation rules PSOs_OCBA (PSO Standard
OCBA) and PSObw_OCBA (PSO Best half and Worst Half OCBA) are analyzed
for finding the Mean performance of the Global Best. In standard PSO, the personal
best of one particle is the location of this particle’s own previous best performance
and the global best is the best solution that any particle has found. In PSObw, a
modified version of PSOs, the global best is the best particle in the swarm. For each
particle in Sworst, we need to find the particle in Sbest nearest to it as its personal best
while the personal best for particles in Sbest are themselves.

Further, another two version of Equal Allocation (EA) ruled based PSO, namely
PSOs_EA (PSO standard EA) and PSObw_EA (PSO best half and worst half EA)
are also analyzed for finding the mean performance of global best.

The mean Performance and global best for PSO implementation of PSOb-
w_OCBA, PSOs_OCBA, PSObw_EA, and PSOs_EA are as shown in Figs. 2
and 3 respectively and the corresponding result dataset is cited in Table 2.

Fig. 2 PSObw_EA and PSOs_EA using sphere function
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Fig. 3 PSObw_OCBA and PSOs_EA using sphere function

Table 2 The result of PSObw_OCBA, PSObw_EA, PSOs_OCBA and PSOs_EA for finding the
mean performance of the global best

Iteration no PSObw_OCBA PSObw_EA PSOs_OCBA PSOs_EA

1 0.74 1.11
2 0.72 1.10
3 0.68 1.09
4 0.66 1.08
5 0.62 1.04 1.20
6 0.60 1.00 1.12 1.2
7 0.58 0.95 1.02 1.1
8 0.56 0.93 0.94 1.0
9 0.54 0.9 0.84 0.9
10 0.52 0.89 0.78 0.84
11 0.51 0.85 0.68 0.76
12 0.49 0.84 0.64 0.70
13 0.48 0.82 0.58 0.66
14 0.47 0.81 0.54 0.60
15 0.46 0.80 0.48 0.55
16 0.45 0.79 0.44 0.52
17 0.45 0.78 0.40 0.48
18 0.46 0.76 0.39 0.45
19 0.45 0.74 0.36 0.42
20 0.45 0.72 0.33 0.40

(continued)
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5 Conclusion

In this paper a novel try has been performed for introducing PSO for budget allo-
cation problem. It is found that PSObw_OCBA and PSObw_EA has a better per-
formance than PSOs_OCBA and PSOs_EA. OCBA exhibits better execution
results than EA, which is a traditional approach. Implementation using GA instead
of PSO can also be possible for budget allocation problem as per the proposed
framework and the simulation results can be analyzed to find out the scope of GA
for the said problem.
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Gene Expression Profiling of Cervical
Cancer Using Statistical Method

Deepak Kapse, Koel Mukherjee and Debadyuti Banerjee

Abstract Cervical cancer is accountable for numerous cancer-related deaths in
women worldwide. Cancer causes molecular alterations in two types of genes with
opposing functions, proto-oncogenes and tumor suppressor genes (TSG), respec-
tively. Proto-oncogenes stimulate cell growth and hinder apoptosis, whereas TSGs
inhibit growth and maintain the cell integrity. Deregulation of both types of genes
may change the growth and division of cells, leading to a tumorigenic transfor-
mation. Thus we aim to study the gene expression of cervical squamous cell car-
cinoma and endocervical adenocarcinoma (CESC). The data were selected and
retrieved from TCGA data portal. A list of 12 driver genes responsible for causing
cervical cancer was found. A code in R was written to find the correlation of these
driver genes with the cancer genes by Spearman’s method. Different statistical
methods were applied to calculate the significantly co-expressed genes. Co-express
pathways were also identified by DAVID.

Keywords Correlation ⋅ Spearman’s method ⋅ Bonferroni correction ⋅
Multiple testing correction ⋅ DAVID R

1 Introduction

Every day the body discards the old cells by replacing the new ones. But sometimes
this process becomes hampered [1] in the genome level leading to uncontrolled cell
growth and metastasis [2]. In this situation the old cells are also not discarded when
they should be. These additional cells can form tumor which is the accumulation of
new and old ones. Occasionally these accumulations of cells can be malignant in its
nature. Among several cancer types, cervical cancer is accountable for 10–15 % of
deaths in women worldwide [3]. As per the Human Papillomavirus (www.
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hpvcentre.net) and Related Diseases Report, 1,22,844 women diagnosed every year
and 67,477 die among them. Cervical cancer holds the rank of second position
among all other cancers in Indian women where 432.20 million women are at the
threat of developing cervical cancer [4]. According to GLOBOCAN statistics [5],
by 2030, approximately, 2.14 million new cases will be diagnosed and 13.2 million
deaths from cancer will occur.

Cervical cancer occurs in the cervix which is the lower part of the uterus [3].
Cervical cancer can often be successfully treated if it is detected at an early stage.
Most cervical cancers are caused by a virus called human papillomavirus, or HPV [6].

Much importance has been given to RNA-Seq data to characterize numerous
tumor samples and their cell lines, respectively, after the encyclopedia of the reg-
ulatory elements (ENCODE) and The Cancer Genome Atlas (TCGA) projects have
submitted their projects. The identity and function of a cell is determined by its
entire RNA component, which is called the transcriptome [7]. Snapshot of the
transcriptomic status of the disease is provided by RNA-seq data by discovering the
novel genes, pathways [8] and their expression levels.

Based on the known and novel driver mutations at protein coding genes and their
mRNA expression levels, the patients are classified into different T-cell subtypes,
which has important implication for personalized medicine. RNA-Seq similarly
helps to identify biomarkers for breast cancers [9]. This work will provide
knowledge about the genes related to cervical cancer and also its driver genes. To
expand knowledge at the molecular level of cervical cancer, it is essential to build
an integrated view of genomic data with transcription profiles, mutations, miRNA,
epigenetic markers and clinical end points. The computational work helps to predict
and analyze the result related to transcriptome data which may in future help to
diagnose the women candidate suffering from the cervical cancer. The study can
show a glimpse of the present scenario of the genes related to cervical cancer and
simultaneously help the future researchers to solve the mystery of cancer.

2 Materials and Methods

2.1 Data Mining and Retrieval of Data

The Cancer Genome Atlas (TCGA) intends to analyze and interpret the various
molecular information of tumor types at their DNA, RNA, protein and epigenetic
level. TCGA data are classified by the data type (for example, clinical mutations,
gene expression) and data level which are submitted at the Data Coordinating
Center (DCC) for public access (http://cancergrnome.nih.gov/). The privacy of the
patient’s information is also maintained during the accession of the TCGA’s data.
The selected data (RNA-seq) were retrieved from TCGA portal (https://tcga-data.
nci.nih.gov/).
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2.2 Express Profiling by Various Statistical Methods

The co-expression between the cancer genes and the driver genes was found by
Spearman’s method using R which is an interface for statistical computing and
graphical representation. Simultaneously, different statistical methods were also
applied on the retrieved data like Bonferroni correction, multiple testing correction.
In Bonferroni correction, p value is adjusted for several dependent or independent
statistical tests and multiple comparisons can be performed. The modified P value is
then calculated by dividing the previous P value (α) by the number of comparisons
being made. In this study, Bonferroni correction was performed and p (p < 0.05)
values were adjusted using R. To reduce the chances of obtaining false-positive
results (Type I errors), Bonferroni correction was done and multiple testing cor-
rection was performed in parallel to reduce Type II error.

2.3 Co-express Pathways Detection

The action of genes and their expression can be represented as pathway diagrams
for metabolic or signaling cascades. The present study was arranged by using
DAVID Bioinformatics (The Database for Annotation, Visualization and Integra-
tion Discovery). All tools in the DAVID Bioinformatics provide useful analysis of
large lists of genes derived from genomic studies.

3 Results and Discussion

The cervical squamous cell carcinoma and endocervical adenocarcinoma (CESC)
data was downloaded from TCGA data portal of 310 patients. 15.2 GB of data were
collected having I.D of 20,532 genes. These data are classified by data type and
data level consisting of six files in the data archive. Code in R was written to
retrieve data from the archive files.

We tried to find how the genes are correlated with each other, whether they are
positively correlated, negatively correlated or are not correlated. The correlation
values are between −1 and 1. The values between 0 and 1 specify that the genes are
positively correlated; the values between 0 and −1 indicate the genes are negatively
correlated and the value 0 indicates not correlated. Only the top 12 significant genes
were selected based on the criterion of correlation (r) values. 6 genes having r > 0.5
and 6 genes having r < −0.5 were selected. The significantly co-expressed genes
with the driver genes are represented by level plots. A scale of colors indicates the
correlation value where 2 colors blue and yellow indicate that the genes are posi-
tively or negatively correlated, respectively. A total number of 12 co-express genes
were identified as follows: TP53, PIK3CA, CDK12, ATM, PIK3R1, EP300,
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Fig. 1 A scale of colors indicates the correlation value between cancer genes and driver genes.
The color plot represents (a)–(f) TP53, PIK3CA, CDK12, FBXW7, PTEN, ATM gene,
respectively. The level plot shows positive (blue) and negative (yellow) correlation. Scale
indicates the r-value
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ARID1, KRAS, NFE2N2, MET, FBXW7 and PTEN. Out of 12, 6 co-express genes
are discussed in this article showing the correlation by level plots (Fig. 1). Multiple
testing corrections were done and most significant genes were found. Multiple
correction method depends on how many genes are tested, the larger the gene list,
the more stringent the correction will be.

In cancer research, cancer genes [10] and their pathways provide an explanatory
interpretation and understanding of cancer mechanisms [11]. Once the significant
genes were identified, we found the co-express pathways. The pathways are found
using the DAVID (Database for Annotation, Visualization and Integration Dis-
covery) resource. DAVID, interpret the biological mechanisms with large gene lists.
The results show (Figs. 2, 3 and 4) different pathways being affected by the
co-express genes and the number of genes affecting a particular pathway. The pie
charts (Figs. 2, 3 and 4) are divided into different regions and each region has a
different color which specifies the different pathways and the number of significant
genes playing role in those pathways.

Fig. 2 A snapshot of pie chart and its corresponding table for two individual genes. The pie chart
and the table represent the different pathways and the number of significant genes for a TP53 and
b PIK3CA, respectively, playing roles in the pathway. The count shows the number of genes
affecting a particular pathway
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Fig. 3 A snapshot of pie chart and its corresponding table for two individual genes. The pie chart
and the table represent the different pathways and the number of significant genes for a CDK12
and b FBXW7, respectively, playing roles in the pathway. The count shows the number of genes
affecting a particular pathway

Fig. 4 A snapshot of pie chart and its corresponding table for two individual genes. The pie chart
and the table represent the different pathways and the number of significant genes for a PTEN and
b ATM, respectively, playing roles in the pathway. The count shows the number of genes affecting
a particular pathway
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4 Conclusion

In cancer research, cancer genes and cancer pathways provide a holistic interpre-
tation and understanding of cancer mechanisms. New techniques provide new
evidence of gene expression or DNA structural alterations in the cervical cancer
progression and new implications for cervical cancer research. The co-expression
between statistically significant genes and driver genes was studied. Co-express
pathways of co-express genes were studied; the genes affect different pathways. The
number of genes affecting a particular pathway was also studied. The possible
future scopes from this project are designing and implementation of methodology
for the integration of pathway and high-throughput data and analysis of other
cancers.
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Software Cost Estimation Using
Cuckoo Search

Sweta Kumari and Shashank Pushkar

Abstract One of the important aspects of any software organization is to use
models that can accurately estimate the software development effort. However,
development of accurate estimation model is still a challenging issue for software
engineering research community. This paper proposes a new model for software
cost estimation that uses Cuckoo Search (CS) algorithm for finding the optimal
parameter of the cost estimation model. The proposed model has been tested on
NASA software project datasets. Experimental results show that the proposed
model has improved the performance of the estimated effort with respect to MMRE
(Mean Magnitude of Relative Error) and PRED (Prediction).

Keywords Software cost estimation ⋅ CS algorithm ⋅ COCOMO model ⋅
MMRE and PRED

1 Introduction

In modern days, software development organizations give so much importance to
effective and efficient cost estimating techniques for their success. Cost estimation
can be defined as the process of predicting the amount of time and persons required
to develop a software system [1]. Accurate estimation of software cost is one of the
most challenging tasks in software engineering as it is used for creating proper
planning, budgeting and scheduling, efficient allocation of resources and monitors
the progress of the project. Inaccurate estimation of software projects causes
problems such as lowering the quality of the project, wastes the company’s budget
and can result in failure of the entire project [2]. The process of software cost
estimation depends on many parameters in which size is considered to be the most
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important parameter and measured in thousands of delivered lines of code
(KDLOC) [3, 4]. Now-a-days various models have been developed by many
researchers for software cost estimation which are mostly based on meta-heuristics.
Generally, they use these algorithms for finding the optimal parameters which are
responsible for achieving the accuracy of the estimation process. In [5, 6], authors
present cost estimation models using genetic algorithms and fuzzy logic. A com-
putational intelligence technique was used to develop a model for software cost
estimation [7]. Soft computing techniques were used in [8–11]. In [12, 13], the
authors give the models for software cost estimation that is based on artificial neural
network and neuro-fuzzy approaches.

Constructive cost model (COCOMO) is one of the traditionally known algo-
rithmic software cost estimation model. It was proposed by Boehm [14] and based
on the past experience of software projects. It is a collection of three models,
namely Basic model, Intermediate model, and Semi-detached model. The basic
COCOMO model uses program size for calculating efforts. It comes in the form of:-

Effort = a * Sizeð Þb ð1Þ

Here, an effort is measured in person-month, Size is measured in kilo lines of
code (KLOC) and a, b are constants. Generally, these constants are fixed for a
specific project type. In this paper, a new model has been presented that is based on
a novel meta-heuristic algorithm named CS for software cost estimation. The
experiment done on a NASA software project dataset [15] has shown that the
proposed model is improving the accuracy of estimation as compared to other
existing models. The rest of the paper is organized as follows: Sect. 2 explains the
methodology used in this work. Experiments and comparison are described in
Sect. 3 and finally the conclusions are described in Sect. 4.

2 Methodology

2.1 CS Algorithm

CS is new population based algorithm proposed by Yang and Deb [16]. It is
inspired by cuckoo’s aggressive breeding strategy in which they occupy other bird’s
nests for breeding and the host bird’s starts taking care of cuckoo’s eggs. If a host
bird finds that the eggs are not its own, it will either throw these alien eggs away or
simply give away its nest and create a new nest somewhere else. Based on above
cuckoo’s behavior, the CS algorithm follows three principal assumptions [16]:-
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1. The cuckoo lays only one egg at a time in a randomly chosen nest. Here, each
egg represents a possible solution.

2. The best nests with high quality eggs will be carried over to the next
generations.

3. The numbers of available host nests are fixed and the egg laid by a cuckoo bird
is discovered by the host bird with a probability pa. Here, the host bird has two
choices. It can either throw the egg away or it may abandon the nest, and create
a new nest somewhere else.

The CS algorithm uses a search pattern called Lévy flight, generally followed by
animals and birds for searching foods in a random or quasi random manner. Here,
pattern of searching the next step is based on the current location and the probability
of moving to the next location. According to Yang [17] and Gutowski [18], lévy
flight is more efficient for searching than regular random walks or Brownian
motions. The lévy flight is characterized by a variable step size punctuated by 90°
turns.

2.2 Proposed Model

The proposed model attempts to provide better accuracy in the software cost esti-
mation process by applying CS algorithm. Here, the main aim is to optimize the
parameters a and b of cost estimation model shown by Eq. (1). The proposed model
has been applied to a NASA software projects dataset [15] and the results obtained
have found to be better estimating model in comparison to other recent estimation
models like [5, 6, 15, 19] with respect to MMRE and PRED.

2.2.1 Fitness Function

Our objective is to minimize the MMRE (Mean Magnitude of Relative Error)
between the estimated and actual efforts. It is a common evaluation criteria used for
measuring the performance of models in the cost estimation process. The MMRE is
calculated as:-

MMRE=
1
n
∑
n

i=1

Actual Effort − Estimated Effort
Actual Effort

����
���� ð2Þ

Here, n is the total number of projects.
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2.2.2 Implementation of CS Algorithm for Software Cost Estimation

The CS algorithm implemented as follows:-

1. The initial population of nests with the size n is randomly generated. It is
defined in the search space by the lower and upper boundaries.

2. To get the new nest or solution xt+1 for a cuckoo i, a lévy flight is used using the
following equation:-

x t+1ð Þ
i = x tð Þ

i + α lev́y λð Þ ð3Þ

Where, α>0 represents the step size and t represents current generation.
The ⊕ means an entry-wise multiplication. The random step length is drawn
from a levy distribution which has an infinite variance with an infinite mean.

lev́y∼ u= t − λ, 1 < λ≤ 3 ð4Þ

3. The fitness value is calculated and evaluated using Eq. (2).
4. A fraction of worst nests is discarded while preserving the best nest and again

through Lévy flight, new nest by the same fraction are generated.
5. Calculate the fitness value of the new nest.
6. Rank all nests and the find best nest from the current ones.
7. If stop condition is satisfied, stop, if not, go to 2.

The parameter settings for the CS algorithm for finding the optimal parameter of
cost estimation models are given in Table 1.

3 Experiments and Comparison

The data are taken from [15] for experimentation and comparison purpose. It is
given in Table 2. The parameters obtained using the above methodology is
a = 2.2448 and b = 0.8653. Now, this a and b are used for estimating effort for
proposed model which is shown in Table 3.

Table 1 Parameter settings
for the CS algorithm

Parameter Value

Lower and upper bounds for a 1.00:4.00
Lower and upper bounds for b 0.01:2.00
Number of nests 25
Alpha 0.01
Discovery rate 0.25
Number of iterations 100
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3.1 Evaluation Criteria

The performance of the proposed model is evaluated here using MMRE and PRED.
A detail description of MMRE can be found in the previous section. PRED can be
defined as below:-

PRED (0.25):- It is defined as the percentage of predictions falling within 25 %
of the actual known value. The PRED is calculated using the following equation:-

PRED=
1
n
∑
n

i=1

Actual Effort−Estimated Effort
Actual Effort

����
���� ≤ 0.25 ð5Þ

The experimental results are given in Table 3. The results of the proposed model
are also compared with the results of existing models and it has been seen that the
proposed model is able to provide closer estimated effort to the actual effort.
Figure 1 shows the comparison between the estimated efforts of the proposed
model to the measured efforts.

Table 4 shows that the MMRE and PRED value of various models. From the
Table 4, it has been observed that the value of MMRE applying CS was lower than
MMRE value of other existing models and the PRED value increases significantly.
Figure 2 shows the performance comparisons of various models in terms of MMRE
and PRED value.

Table 2 NASA software
projects data

Project No. KDLOC ME Measured effort

1 90.2 30 115.8
2 46.2 20 96
3 46.5 19 79
4 54.5 20 90.8
5 31.1 35 39.6
6 67.5 29 98.4
7 12.8 26 18.9
8 10.5 34 10.3
9 21.5 31 28.5
10 3.1 26 7
11 4.2 19 9
12 7.8 31 7.3

13 2.1 28 5
14 5 29 8.4
15 78.6 35 98.7
16 9.7 27 15.6
17 12.5 27 23.9
18 100.8 34 138.3
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Fig. 1 Measured effort versus estimated efforts of proposed model

Table 4 Performance comparisons of various models

Models MMRE Prediction (0.25)

Bailey-Basil 0.2202 0.7777
Doty 3.0789 0
Halstead 17.2511 0
Alaa F. Sheta 0.5477 0.3889
Harish model 1 0.3455 0.5555
Prasad and Hari 0.2233 0.6667
Proposed 0.1986 0.8333

Fig. 2 Performance comparisons of various models in terms of MMRE and PRED value
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4 Conclusions

Here, we propose a new model for software cost estimation that is based on a new
meta-heuristic algorithm called Cuckoo Search. This algorithm has been used to
discover the optimal parameters of the cost estimation model. The experimental
results obtained on a standard dataset [15] have shown the superiority of the pro-
posed model over the currently used estimation models. The future direction of the
research can be to incorporate multiple evaluation estimation criteria to optimize the
parameters and to investigate the suitability of the procedure for the accurate cost
estimation.
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The Insects of Innovative Computational
Intelligence

Sweta Srivastava and Sudip Kumar Sahana

Abstract The desirable merits of intelligent algorithm and the initial success in
many domains have inspired researchers to work towards advancement of these
techniques. A major plunge in algorithmic development to solve increasingly
complex problems turned out as breakthrough towards the development of inno-
vative computational intelligence (CI) techniques. Here this paper discusses inno-
vative computational intelligence techniques that are inspired by insect families.
These techniques utilize the skills of intelligent agents for required problem.

Keywords Swarm intelligence ⋅ Computational intelligence ⋅ Bee colony ⋅
Mosquito host seeking ⋅ Wasp colony ⋅ Insect colony ⋅ Termite ⋅ Super-bug

1 Introduction

The term “computational intelligence’ was coined by Bezdek [1] based on intelli-
gent behavior of computer inspired from nature. CI [2] is the study of design of
intelligent agents. The agents can be an inspiration from insects, worms, animals,
airplane, human, organizations, society and many more. It utilizes the skills of
intelligent agents for required results as illustrated in Fig. 1. CI had opened many
brand new dimensions for scientific research in past two decades.

S. Srivastava (✉) ⋅ S.K. Sahana
Department of Computer Science, BIT, Mesra, Ranchi, India
e-mail: ssrivastava.rnc09@gmail.com

S.K. Sahana
e-mail: sudipsahana@bitmesra.ac.in

© Springer Science+Business Media Singapore 2017
S.K. Sahana and S.K. Saha (eds.), Advances in Computational Intelligence,
Advances in Intelligent Systems and Computing 509,
DOI 10.1007/978-981-10-2525-9_18

177



CI can be broadly classified into two categories [2]—traditional and innovative.
Traditional CI [3, 4] mostly concentrates on artificial neural network (ANN),

fuzzy logic (FL), evolutionary algorithms (EA) [e.g., genetic algorithm (GA),
genetic programming (GP), evolutionary programming (EP), and evolutionary
strategy (ES)], simulated annealing (SA), artificial immune systems (AIS), Tabu
search (TS), and two variants of swarm intelligence (SI), i.e., ant colony opti-
mization (ACO) and particle swarm optimization (PSO).

Innovative CI are highly developed and refined than CI. It can be grouped into
several families depending on its functionality and the source of inspiration. It can
be inspired by physics [5] like Big Bang-Big Crunch (BBC), Central Force Opti-
mization (CFO), Particle Collision Algorithm (PCA). There are several techniques
inspired by chemistry [5] like Artificial Chemical Process (ACP), Chemical
Reaction Algorithm (CRA), and Gases Brownian Motion Optimization (GBMO).
Techniques inspired by mathematics are Base Optimization Algorithm (BOA),
Matheuristics.

There are several biological inspirations [5] for innovative CI. These can be
further grouped into multiple classes like animals, plants, birds, tribes etc.
depending upon its nature. There are many algorithms bagged into each categories
like techniques inspired from animal includes Cat Swarm Optimization (CSO),
Monkey Search, Wolf Pack Search (WPS). Techniques like Cuckoo Optimization
Algorithm (COA), Dove Swarm Optimization (DSO), and Migrating Birds Opti-
mization (MBO) are inspired by birds. Bacterial Foraging Algorithm (BFA),
Amoeboid Organism Algorithm (AOA) and several others are inspired by
microorganisms. Artificial Fish Swarm Algorithm (AFSA), Fish School Search
(FSS), Shark-Search Algorithm (SSA) and many more techniques are based on
aquatic animals. Frog Calling Algorithm (FCA). Shuffled Frog Leaping Algorithm
(SFLA) are inspired by amphibians. Plants inspired algorithms include Paddy Field
Algorithm (PFA), Invasive Weed Optimization (IWO). Saplings Growing Up
Algorithm (SGUA). There are quite a lot of other categories and several techniques
under them which are beyond the scope of this paper. A family tree of CI is shown
in Fig. 2.

The prime focus of this paper is CI techniques that are inspired by insect families
which will be discussed in further sections.

Fig. 1 Computational intelligence agents and driving skills
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2 Insect Family

The word insect comes from a Latin word ‘insectum’ [6]. Insects are among the
most assorted set of animals in the world with more than a million described
species. Their body is divided into three-parts (head, thorax and abdomen). They
also have three pairs of jointed legs, compound eyes and one pair of antennae.
These small living beings had always inspired researchers with their interesting
organizational and food foraging behaviors. Figure 3 shows the growth of insect
inspired techniques in last two decades. It can be clearly interpreted from the
techniques discussed here that gradually the growth in innovative techniques
inspired from insects are stepping up.

3 Insect Behavior

Insects habitually lives into solitude but some such as bees, ants, termites etc. are
found in large and well organized colonies. They communicate [7–12] with each
other in a verity of ways like sound, light, smell, or by rubbing wings. The prime
conduct that attracted researchers towards insets are their ability to communicate
with each other in a verity of ways like sound, light, smell, waggle dance or by
rubbing wings.

Fig. 2 Family of computational intelligence
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Food foraging [7, 12–14], is another major themselves to explore promising food
sources, inform the colony members and exploit it in an optimal manner.

The selection of partner for mating [15] of some insects can also be framed by
computational intelligence scientists.

Another major attributes found in insects are division [16, 17] of the colony
depending on its size and resource availability. In families like bees, they can have
only one queen.

4 Insect Oriented Algorithm Model

There are several CI techniques developed by researchers inspired by attributes of
insects such as self organization, food foraging, ability to adapt according to
changing environment, and so forth. These algorithms are discussed in Table 1.

In the above section we have seen that several insect families are well
thought-out for solving complex computational problems. Different character of
features of the insect brings out a new methodology of solution. Most of the
problems are based on selection of best solution state and discard the non optimal
solutions (WSO, VBA etc.) and some with very few computational functions
(ABC, HBMO etc.) and thus comparatively simpler to work. Several algorithms
like Termite-hill Algorithm, Cockroach Swarm Optimization and bee hive algo-
rithms are implemented for some specific problem.

Fig. 3 Growth of insect inspired techniques in last two decades
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Table 1 Insect oriented algorithmic model

Algorithm Agents Inspiration Implementation and
Remark

Artificial Bee
Colony [7],
[16]

Employed bees,
Unemployed bees
(scouts bees, onlooker
bees)

Foraging behavior of
the honey bees

Implementation:
Structural optimization,
[18], Traffic optimization
[19], Continuous
Optimization, Network
routing [20]
Employ fewer control
parameters than DE, GA
and PSO
Better convergence speed
than GA and DE. Employ
a greedy selection process
between the candidate and
the parent solution
Unlike DE and GA, ABC
avoids premature
convergence
Solves multimodal and
multidimensional
optimization problem

BeeHive [8,
21]

Short distance bee
agent, long distance bee
agents

Dance language and
foraging behavior of
honey bee

Implementation: Network
routing [22]
Implemented for Japanese
internet backbone
scenario

Bees Life
Algorithm [9]

Queen bees, drone bees
and newly born
bumblebees

Reproduction and
foraging behavior of
bees

Implementation:
Vehicular ad hoc network
(VANET) problem [9]
Found to be more efficient
than GA and HBMO
Uses a low number of
nodes
Efficient, less complex

Cockroach
Swarm
Optimization
[23]

Cockroach Swarm Chase swarming,
dispersing and
ruthless behavior of
cockroach

Implementation: Vehicle
routing problem [23]
Higher optimal rate and
shorter time than PSO

Firefly
Algorithm
[24]

Firefly Social behavior of
firefly and the
phenomenon of
bioluminescent
communication.

Implementation:
Scheduling and TSP [24,
25], Feature selection [26]
Decreasing random step
size.
Outperform Particle
Swarm.
Optimization [24] in 11
bench mark problem

(continued)
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Table 1 (continued)

Algorithm Agents Inspiration Implementation and
Remark

Fruit Fly
Optimization
Algorithm
[14]

Fruit fly Oshresis and sensitive
vision of fruit flies for
food foraging

Implementation: Traffic
flow control [27],
Multidimensional
knapsack problem [28],
Control Optimization
[29], Clustering [30]
Ranking of solution is
needed
Solves combinatorial
optimization problems
Computational process is
simple and easy
implementation
Tested for maximum and
minimum value problem
in [14]

Glowworm
Swarm
Optimization
[10]

Glowworm Luciferin-update
phase and movement
of glowworm

Implementation:
Deployment of wireless
sensor nodes [31], Sensor
Deployment [32]
Compared with PSO,
artificial fish swarm
algorithm (AFSA), and
AFSA with chaos
(CAFSA), the
experimental results [33]
showed that MNGSO is
an effective global
algorithm for finding
optimal results

Honeybee
Social
Foraging [34]

Queen, drone, workers,
brood

Foraging behavior of
bees

Implementation: VANET
[9]
Ranking of solution.
It outperforms GA and
HBMO [9]

Honeybees
Mating
Optimization
[15, 35]

Queen bee, male honey
bees (drones),
neuters/underdeveloped
honey bees

Probabilistic mating
of drones with queen
bee

Implementation: Vehicle
routing problem [36]
Queen represents best
solution
Weaker solutions are
replaced using fitness
function
In comparison to several
nature inspired
metaheuristic method it is
one of the best method [5]

(continued)
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Table 1 (continued)

Algorithm Agents Inspiration Implementation and
Remark

Mosquito
Host-Seeking
Algorithm
[13]

Artificial female
mosquitoes

Host seeking behavior
of mosquitoes by
smelling odor like
CO2

Implementation:
Travelling sales person
problem [13]
Performs well and easy to
jump into local minima.
Easy to adapt into wide
range of travelling sales
person problem

Superbug
Algorithm
[37]

Bacteria Evolution of bacteria
in a culture

Implementation: Large
scale optimization
problems such as
scheduling, transportation
and assignment problems.
(FMS) [37]
Gives better results in
comparison to Sliding
Time Window (STW),
Abdelmaguid Genetic
Algorithm (AGA),
Ulusoy Genetic
Algorithm (UGA),
Proposed Genetic
Algorithm (PGA) and
Sheep Flock Heredity
Algorithm (SFHA) [38]

Termite-hill
Algorithm
[17]

Termite Behavior of termite to
allow simulation in
restricted environment

Implementation: Wireless
sensor networks routing
problem [17]
Originally proposed for
dealing with wireless
sensor networks routing
problem
Competitively efficient
routing algorithm in terms
of energy consumption,
throughput, and network
lifetime

Virtual Bees
Algorithm
[39]

Bees associated with
memory bank

Foraging and
communication of
bees with memory
bank

Implementation:
Controller design problem
[40], Damping control
system [41]
Ranking of solution
Ability to solve
multi-objective problems
involving many local
minima

(continued)
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5 Conclusion

Here in this paper we have discussed some of the computational intelligence
algorithm inspired by insect family. A comparative study was carried out and merits
demerits and application areas are highlighted. The source of inspiration in not
limited to these only. There are several other notable techniques as mentioned in
this paper. As per the nature of the problem most appropriate algorithm can be
selected. Another interesting observation is that till the year 2007–08 most of the
scientists studied bees and wasps’ behavior but gradually different species like
cockroaches, termites, firefly, fruit-fly and spiders also came into picture with their
unique attributes. The major fascination of these techniques is flexibility in the
application part. The algorithms can be merged with other techniques and modified
as desired by the researcher so that better results can be obtained.
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Effect of VM Selection Heuristics
on Energy Consumption and SLAs
During VM Migrations in Cloud Data
Centers

Rashmi Rai, G. Sahoo and S. Mehfuz

Abstract The virtual machine (VM) provisioning in cloud computing offers a
good possibility for energy and cost saving, given the dynamic nature of the cloud
environment. However, the commitment of giving the best possible quality of
service to end users often leads to the requirement in dealing with the energy and
performance tradeoff. In this work, we have proposed and evaluated three different
virtual machine selection policies (MedMT, MaxUT and HP) to achieve a better
performance as compared with the existing state of art algorithms. The proposed
policies are evaluated through simulation on large-scale workload data conducted
over a period of 7 days in a series of experiments. The results clearly indicate how
the virtual machine selection algorithms can improve upon the energy consumption
by data centers as well as the overall reduction in service level agreements (SLAs),
thus reducing the cost significantly.

Keywords Virtual machine ⋅ Migration ⋅ Consolidation ⋅ Cloud
computing ⋅ Data center

1 Introduction

With the advancements in computing power and the rapid increase in computing
services being delivered as a utility to the consumer, there is a paradigm shift
towards cloud computing technologies [1–3]. Big and small organizations, busi-
nesses as well as individual users have started relying on cloud services instead of
building and managing their own data centers for fetching the required services. As
a result, of which there has been sharp increase in the number of large-scale data
centers across globe. For example, there are more than 454,000 servers for Amazon
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EC2 and it is steadily increasing every year [4]. The number of datacenters is
growing at a steady pace as per the recent forecast by CISCO and the cloud
workload will be almost triple from 2013 to 2018. However, the work load in
traditional data centers will decline as per the survey due to increasing virtualization
in cloud environments [5]. Virtualization of resources is one of the prime factors
which is responsible for the growing number of workload migration from the
traditional data centers to the cloud data centers. The workloads to non-virtualized
cloud server’s ratio will grow from 6.5 in 2012 to nearly 16.7 by 2017. In com-
parison, the ratio of workloads to non-virtualized traditional data center servers will
grow from 1.7 in 2012 to 2.3 in 2017. These large-scale data centers consume
humongous amount of energy leading to huge operating costs and also contribute
significantly towards the global CO2 emission. According to [6], the total energy
consumption by data centers will persist to grow at a fast pace until unless some
sophisticated energy-efficient measures are deployed. Thus, reducing the energy
usage in cloud data centers has become a prime concern across the globe, both for
the sake of cloud providers benefit and the greener environment.

While the problem of energy consumption and CO2 is on rise, virtualization
technique continues to dominate the cloud data centers, providing the ability to
consolidate VMs between physical nodes. This provides the dynamic VM con-
solidation an opportunity to utilize the minimum physical nodes. This results in
turning off the idle nodes for energy saving, and possibly some SLA violation.
Therefore, reducing the energy consumption using VM consolidation, while also
managing fewer SLA violations, becomes a challenge. In this work, we have
proposed three novel heuristics for selecting the VM for migration.

2 Related Work

Building better power efficient virtual data centers, while keeping the users happy
with guaranteed SLAs, has already gained momentum and become a hot topic for
research. In this context, a lot of methods and algorithms have been proposed and
developed for dynamic virtual machine consolidation problem. Some of the pioneer
work that has been done in the last 5 years (2010–2015) is what we have tried to
summarized in this work. To the best of our understanding, the work done in [7–12]
has shown excellent results for energy and SLAs performance tradeoffs. They have
used the distributed approach for solving the dynamic virtual machine consolidation
problem. The problem of VM consolidation has been divided into four
sub-problems, namely (1) Host Underload Detection, (2) Host Overload Detection,
(3) VM Selection (4) VM Migration and for each sub-problem they have proposed
a number of heuristics. The evaluation and performance testing of these algorithms
were done by the simulation tool CloudSim developed by them. They have eval-
uated their work from the real data set from large-scale workload traces. Later on,
Cao [13] redesigned energy-aware heuristic framework for VM consolidation to
achieve a better energy-performance tradeoff and the result guarantees 21–34 %
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decrease in energy consumption, 84–92 % decrease in SLA violation, 87–94 %
decrease in energy-performance metric, and 63 % decrease in execution time. The
latest findings by Ehsan Arianya [14] show up to 46 %, 99 % and 95 % reduction in
energy consumption, SLA violation, and number of VM migrations, respectively,
as compared with previous work. They have proposed a multi-criteria
decision-making method for detecting underloaded hosts and placing the VMs.
Another latest survey done by Raja Wasim Ahmad [15] presents an elaborate
discussion on the critical facet of virtual machine migration and dynamic server
consolidation.

Based on the existing literature in the last few years, several conclusions can be
made. Firstly, we can deduce that the dynamic VM consolidation problem is
evolving rapidly with quite promising approaches and findings; however, there is
still lot needs to be done in terms of energy and SLA tradeoff given the ever dynamic
nature of cloud environment. Secondly, none of the work discusses the effect of
different VM selection algorithms on the energy consumption and SLA violation. It
can also be noted that VM selected for migration plays a crucial role as the number of
VM migrations hugely impacts the energy consumption. Therefore, in this regard,
we have tried to analyze and propose the effect of various VM selection algorithms
keeping other algorithms constant in the overall consolidation problem solving.

3 VM Selection Policies

According to the work done by Beloglazov [7, 8], the Minimum Migration Time
(MMT) was chosen as the most efficient VM selection policy which chooses a VM
with the least migration time. However, this may not be able to detect the hotspot
and might call for numerous migrations. Migration process also increases the task
completion time because of the downtime which is produced at the source as well
as the destination. Additionally, because of the excessive load transfer through the
network VM migrations also aggravate energy consumption. This creates a hotspot
situation and increases the number of SLA violations. The goal is to minimize the
total number of VM migrations and eventually decrease the SLA violation.
Therefore, this section proposes few VM selection policies and compares them to
existing state of art algorithms.

3.1 Median Migration Time (MedMT) Policy

Once the hotspot or the overloaded host is detected, the next step would be to select
a VM for migration failing which would cause degradation in the overall perfor-
mance. In this regard, this policy aims to find the migration time of all candidate
VMs on the hotspot and the median migration time is calculated. Eventually, the
VM with least median migration time is selected for migration. This policy is an
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improvement upon the MMT (minimum migration time) heuristic proposed by
Anton B. [7, 8] as described below. The migration time of the VM is calculated as
the amount of RAM utilized by the VM divided by the unused network bandwidth
available for the host j.

Where RAMu (a) is the amount of RAM currently utilized by the VM a; and
NETj is the spare network bandwidth available for the host j.

3.2 Maximum Utilization (MaxUT) Policy

This maximum utilization policy chooses the VM for migration which has the
largest possible CPU usage. Selecting this VM can be expected to minimize the
number of migrations. We have used the finite discrete Markov chain model for
predicting the CPU utilization. A finite Markov chain is a discrete stochastic pro-
cess with a finite number of states defined at integer values of time n = 0, 1.
A discrete system is represented by a set S of “states” and transitions between the
states and S are referred to as the state space [16]. A discrete stochastic process is a
discrete system in which transitions occur randomly according to some probability
distribution. The finite Markov chain has an initial probability distribution vector
and a transition probability matrix. The initial probability distribution vector V is an
n-dimensional vector that holds the probability distribution over the states (P (s1)…
P(sn)) where P(si) is the probability of each state. However, the transition proba-
bilities matrix is an n X n matrix T = (Pij) where Pij is the probability of moving
from a state i to a state j; therefore, Pij is a conditional probability Pij = p(j | i). The
transition probability matrix is a square matrix containing non-negative real num-
bers and the summation of each row in this matrix is one [16].

CPU utilization will be partitioned into number of different levels where each
level represents a different state. In this work, the CPU utilization level will be
partitioned into 11 different intervals ranging from 0 to 100 %, which define the
different states of the system. Random variables S1, S2, Sn will be used for defining
these levels as in Table 1.

To represent various states of the Markov Chain Model, the state transition
diagram and the transitions between different states are drawn in Fig. 1. This figure
shows the state diagram of the CPU utilization model having four states [S1, S2, S3,
and S4] only. The notation P(Si | Sj) is representing the conditional probability of
state Sj given the state Si. This state diagram has been used for the construction of
the transition probability matrix.

The transition probability matrix has been constructed for showing the condi-
tional probability of moving from one state to another. This matrix in n * n matrix is
shown in Fig. 2 where Pij is the conditional probability of moving from state i to
state j. Now, we can easily rewrite the previous matrix as represented in Fig. 3.

We have defined the initial distribution vector V1 = (P(s1), P(s2), …, P(sn)),
where n represents the entire number of states in the system. In addition to that, the
transition probability matrix T containing the probability of moving from one state
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Fig. 1 CPU utilization state diagram

Fig. 2 Transition probablity matrix

Fig. 3 Transition probablity matrix with different CPU states

to another has also been defined. The predicted distribution vector will be the result
of multiplying the initial distribution vector by the transition probability matrix. As
an illustration, the formula “V2 = V1 * T” will be used for computing the suc-
cessor “predicted” state V2 based on the current distribution V1 and the transition
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probability matrix T. The result will be a vector with each element representing the
probability of a particular state.

Algorithm 2: Markov CPU Predication Policy

Step1: Initialize the Utilization Vector
Step2: Initialize the CPU states
Step3: Utilization Vector = current utilization[] * transition Matrix[][]
Step4: For length of utilization Vector
Step5: Utilization Level += utilization Vector[i] * avgOfEachState
Step6: Return utilizationLevel

3.3 Hotspot Migration Policy

This policy is based on the condition of hotspotwhere server is said to be in hotspot if it
is utilizing its resources above a particular threshold point. If that threshold value is
assumed to be TH and for each node Ni the load is calculated as L(Ni). Let the total
sum of loads be SN. The average load present in all the nodes is calculated in variable
avg and a new factor called hotspot factor α is introduced. Now, the new threshold
value is determined based on the Avg value and the hot spot factor α. The node having
total load greater than the threshold value will be deemed as hot spot node. Thus, all
such nodes should be migrated. The Algorithm 3 details the HP Policy.

Algorithm 3: HP Policy

Step 1 Find the load for each node L(Ni);
Step 2 Let SN = 0 and α = 1.2;
Step 3 For each node Ni // Calculate the load of each node
Step 4 SN = SN + L(Ni); // total sum of loads
Step 5 avg (avg) = SN/Ni;
Step 6 TH = α * avg; // new threshold value
Step 7 For each node Ni repeat up to step 9;
Step 8 If L(Ni) > TH then mark the node as hotspot;

4 Performance Evaluation

The policies designed in this work are for the IaaS model in cloud computing and,
hence, it requires the extensive evaluation on a large-scale cloud datacenter.
However, it is practically tough to conduct repeatable experiments at such
large-scale setup as required by the proposed policies. Therefore, we have chosen
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CloudSim [10], a very popular among cloud researchers, developed by the Cloud
Computing and Distributed Systems (CLOUDS) Laboratory, University of Mel-
bourne. It ropes in both behavioral aspect and system modeling of Cloud envi-
ronment such as data centers, resource provisioning policies and energy-efficient
management.

4.1 Experimental Setup

We have taken two configurations of servers in our experiments from the real power
consumption data available from the real data given by SPECpower_ssj2008
benchmark. We have simulated a datacenter with 500 Snodes, with first half being
Dell Inc. PowerEdge R620 (Intel Xeon E5-2670, 2.6 GHz, 8 Core, 24 GB) and the
second half being Dell Inc. PowerEdge R720 (Intel Xeon E5-2670, 2.6 GHz, 8
Core, 24 GB).

The modeling of the four virtual machines for the experiments was done as per
the Amazon EC2 Instance Types. In this modeling, each VM type has 1 core.
Initially, the VMs are allocated with the maximum requested resource according to
its type.

4.2 Workload Data and Framework

For more robust performance evaluation, the real workload data as used by
CloudSim toolkit have been adopted in this work along with a series of experi-
ments. For all the experiments, randomly generated cloudlets using the CloudSim
toolkit are used for representing the application’s workload to the VM. The length
of each cloudlet is 2500 multiplied by the SIMULATION_LIMIT. The SIMU-
LATION_LIMIT represents how long the simulation works. For all the following
experiments, the simulation works for 1 day. The performance evaluation was
based on three different sets of experiments with three different configurations. As
this work focuses on the effect of the three VM selection policies on the energy
consumption and SLA violation, while evaluating the performance, each of them
would be compared with the existing state of art. The three proposed VM selection
policies have been compared with the three VM selection policies, namely MMT,
RS and MCC as described in the previous sections. As in the work done by Anton
[7, 8], the MMT gives the best energy and SLA tradeoff; therefore, we have shown
the comparison of our policies with MMT only. Similarly, out of the four algo-
rithms for host overload detection that have been implemented in CloudSim, i.e.,
IQR, LR, LRR and MAD, our experiments take into account the LR (Local
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Regression with threshold value 1.2). So the total combinations of six VM selection
policies along with two VM overload detection policies result in twelve combi-
nations for performance evaluation.

4.3 Results and Analysis

In this section, we have shown and analyzed the results of the proposed VM
selection policies. In slightly loaded datacenters, any increase in the number of
VMs accompanied with an increase in the number of hosts with the same per-
centage, using either the proposed VM selection policies or heuristics-based
approaches, results in the following: The amount of energy consumed increases by
a percentage that is slightly less than the percentage of the increase in the number of
VMs. The percentage of SLA violations remains approximately at the same level
without any substantial changes. In more loaded datacenters, using either the
proposed VM selection policies or heuristics-based approaches, any increase in the
number of VMs almost produces the same results found in slightly loaded data-
centers. This means that there will be an increase in the energy consumption with a
percentage that is somewhat less than the percentage of increase in the number of
VMs. However, the percentage of SLA violations approximately remains in the
same range. Increasing energy cost in the proposed policies by 50 % results in an
increase in the percentage of SLA violations by about 45 %. Nonetheless, there is
only about 10 % decrease in energy consumption. This result emphasizes on the
importance of thoroughly determining the cost of energy and violations. All the
foregoing experiments showed that the proposed approach is more efficient than the
heuristics-based approach, on average, as it produced less energy consumption
besides minimizing the percentage of SLA violations. However, there are notable
variations in the values of the performance metrics among the different runs of the
same experiment compared to the consistency in the results of the heuristics-based
approach. The scatter plot for the three different proposed policies against the
existing heuristic-based approach that is MMT has been shown in the figures
(Figs. 4, 5 and 6).
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4.4 Conclusion and Future Directions

To make best use of the ROI (Return on Investments) Cloud providers have to keep
reinventing energy-efficient VM provisioning policies and minimize the SLAs. In
this paper, we have proposed and evaluated three novel approaches for VM selection
in the Dynamic VM provisioning environment which aims to mitigate the effect of
hotspot. According to the findings from the experiments and the results of the
analysis, we can deduce that minimizing the energy consumption by the datacenters
all across globe has gained momentum. Also the SLAs have to be kept under desired
level so as to please the ever demanding users and also to stay ahead in the com-
petitive market. We have evaluated the proposed algorithms through extensive
simulations on a large-scale experiment setup and the results have clearly shown the
significant reduction in the overall energy consumption while minimizing the SLA
violations. For future work, it is necessary to evaluate the applicability of the pro-
posed policies in the real cloud infrastructure. A further direction for future research
is the VM provisioning heuristics based on evolutionary approaches like Genetic
Algorithms, Ant Colony Optimization, and Bacterial Foraging.
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Minimizing the Energy Consumption
of Cloud Computing Data Centers Using
Queueing Theory

Ranjan Kumar, G. Sahoo, Vikram Yadav and Pooja Malik

Abstract The servers utilize a major proportion of the energy utilized in the
cloud-based companies. Through this paper, we are proposing a group of
methodologies and approaches via which it would be possible to attain an energy
conservation of more than 80 % of the total energy consumed by the cluster. We are
using an integrated mechanism in between the servers and the jobs, consisting of
combination of optimization approaches: beginning from ant colony optimization in
the cloud cluster to bee colony optimization in load balancing to queueing theory in
solving different job arrival patterns and some intermediate optimization algorithms
like PowerNap and more. We have designed this approach without degrading the
quality of service of the datacenters/clusters.

Keywords Energy optimization ⋅ Cloud computing ⋅ Ant colony optimiza-
tion ⋅ Bee colony optimization ⋅ Queueing theory ⋅ PowerNap ⋅ Cloud
clusters ⋅ Algorithms
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1 Introduction

With increasing demand for cloud computing and its services and its applications in
other fields to share resources and minimize the cost of hardware for many enter-
prises, the only dominant problem comes out to be energy consumption for these
giant clusters and stations. The similar power-saving approaches are applicable for
datacenters and high-performance computing laboratories. In this paper, our major
emphasis would be on, using approach of PowerNap on the non-pattern following
job distributions, and application of queueing theory to find out an optimal resource
using a mechanism to serve the jobs following certain distribution patterns, namely,
Poisson, exponential, etc. The other auxiliary optimization tools which we would
require to the prior optimization and classification of the server’s states like idle,
overloaded and under loaded would be ant colony optimization and later bee colony
optimization for the load balancing among the under loaded and overloaded servers.
The various factors that we could be looking forward as parameter to our research
are:

• Each server’s number of task operating capacity.
• Rate of arrival of jobs (r).
• Number of jobs to arrive according to last arrival pattern (n).
• Time taken by server for each job (y).
• Time taken by server to turn on from PowerNap state.
• Time taken by server to turn on from off state.
• Expected time of next job arrival (x).
• Energy consumed in resuming from off state.
• Energy consumed in resuming from off state.
• Energy consumed per second in active state.

The Organization of this paper is as follows. Related work is discussed in
Sect. 2. Research methodology approaches used by us are discussed in Sect. 3. The
approach’s workflow is discussed in Sect. 4. The proposed procedural algorithm for
queuing theory-based model and process workflow chart are discussed in Sect. 5.
Section 6 gives the conclusion of our work.

2 Related Work

The major obstacle in energy conservation in cloud servers is variable workloads.
There are many approaches for energy conservation among them, we have chosen a
few of them and used them in different steps for our convenience. The datacenters
run on 20–30 % utilization of datacenter servers [1]. Still, such poorly utilized
servers consume 60 % of peak power. The solution of the author is PowerNap
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which suggests to put the system in a pseudosleep state where only its network and
jobs receiving terminal are kept on. In [2], 7–16 % gap is achieving peak power and
theoretical peak power which increases to 40 % in whole datacenter. The answer to
this problem proposed by this paper was use of CPU voltage and frequency scaling
[DVS].

In [3], energy optimization is done through dynamic voltage frequency scaling
[DVFS] using work load decomposition the result came out to be 20–40 % energy
saving to the cost of 10–30 % performance degrade. We applied a new approach of
queueing theory in our work, and the text books we referred are [4] and [5]. In
addition, for different queueing models analyses, we took help from [6] and [7].
Meisner [6] presented a PowerNap strategy for eliminating server idle power. Luo
[8] presented a resource scheduling algorithm based on energy optimization
methods. Feller [9] summarized the energy consumption and adjustment methods of
standalone computer and cluster servers. In Hsu’s work [10], they continuously
observed the energy consumption and server utilization of server from 2007 to
2010, pointing out that server’s defaults energy model has changed. In Lively and
Wu’s work [11], they use precise experimental probes to collect energy con-
sumption and performance characteristics in different parallel implementations.
Aydin et al. [12] have proposed the minimizing the energy consumption and
subsequently the cost for the static system. Mukherjee and Sahoo [13] have pro-
posed a framework for achieving better load balancing in Grid environment. Again,
Mukherjee and Sahoo [14] proposed an ant colony optimization and Bee colony for
service rescheduling. Once again, Mukherjee and Sahoo [7] proposed an algo-
rithmic approach for Green Cloud.

3 Research Methodology Approaches

3.1 Ant Colony Optimization

Ant colony optimization technique was proposed by Marco Dorigo in the early
1990s [15]. In our problem, there are n nodes in a cluster. Some are under loaded,
overloaded, and idle. Ant colony optimization will help in traversing all nodes by
shortest path (TSP). After traversing all the nodes, we will find the nodes that are
idle and we will not make them turn off. In our practical implementation, we have
provided a color code (RGB code) to each node. We will set a threshold value like
summation of RGB must be less than or equal to 300. The node will be turn off or
on the basis of RGB scale. Ants (blind) navigate from source to food with the help
of Pheromone. Initially, the ants navigate in all possible paths from source to food
uniformly. On the long path, ants take more time to return as there will be more
distance between the ants. Therefore, the evaporation will be high as compared to
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small path, there will be less distance between the ants and the evaporation will be
less. In the next iteration, more ants will navigate in that path that has more
pheromone means shortest path. Thus, shortest path is discovered via pheromone
trails. Each ant moves in random, and pheromone is deposited on path. Ants detect
the lead ants’ path inclined to follow more pheromone path. Ant reached next node,
selects the path, and continues until reaches start node. Finished tour is a solution.
A completed tour is analyzed for optimality. Trail amount adjusted for favor better
solution. Higher the probability of ant selecting path that is a part of better solution.
A better solution receives more trails. A worse solution receives less trails. Higher
the probability of ant selecting path that is a part of a better performing tour. New
cycle is performed repeated until most ants select the same tour on every cycle.

3.2 Bee Colony Optimization

Bee colony optimization is used for load balancing. There are many nodes that are
under loaded, and some are overloaded. We will uniformly distribute the load
among all the nodes. Honey Bee is a social insect. They work in a decentralized and
well-organized manner. There are two types of bees: one is forger bees, who collect
the nectar and food stores, who store that in hives. Forger bees move out for
searching the nectar (food). They move randomly in any direction. After finding the
nectar, they come back on the hive and start dancing on the dance floor. The
duration of this dance is closely correlated with the search time experienced by the
dancing bees. There are two types of dance, waggle dance which implies poor
quality of nectar and tremble dance (round dance) which implies good quality of
nectar. If the dance is tremble dance, then the new born bee agents fly to collect the
good quality nectar and store them in the hive. After this operation, the old bee
agents die and the new born bee agents start to fly with the good quality nectar
stored in the hive, and finally mix them with those sources which are holding poor
quality nectar. This process of distribution goes on until there is a uniform quality
of nectar in all the sources. Similarly, in cloud computing environment, we observe
that some CPUs of IaaS are overloaded for processing consumers’ services, some
are under loaded, and some are totally idle. We can save the consumption of energy
by turning this idle CPUs OFF and rescheduling services from overloaded CPUs to
under loaded CPUs.

3.3 PowerNap

It is a state when only the system components that detect the arrival of new work
are only powered except these units: all the other high-power consumption units
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like the CPU, DRAM and all the processing units are turned off and do not utilize
power. It can be utilized to achieve enormous energy saving during idle states. It
has two operating modes active mode and nap mode.

1. Wake delay: This is the time duration taken by the processing unit to turn on all
its services from the state of nap till the wake delay ends. The work remains
fixed.

2. Nap delay: This is the time allotted between the period when the work/job
become zero to that of the nap’s starting period.

Explanation: Initially, the cluster is at Nap. When the work arrives from the
services, the servers are powered on and the time taken to turn it on from the Nap
state that is referred as wake delay. During this wake delay, the work remains
constant, and after it, all the servers start functioning and executing the jobs. Again,
when the jobs end/finish, then the cluster for jobs for a definite time, after which it
sends the servers, is back to Nap. This definite amount time is referred as Nap
delay. After which the Nap remains till any further work is notified. The Fig. 1
shows the powerNap analytic model.

3.4 RAILS (Redundant Array of Inexpensive Load Sharing)

It is basically the replacement of the general (common) power supply units (PSUs)
with a combination (parallel) of multiple inexpensive PSUs. This is very feasible
for PowerNap, since in PowerNap state, a very small energy is requirement, and
with need, each PSU is activated and power is taken into the consequently activated
servers. Key features of RAILS are as follows:

• Efficient dynamic power output switching.
• Tolerance of PSU failure using N + K model.
• Minimal cost.

Our approach will work into two independent modules functioning
simultaneously.

Module I
It will deal with the load at the servers and determining its state:- idle, under loaded,
and overloaded by simple shortest path traversal using ANT COLONY

Fig. 1 PowerNap analytic
model
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OPTIMIZATION. The under loaded and overloaded are then balanced using the
same nearest/shortest path using the BEE COLONY OPTIMIZATION, and the idle
nodes are sent into PowerNap state with RAILS. An algorithm will be functioning
continuously to determine the pattern of the job arrival distribution. It would be a
complex algorithm to check the different (five models) possible job arrival distri-
bution models on the data sets and give the result to the queueing theory-based
mechanism in the idle nodes.

Module II
Now, the load on the set of under loaded and overloaded (or the active state servers)
when comes close to their maximum load handling limit according to some par-
ticular pattern followed by the jobs, then we will apply the queueing theory model
to turn on the required number of idle servers which are at PowerNap state or off
state.

If,

r*p ≤ s Remain awake
s < r*p < t PowerNap
r*p ≥ r Turn off

4 Proposed Procedural Algorithm

The procedural simulation would work on the underlying Algorithm. An infinite
running iteration will be running to continuously performing the given operations.
First, we will be traversing throughout the cluster to find out the shortest path
among the nodes, and mark the nodes idle, overloaded, and under loaded according
to the load present on them using ant colony optimization approach. Second, we
will send all the passive/idle nodes to PowerNap using RAILS. Now, we enter the
infinite iteration of load sharing and QUEUEING model. Here, we will distribute
the load equally among the overloaded and under loaded nodes using bee colony
optimization. Next, there will be a function to determine the job distribution pattern,
whose result is passed as a parameter in the next and final system of QUEUEING
model, along with list of idle and active servers. This system would perform
activation of the idle servers according to the need just before the job arrival which
cannot be handled by the existing active servers. The same system will send the
active nodes to PowerNap also when there is no work job for them for a definite
time interval. The Fig. 2 shows the life cycle model of a node.
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EnergyOptimizeCombo().

// Traverse shortest path among all nodes by ACO Optimi-
zation
ACO (all nodes)
Mark Idle, Over-loaded & Under-loaded nodes
For (Idle Nodes)
/*Call */     RAILS()
Apply_PowerNap()

While (true)

For ( Overloaded & Under loaded Nodes )
Apply_BeeColonyOptimization()

/* The above function (Apply_BeeColonyOptimization() ) 
Balances the Load between Overloaded and Under loaded 
Nodes */ 
Determine_Job_Distribution(Jobs[])
/* The above function would check the Distribution pat-
tern of Jobs & take the input Jobs as an Queue (Jobs[]) 
*/
If ( QOS Degrading || All Active Nodes are Nearly Over-
loaded)
QUEUEING_MODEL_SYSTEM ( Idle Servers, Active Servers 

Info, Job Distribution Pattern)
/* QUEUEING_MODEL_SYSTEM() function Activates the Idle 
Server According to Incoming Job Demand */

Cluster (Containing  all  nodes)

Idle Nodes Under-loaded & 
Over-Loaded Nodes

Bee Colony Optimization for Load Balancing

LOAD Balanced ( All Active Nodes )

No need for Extra Nodes

JOBS density Increased ( Need Extra Nodes)

QUEING MODEL 
Based System

Activate Idle Nodes

JOB Distribution 
Determination                                                                                               

Function 

PowerNap(with RAILS)

Fig. 2 Life cycle of node
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5 Algorithm for Queueing Theory-Based System

running_nodes := INITIAL_NODES;
Load:= 1;
// 0 means that the load decreased,
// 1 that it keeps the same
// 2 that it increased

do forever {
sleep for N seconds;
new_load := CalculateLoad ();

// the load increased
if (new_load > current_load && running_nodes< MAX_NODES 

{ 
WakeupNode();

running_nodes++;
} 

// the load decreased
else if (new_load < current_load && running_nodes > 
MIN_NODES)
{ 
node_to_be_removed := ChooseNodeWithTheLeastWorkload();
RemoveNodeFromQueue(node_to_be_removed);
PowerNapNodeWhenEmpty(node_to_be_removed);
Running_nodes--; 
}
} }
CalculateLoad(Average) {
last_arrivals[] := GetNLastArrivals();
average_lambda_inverse
:=CalculateAverageLambdaInverse(last_arrivals[]);
neeed_NODES:=CalculateNeededNodesNumber(average_lambda_in
verse,MEAN_DELAY,MEAN_SERVICE_TIME);
// the load increased
if (running_nodes < needed_NODES)
return 2;
// the load decreased
else if (running_nodes > needed_NODES)
return 0;
// the load stays the same
return 1;
} 

CalculateLoad(Exponential)
{

last_exponential_lambda_inverse := 
GetLastLambdaInverse();

QUEUEING_MODEL_SYSTEM ()  
{

// the initial number of running nodes
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last_arrival := GetLastArrival();
exponential_lambda_inverse := COEFFICIENT1 * last_arrival 
+COEFFICIENT2 * last_exponential_lambda_inverse;
neeed_nodes:=CalculateNeededNodesNumber(average_lambda_in
verse,MEAN_DELAY,MEAN_SERVICE_TIME);
// the Load increased
if (running_nodes < needed_nodes)
return 2;
// the Load decreased
else if (running_nodes > needed_nodes)
return 0;
// the Load stays the same
return 1;
} 
CalculateLoad(Queue control)
{ 
waiting_threshold := SLOT_NUMBER + 1;
// SLOT_NUMBER is the number of jobs allowed to be
// executed on a single computing node
running_threshold := running_nodes* SLOT_NUMBER - 1;
waiting_jobs_number := GetNumberOfJobsInQueue();
running_jobs_number := GetNumberOfJobsInService();
if ((waiting_jobs_number - waiting_threshold) <(run-
ning_threshold-running_jobs_number))
 { 
// the Load decreased
if (running_jobs < running_threshold) 
return 0
// the Load increased
if (waiting_jobs> waiting_threshold)
return 2
} 
// the Load stays the same
return 0;
}

6 Conclusion

Our work laid emphasis on the energy conservation in cloud computing clusters
through combination of efficient energy optimization approaches resulting an
effective energy conservation that we used ant colony optimization, bee colony
optimization, RAILS, PowerNap, and queueing theory-based models in different
steps to get the favorable results, thereby increasing the quality of service and
service rate with energy conservation.
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Cloud and Virtualization Based Log
Management Service

Sai Rakesh Ghanta and Ayoush Mukherjee

Abstract With our computers becoming more capable and internet becoming more
robust, virtualization- and cloud-based services have become prominent in their use.
Virtualization technology has become a cost-effective and fast way to run simu-
lations of models. Application virtualization helps run programs in environments
different from the underlying OS. The cloud, similarly, has become an indispens-
able platform to deliver a variety of services, such as storage, software, network,
infrastructure, and even virtualization. The aim is to integrate virtualization using
open virtualization archives (OVAs) or LXC Containers with OpenStack [1] to host
a cloud, along with real-time data analytics implanted using ELK (Elasticsearch
[2, 3], Logstash, Kibana) stack [4] to create a platform which provides an alternate
approach to the present practices of log management in companies, as the present
log management technologies lack in one or more of efficiency, security, isolation,
and ease of use.

Keywords Log management ⋅ Cloud computing ⋅ Virtualization technology ⋅
OpenStack ⋅ ELK stack ⋅ Elasticsearch ⋅ Logstash ⋅ Kibana ⋅ Infrastructure
as a service

1 Introduction

Companies employ a large number of machines, such as servers, routers, and Linux
machines. These produce large amounts of log messages each day, which are stored
in dedicated log files, by default. These logs need to be analyzed and diagnosed to
identify problems in the log and event data. For this purpose, the companies have
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system admins. These system admins use tools like Cat, Tail, and Grep, which are
popular tools for log management. While this present system works, it lacks in a
few areas, and does not offer much efficiency. A newer system is proposed herein,
which intends to counter these issues.

1.1 Problems in the Present System

The sheer volume of logs generated by every machine, each day makes this a
complex task. Upon identifying problems in logs, they are often compared with
logs from previous days and records to identify a common cause to the problem, or
to identify a pattern in the errors, so that further errors can be predicted and
prevented. However, there is no log management service that makes this process
intuitive.

The present log management solutions do not offer any way to cross-reference
the present log record with previously encountered log records to make helpful
analysis. The system admin generally has to scroll through the multitude of log
messages, and manually search for that instance, which displayed similar charac-
teristics. This is a time-consuming and effort intensive process. Moreover, this
makes real-time log management harder, because there is no tag-based catego-
rization of logs. In addition, there is no classification of logs based on patterns.

Another issue occurs, if the enterprise chooses to collect the logs into a server.
Enterprises typically have many departments and business units. In such a case, the
logs from all the units go on to the server and are stored based on their times-
tamp. This makes identifying logs from one source a tedious process. Moreover,
putting the logs of all business units on a single server leads to security and
isolation issues. What this means is that the person who has been given access to
the server to view the logs of one business unit can view the logs of the other
business units as well. Moreover, if the server is breached, the entire log record,
which may contain sensitive data, is made vulnerable. The lack of isolation of logs
from those of other business units compromises the security of the log management
system.

1.2 Proposed Solution

The solution proposed, herein, is to devise a cloud-based service with virtualization
to segregate the logs of each individual business unit for security and isolation
purposes. Moreover, a platform is employed to search, analyze, and visualize the
data, providing actionable insights in real time.

The platform will be delivered as IaaS (infrastructure as a service) using
OpenStack as a cloud to provide a DevOps kind of enablement. Virtualization will
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be implemented using OVAs (open virtualization archive such as SUSE Linux) or
LXC Containers, which will be loaded with ELK (Elasticsearch, Logstash, Kibana)
stack to perform real-time analytics on the log data.

2 ELK Stack

The ELK stack [5] comprises of three open-source technologies, Elasticsearch,
Logstash, and Kibana. These technologies, when used together, create an
end-to-end stack to yield real-time insights into any type of structured and
unstructured data. As the ELK stack is open source with a wide user base and
developer community, it is a very cost-effective and reliable solution to perform
analytics on log data.

The ELK stack ecosystem consists of four components:

• Shipper: The remote agents generally run this component alone. It passes the
events to Logstash.

• Broker and Indexer: Receives and indexes the events.
• Search and Storage: Searches and stores events.
• Web Interface: This is Kibana, a web interface to Logstash (Fig. 1).

The log data that are entered are parsed with Logstash directly into the
Elasticsearch node. Elasticsearch performs the required analytics on the data, and
then Kibana is used to visualize the data for the user.

The shipper and the Logstash are implemented on the client side, and the rest of
the constituents are implemented on the server side. As the server is a single entity,
the server side of the framework needs to be deployed only once. However, as there
will quite possibly be multiple clients, the client side (shipper and Logstash) will
need to be implemented for each individual client. While this may appear to be a
tedious process, especially if there are many clients, a solution can be devised to
automate the process using Chef or Puppet (open-source technologies used to build,
deploy and manage infrastructure).

Fig. 1 ELK stack structure (Source The Logstash Book–Log Management Made Easy, p. 23)
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2.1 Elasticsearch

Elasticsearch [6] is a search and analytics engine that is based on the RESTful
architecture, and is built on top of the Apache Lucene retrieval library. It is made
available under the Apache 2 open-source license and is distributed in nature. The
distributed nature of Elasticsearch makes it horizontally scalable, and thus can
handle clusters even when there may be a massive number of nodes present in them.
Elasticsearch also adds reliability to the data, as it has automatic detection of
malfunctioning nodes, and subsequently restructures the data to maintain balance.

Elasticsearch makes the process of providing data as input a convenient task, as
it accepts indexed JSON (JavaScript Object Notation) files, and can automatically
detect patterns and structures, and make the data searchable. The schema-free
nature of Elasticsearch allows us to modify the indexing parameters based on our
requirements.

The purpose of Elasticsearch, here, is to perform real-time analysis on the data,
store it, and make it searchable.

2.2 Logstash

Logstash is an integrated framework for collection, centralization, parsing, and
transportation of log data. Logstash has a message-based architecture, and is written
in JRuby and runs on the Java Virtual Machine. It is capable of processing a variety
of logging and event data, scale it, and then stream it to an analytics engine. It can
efficiently process the large quantities of unstructured data that companies generate
in short spans of time, and index it into JSON files for analytics by Elasticsearch. In
an enterprise, different business units may have different schema and formats,
which too can be parsed and normalized by Logstash.

The Logstash indexer employs the Grok filter to perform the parsing of the
unstructured log data into structured and indexed JSON files.

2.3 Kibana

Kibana is an open-source, web-based interface to Logstash that helps to visualise
the data. It has deep integration with elastic search and uses its search and analytics
functionality to produce real-time summary of streaming data, with an intuitive user
interface.

In this proposed model, the system admin can provide the timeframes, or other
search parameters, based on which the Kibana interface will leverage Elasticsearch
and Logstash to generate search results, perform analytics and then graphically
visualize the data in real time.
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2.4 Shipper

The function of the shipper is to capture the log instances and generate a stream of
log data for the Logstash indexer. It is a plugin based Java configuration file, and is
a Logstash agent. However, java-based configuration files require a greater amount
of memory. The other alternatives are non-Logstash agents, such as HiRedis
(C-Client library) and Beaver (Python-based lightweight framework).

2.5 Broker (Redis)

In real-world situations, there are multiple nodes, and thus, there might be hundreds
of log files that are generated at a point in time. The shipper captures these log
instances and forwards them to the indexer. However, the indexer may not be able
to process the log files at the rate of arrival. The broker is essentially a buffer that is
introduced to prevent the loss of data packets containing log instances. It offers two
benefits:

• First, it enhances the performance of the Logstash buffer by acting as a caching
buffer for log events.

• Second, it provides another level of backup, if indexing fails, as events will still
be queued here.

3 Cloud and Virtualization

The problems faced by the present system were lack of efficiency, ease-of-use,
isolation, and security. The ELK Stack is a simple server–client model that can
solve the efficiency issues using Elasticsearch and Logstash, and make the vast
amounts of data easy to use with Kibana, and the other two issues, namely, isolation
and security, still remain unaddressed.

To address those issues, the ELK stack framework needs to be integrated with a
cloud-based service to provide scalability, remote accessibility, and deliver the
virtualization platform. This is called infrastructure as a service (IaaS). A popular
platform that enables hosting of such a cloud is OpenStack [7]. The virtualization
platform provides OVAs or Containers that facilitate isolation of data sets based on
parameters (here, one OVA or Container in the cloud, per business unit), and by
extension of this, security.
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3.1 Cloud Service Using OpenStack

OpenStack [8] is an open-source set of tools to deploy public or private
cloud-computing software platforms, used primarily for IaaS. It was developed by a
collaboration between NASA and Rackspace. NASA contributed the technology
that it uses in its Nebula high-performance computing system, and Rackspace
contributed the storage, content delivery, and production platforms. It enables
companies use open-source technologies to set up clouds in their own datacenters.

It helps users deploy multiple virtual environments to perform different tasks on
the cloud. This has the benefit of allowing concurrent processing due to horizontal
scalability. In addition, being open source, the user can access the source code, and
customize the software to their requirements.

OpenStack comprises of a group of eleven technologies. The key members of
OpenStack are as follows:

• Nova: This is the engine that provides a platform to host the VMs that handle
computing tasks.

• Neutron: This provides the networking capability to the OpenStack components.
• Keystone: This maintains a list of all users of the cloud, with the list of

components they have access to.
• Swift: This is the file storage system, where files or the data within them are

referred to with unique identifiers. The storage location of the files is decided by
the software itself, ensuring easy scaling.

• Glance: This maintains a repository of virtual machines that have been deployed
on the cloud.

• Cinder: This provides a persistent block of storage to VMs.
• Horizon: This is the web-based user interface for OpenStack services.

3.2 Virtualization Using OVAs or LXC Containers

Linux Containers [9] and OVAs provide an efficient way to deploy applications and
provide isolation and security. Suppose, Customer C1 faces issues on its routers at a
certain time of the day for a month. They will need to monitor those routers during
those times time to see the issues. They can enable the ELK log collection on the
clients. At the same time, they will request a server (ELK container) to store the
collected data. Customer C1 will be provided access to this server to search and
visualize the logs. Once they are done with the server, they can request for stopping
the service. The service can be provided to many customers at the same time
leveraging on the security and isolation provided by the Linux Containers and
OVAs. The testing team can use this to find out the bugs on the routers. The servers
(Containers) can be started, frozen,, and stopped whenever the requirement arises.
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This will help in efficient resource utilization on the main server hosting the
containers.

The purpose of virtualization is to provide separate locations to manage the logs
of each business unit.

Open Virtualization Archives (OVAs). Open virtualization format (OVF) is an
open-source standard for packaging and distributing software to be run on virtual
machines. OVAs are units of OVF packages that are deployed on virtual systems.
OVAs do not require any host operating system, and can be directly deployed. It
can act as an operating system. If a particular business unit does not require OVA,
the instance can be easily killed via OpenStack’s Horizon UI. An example of OVA
is SUSE Linux.

LXC Containers. LXCs (Linux Containers) are an operating system level vir-
tualization environment. It can run multiple isolated Containers on a single Linux
control host. Containers are lightweight virtualization environments containing their
own CPU, memory blocks, I/O and network. LXC Containers are not virtual
machines, and need a host OS to be deployed, which is the Linux Control Host.
LXC Containers are used to isolate applications from those running on other
containers or the host.

In this solution, LXC Containers represent the virtualization technology.

4 Model for Integration of the Solution

The ELK stack [10] needs to be implemented in both the server and the client sides
of the solution (Fig. 2).

Fig. 2 Model for integration of components
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On the server side, there are Containers with ELK sever application consisting of
the Elasticsearch, Logstash, and Kibana which collects, parses and stores the logs
on the cloud. The containers run as individual instances on the cloud. These con-
tainers are built, deployed, managed, and demolished using OpenStack. When a
new business unit requires a service from the cloud, a new instance of the container
is built and deployed using OpenStack’s Nova and Horizon. Here, ELK stack
performs log management activity on the data. When the service needs to be
retracted, the instance can just as easily be killed with the same tools.

On the client side, the Container with ELK client application consists of shipper
and Logstash. These are used to form the pipeline between the client and server,
and ship the logs into server container. When a new client needs to access the
service, the Logstash and shipper need to be loaded on to all the machines
belonging to the client. As a single client may have multiple machines, this
becomes a tedious task. To make this process more intuitive, one of two
open-source technologies—Chef [11] or Puppet can be utilized. As this process is
similar to the one on the cloud, one may also use OpenStack, as it does not
necessitate a cloud to function. However, OpenStack is optimized for cloud-based
scenarios. Chef/Puppet is optimized for these scenarios. The container life cycle on
the client side is managed by one of these solutions. Chef/Puppet provides an
enablement similar to that of DevOps.

This solution is based on IaaS (infrastructure as a service), but can also be
classified as a combination of SaaS (software as a service) and PaaS (platform as a
service).

5 Conclusion

The presented solution integrates some of the newest and popular open-source
technologies, to tackle the problems that many enterprises are facing in log
management. To sum up, the following hold that:

• It improves the efficiency of the system using real-time analytics from
concurrently operating virtual machines in the cloud. This speeds up the log
management process.

• This system makes the data in the logs indexed, structured, and easily
searchable.

• It also improves accessibility, as logs can even be accessed from remote
locations.

• This model also greatly improves the security of the log data by providing
exclusive containers for individual business units, and ensures that access to the
servers can be monitored.

• Using Kibana, it provides an easy-to-use web-based interface to retrieve the logs
from the server.
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While all the technologies used in this solution are open-source, and thus highly
customizable, a few alternatives to the software used are present:

• Splunk can be used as an alternative to ELK Stack, but Splunk is a license-based
software. The choice of application can be decided based on merits and cost of
each alternative.

• Containers are popular in recent times, but Docker, virtual appliances, and other
virtualization techniques can also be used as alternatives.
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Ranking Uncertain Distributed
Database at Tuple Level

N. Lalithamani

Abstract In distributed database system, the data are located at different locations.
As the data are at multiple locations, it may not be accurate. It may contain
uncertain values or even some data may be missing. Due to impreciseness and
uncertainty in the data, occurrence of error becomes high. This makes the pro-
cessing of the data difficult. There are many ways to handle uncertain databases. To
obtain required data, ranking technique is used. One such technique is the top-k
query method where the data are retrieved according to user input. This paper
proposes an algorithm that ranks and retrieves the data in minimum time at tuple
level. In addition, the number of records traversed during this ranking and retrieval
process is minimized. The time taken for retrieval of the records is also analyzed.

Keywords Distributed database ⋅ Top-k query ⋅ Tuple level ⋅ Ranking ⋅
Attribute level ⋅ Uncertainty

1 Introduction

Nowadays, the concept of uncertain data [1] is used by several applications, which
is represented by probabilistic databases [2]. The amount of data stored is
increasing day by day, so the management of uncertain distributed database has a
major important.

The data uncertainty can be at attribute level or tuple level. In attribute level, any
one of the attributes has uncertain value, and the remaining attributes have certain
values. In tuple level, it is not necessary that the tuple is present. Here, the attributes
of every tuple will be certain unlike in the case of attribute level.
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Uncertain database, the ranking or top-k [3] query is for finding the highest
ranked k tuples from all the instances of the distributed sites known as possible
worlds [4]. The ranking is done for getting the most relevant and consistent records
related to the given query [5]. All the tuples in the distributed sites are not processed.
Hence, unwanted tuples are eliminated, thereby decreasing the total number of tuples
being traversed. Instead, only a part of data is delivered to the user according to
his/her interest. Any query can be evaluated on every possible world. In this paper,
we followed the expected rank approach [6]. Using this approach, k tuples with
smallest expected ranks will be retrieved. This approach is used, because unlike in
certain databases, the rank of the tuple varies in uncertain databases. Ranking in
uncertain distributed database consists of two steps: first, tuples at each distributed
sites are to be ranked, and second, the top-k list has to be retrieved [4].

The Shipboard Automated Meteorological and Oceanographic System
(SAMOS) project aims to improve the quality of meteorological and near surface
oceanographic observations collected in situ on research vessels (R/Vs) and select
volunteer observing ships (VOSs) [7]. It stores the navigational, meteorological,
and surface oceanographic parameters, while the vessel is at sea.

For ranking the databases, there are many techniques that are used which have its
own drawbacks associated with it. For instance, the number of rounds involved in
traversing the tuples will be more, thereby increasing the costs involved. Some-
times, the number of tuples traversed will be more that leads to increase in the time
involved in the process.

In this paper, we developed an algorithm that overcomes the drawbacks and
improves the efficiency of the algorithm. It aims to reduce the communication costs
involved, and it ensures that the number of tuples that are traversed is also kept
minimal.

2 Literature Review

In distributed database system, the data are located at different locations. As the data
are at multiple locations, it may not be accurate. It may contain uncertain values or
even some data may be missing. In distributed databases, ranking queries is an
important technique used for retrieval of tuples as per the user requirement. The
approach followed in ranking certain distributed databases differs from that being
followed in uncertain databases.

In the distributed traditional databases, the efficient algorithm used for retrieving
top-k queries is the threshold algorithm (TA) [4]. TA is applicable for queries where
the scoring function is monotonic [4, 8]. There are two approaches that dealt with
distributed uncertain databases ranking [7].
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The first approach uses the expected rank technique [9]. In this approach, tuples
present in every site are ranked and sorted accordingly. The server accesses all the
tuples from every site according to their ranks. It maintains a priority queue that
consists of the first tuples from every site. Then, the tuples are broadcasted to every
site to compute its global rank. The execution stops when the first tuple has rank
higher than or equal to that of the kth tuple. The second approach, which is applied
in wireless sensor networks, uses any algorithm for centralized ranking after per-
forming a tuple pruning step [7]. The framework for ranking uncertain distributed
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Fig. 1 Three-layered overview of ranking uncertain distributed database
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databases consists of mainly three layers, namely, Query Layer, Ranking Layer and
Monitoring Layer, as shown in Fig. 1 [4].

Figure 1 shows a framework for various characteristics that are essential while
ranking uncertain distributed databases. It ensures that the communication costs that
are involved during ranking process are minimized. In addition, the number of
times the nodes being traversed is also fixed. Using this framework, the number of
tuples that are considered for the ranking process is also reduced. Once the top-k
tuples are retrieved, monitoring is done to check for the arrival of any new tuple in
any node. There exist two algorithms for retrieving top-k tuples from all the nodes
present in various distributed sites. The first algorithm is the threshold-tuned dis-
tributed top-k (TDTk) algorithm [4], and the second is the ceiling-tuned distributed
top-k algorithm (CDTk) [4].

3 Proposed System

The framework for ranking uncertain distributed databases in the new system also
comprises of three layers, namely, query layer, ranking layer, and monitoring layer
[4]. In the query layer, the top-k query is sent to all the nodes in various distributed
sites. In the ranking layer, ranking of the tuples takes place. The tuples are ranked to
compute the most relevant tuples required for the query result. An algorithm is
developed for this process.

The system is implemented at tuple level [2–4, 10] where the number of tuples
stored at distributed sites varies. The data at the sites are sorted and ranked according
to user’s interest. This helps us to identify the most relevant tuples associated with
the query. The user specifies how many tuples he wants to be retrieved. Here, the site
with maximum number of tuples is considered. From that respective site, the middle
tuple is sent to all the other sites along with its rank. All the tuples with a rank lower
than the passed tuple will be considered for the top-k list. If the number of tuples
exceeds than the required number, then the tuples that have higher rank are deleted
from the sites, and the process is continued until the top-k tuples are retrieved.

Algorithm

1. Input k
2. Rank the tuples in various distributed sites
3. 3. Prune the tuples by user-defined threshold value, say, t (if any)
4. Find site with maximum tuples, say,
5. Let x be middle tuple of site
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Find no of tuples, say, c such that

r(ti) < r(x)

if c < k

assign ti to tuple, say, DTk

else

prune tuples having r(ti) > r(x)

6. Repeat steps 4 and 5 till DTk has elements

Figure 2 shows the steps involved in the ranking and retrieval of top-k tuples
from the distributed sites. First, if a threshold value is explicitly given by the user,
the tuples are pruned and then considered for ranking process.

Otherwise, the tuples are sorted and ranked accordingly. Then, the middle tuple
from the site having maximum number of tuples is passed to all the other sites. The
rank of all the tuples is compared with the rank of received tuple. The tuples having
lower rank than the received tuple are considered for top-k list. If the number of
tuples having lower rank exceeds the k value, then the tuples are pruned from the
sites accordingly until exactly top-k tuples are retrieved.
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Fig. 2 Representation of steps involved in top-k query processing
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If the top-k tuples are obtained as the query result, the kth tuple is again sent to
all the nodes for the execution of the monitoring layer. In this layer, it checks for
any new tuple which has been updated in any of the nodes in the system. If so, the
rank of the new tuple will be compared with the received one. The new tuple will be
considered to be a part of top-k list if it has a lower rank than the kth tuple. Those
tuples will be sent to the query node to update the DTk list.

4 Results and Discussion

The data set used to test the algorithm is a real data set that is collected from
Shipboard Automated Meteorological and Oceanographic System (SAMOS) pro-
ject. The data collected are for 3 months which contains large number of records.

The proposed algorithm within the proposed framework has been implemented
at tuple level for retrieval of the top-k tuples from distributed sites. The relevant top
records are retrieved as per user requirement in a fast and efficient manner. In
addition, the algorithm processes every site periodically for monitoring the arrival
of new records. Accordingly, the sites get updated, thereby updating the final result
if any change occurs after processing of the data.

4.1 Input Data

Input file 1 and 2
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These show the sample data of a single record from the data set that is collected.
The data set consists of large number of records each with the parameters direction
(DIR), speed (SPD), pressure (P), temperature (T), and relative humidity (RH). The
records are sorted using the SPD parameter.

The algorithm is implemented on the large number of sorted records, and the
necessary number of relevant top-k tuples is retrieved as per the user requirement.

4.2 Output Data
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Top 10 records

Top 10 records after insertion of new tuple into input file 2
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5 Conclusion

Most of the recent ranking techniques have dealt either with uncertain data or with
distributed data, and there is little literature in ranking distributed uncertain data.
Uncertainty occurs both at tuple level and attribute level environment which makes
it difficult for the processing of various distributed applications.

In this paper, the proposed algorithm focuses on retrieving the tuples at mini-
mum time with maximum efficiency according to the user’s interest. It focuses on
minimizing the number of tuples being traversed while query processing. The
algorithm also aims at reducing the communication cost and the response time
involved in the ranking and retrieval process.
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Part V
Applications in Image Processing



Texture-Based Watershed 3D Medical
Image Segmentation Based on Fuzzy
Region Growing Approach

Rajaram M. Gowda and G.M. Lingaraju

Abstract In this paper, a hybridization technique for multi-dimensional image
segmentation algorithm is proposed. This algorithm is the combination of both the
region growing and texture-based morphological algorithm of watersheds. An
edge-preserving statistical noise reduction method is utilized as a preprocessing
phase to calculate a perfect estimate of the image gradient. After that, a preliminary
segmentation of the images into primitive regions is generated by employing the
region growing. Then, watershed is applied. There are some drawbacks in medical
mage study, when watershed is employed after the region growing. The main
drawbacks are: over segmentation, sensitivity to noise and incorrect identification
of thin or low signal to noise ratio structures. The main issue of over segmentation
is controlled by texture local binary pattern (LBP). In addition, this paper has
presented experimental outcomes achieved with
two-dimensional/three-dimensional (2-D/3-D) magnetic resonance images.
Numerical justification of the experimental outcomes is presented and demonstrated
the efficiency of the algorithm for segmenting the medical image.

Keywords Local binary pattern (LBP) ⋅ Watershed ⋅ Medical image analysis

1 Introduction

Segmentation of an image is a way of splitting an image in a semantically mean-
ingful manner. This imprecise definition indicates that the generality of the diffi-
culty in segmentation can be observed in any image-driven process, e.g.,
fingerprint/text/face detection, anomalies detection in industrial electrical cables,
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tracking of moving people/cars/airplanes, etc. This methodology was broadly used
in different departments, such as medical, traffic, police, satellite, and industries. An
interesting source of images is the medical field. Here, imaging modalities, for
example, computed tomography (CT) [1], magnetic resonance imaging (MRI) [2],
and positron emission tomography (PET) [2, 3], generate a large quantity of image
information. Not only the size and resolution of the images grow with improved
technology, but at the same time, the total number of dimensions’ increases. To
obtain compatibility in dimension and to enhance workflow efficiency, Digital
Imaging and Communications in Medicine (DICOM) [4] standard is used in
healthcare environments worldwide [5, 6].

Medical data (image) are represented in the computer in the form of raw by the
arrays of numbers like DICOM. These numbers specifying the values of appropriate
physical sizes display the differences among dissimilar kinds of body tissue. The
processing and examination of medical images are convenient in converting raw
images into a quantifiable symbolic [2, 7] form. The main issue in the analysis of
medical image is segmentation that recognizes the boundaries of body entities [8,
9]. The segmentation outcomes make it possible for shape analysis, discovering
change in volume, and making an accurate radiation therapy treatment strategy.
Recent medical data are not only in two-dimensional, but 3D image volumes are
common in everyday practice [10, 11].

2 Related Work

Lewis et al. [12] have investigated watershed segmentation which was
marker-controlled, for breast tumor candidate’s identification. They did not employ
watershed segmentation right on mammograms. Instead of this, they taken a
morphological way to removal of low level pixels and then determined foreground
and background markers. This thing overcomes the problematic side of overseg-
mentation and presented the watershed segmentation outcome that were more
consistent.

Li et al. [13] have presented watershed segmentation to decrease oversegmen-
tation utilizing both preprocessing and postprocessing. The preprocessing phase is
deriving a gradient image directly from the original image. On the other hand, the
postprocessing phase produces the texture gradient image through the gray scale
co-occurrences. They avoided oversegmentation problem by merging gradient and
texture gradient images. Here, they only go with 2D medical data, but for 3D
medical data, they have not achieved better result this algorithm.
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3 Proposed Methodology

There are a number of approaches for the segmentation of a medical image exists. In
this approach, we have proposed a hybrid technique for the segmentation of the lung
image. The method is based on the fuzzy region growing algorithm and watershed
model based on the texture of the image. The edge detection is done by the region
growing algorithm. Direct utilization of watershed segmentation habitually takes
toward the oversegmentation. This thing happens because of the noise and other
local irregularities that lead to huge quantity trivial regional minima. Considering
this delimit, the image is to be preprocessed before the application of the proposed
algorithm. Block diagram details about methodology are shown in Fig. 1.

3.1 Denoising and Enhancement of the Image

Noise that is present in the image degrades the segmentation process resulting in
under segmentation or oversegmentation. Preprocessing refers about the increment
in the input image quality by filtering the unwanted artifacts and decreasing the
noise. This facilitates for improvement in the visibility of nodules. Numerous filters
are utilized in the preprocessing stage, such as the median filters, morphological
filters, and selective enhancement filter. The Digital Imaging and Communications
in Medicine (DICOM) images require to be reconstructed to increase the resolution
by denoising the original images.

The background noises, for example, black background and artifacts, contribute
to the inefficiency in identifying the required characters in the image. The purpose
of the preprocessing is to eliminate background and unwanted artifacts from the
DICOM images. In preprocessing of an image, the foremost point is to detect the
region of interest and crop out the unwanted portion of the image.

3.2 Integrating Features for Segmentation by Fuzzy Region
Growing Method

After completing preprocessing, the fuzzy region growing method is utilized to
apply for further process. There is a necessity to develop algorithms for the

Fig. 1 Block diagram
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segmentation of the DICOM image in three dimensions. Difficulty in the seg-
mentation rises from the variability that is inherent in the biological images and the
complexity in the appearance. The main aim is to develop computationally effective
algorithms that are improved versions of the previous methods. The fuzzy region
growing algorithm is used for initial clustering. The main aim of the algorithm is to
split the original image into the numerous homogeneous disjoint region as:

f = ⋃
n

j=1
Rj, Rj ∩Rk =ϕ j≠ k, ð1Þ

where I represent the image and R the disjoint regions of the image, indicating that the
image is composed of the numerous homogeneous disjoint regions. The grouping of
pixels or the sub regions into a larger region on the basis of the homogeneity criterion
is essential in the region growing process. To conserve the true edges, the unnec-
essary growth of the regions is restricted by employing the boundary edge. The first
intensity feature is given by

diff = gaveðRKÞ− gði, jÞj j. ð2Þ

The difference between the average value of the intensity and the intensity value
of a pixel under consideration is estimated. If the difference is small, then the
intensity merges with the neighborhood else it does not merge. The gradient is
calculated to achieve an accurate segmentation at lung region. The region growing
algorithm avoids the smaller regions which consist of one or two pixels, since it
prefers large regions.

3.3 Watershed Model for Segmentation

In the proposed methodology, watershed algorithm is implemented for object
separation. The input gray level image is considered as the topographic surface. The
previous algorithm does not provide cues for the separation of the touching objects.

The texture gradient of an image is obtained simply by calculating the gradient
of the sub band magnitude and then summing them. The cleaned image from the
previous step is obtained to generate two edge images. These images are utilized to
analyze the gradient image in topographic surface. However, the texture extraction
gives high energy values over the non-textured image intensity boundary. The
double edge intensity boundary is resulted by the gradient of the sub-band mag-
nitude. Therefore, the gradient of every sub-band is aimed at step detecting and not
edge detection. This makes gradient extraction a simple method to execute the
separable filtering on the magnitude of the images and the gradient operator can be
describes as shown below:
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Δgf = ðgf ⊕EÞ− ðgf ΘEÞ, ð3Þ

where ⊕ and Θ specify dilation and erosion correspondingly the structuring ele-
ment is represented as E. Multi-scale gradient is defined for the structuring element
when Ei denote a group of square structuring elements having the size (2i + 1)
(2i + 1) pixels.

Δgf =
1
n
∑
n

i=1
ððgf ⊕EiÞ− ðgf ΘEiÞÞΘEi− 1½ � ð4Þ

The gradient image is utilized to represent the characteristics of the local regions
to increase the correctness. The watershed is employed on the gradient of the image
for better segmentation. Δgf is an element of the space CðDÞ of a connected domain
D and the topological distance in between the point a and b is:

Tgf ða, bÞ= inf
γ

Z
ðΔgf ÞγðsÞk kds. ð5Þ

Infimum infγ is the overall path γ inside the domain defines the watershed. The
image have minima mkf gk ∈ I , for some index I and to calculate the catchment basin
CBðmiÞ of minimum mi is defined by a set C ∈ D. The catchment basins CBðmiÞ is
a set of points x in the domain D which are topographically closed to mi than any
other regional minimum mj.

CBðmiÞ= x∈D ∀j
�� ∈ I\fIg:Δf ðmiÞ+Tf ðx,miÞ<Δf ðmjÞ+Tf ðx,mjÞ

� � ð6Þ

The watershed is then given by Eq. 7. This equation represents the set of points
of an image that do not belong to any catchment basin.

Wshdðgf Þ=D∩ ⋃
i∈ I

CBðmiÞ
� �

ð7Þ

It is sensitive to imaging noise and may result in over segmentation. Hence,
postprocessing is necessary after the implementation of the algorithm on the image.
The watershed is obtained which consists of the enhanced textural properties of the
original image. Finally, segmentation with smooth boundaries is obtained by the
watershed transform. Once the segmentation of the image is completed, the texture
of the segmented region is analyzed by the LBP operator.

3.4 LBP for Tumor Analysis

Texture is an essential characteristic of an image, and its analysis is an important
aspect. An efficient nonparametric texture analysis based on the LBP has been
developed. This texture examination is the measure of the grayscale invariance in a
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neighborhood. The image is composed of micro patterns which forms the basis for
the LBP. The circular derivative of the patterns is produced thru concatenating the
binary gradients in the LBP. The edge distribution and the other features in an
image are contained in the histogram of these micro patterns. The invariant local
grayscale variations information in the image is extracted by the LBP.

The joint distribution of the gray scale image is represented in:

T = t grc, gr0, . . . , grp− 1
� �

, ð8Þ

where T is texture of grayscale image. For p + 1 image pixels, p > 0, grc is center
pixel value of grayscale image. grpðp=0, . . . , p− 1Þ is the gray values of p simi-
larly spaced on the circle f radius ‘R’. xc, ycð Þ is denoted as the coordinates of the
center pixel. The correlation between the pixels declines with the distance and
textural info in an image can be achieved from local neighborhood. The local
texture T can be represented as a joint distribution of the value of the center pixel
and the differences without the loss of information is presented as follows:

T = tðgrc, gr0 − grc, . . . , grp− 1 − grcÞ. ð9Þ

The distribution can be factorized by assuming that the differences are inde-
pendent of grc:

T ≈ tðgrcÞtðgrc, gr0 − grc, . . . , grp− 1 − grcÞ, ð10Þ

where
tðgrcÞ total luminance of the image related to global image texture.

The independent assumption may not hold true always in practice. Maximum or
minimum values of grc will decrease the range of possible differences due to the
limited nature grc. The shifts in the grayscale permits one to get invariance with a
possible small loss of information. The useful information for texture analysis is not
derived hence a joint difference distribution has to be defined. Eq. 11 gives the joint
distribution of textural characteristics.

T ≈ tðgrc, gr0 − grc, . . . , grp− 1 − grcÞ ð11Þ

To get the texture patterns, the dimensional difference distribution of pixel is
calculated. The difference closely near to zero for constant or slow varying regions.
The difference is larger at the edge compare to the slow varying region due to gray
scaling shift. Monotonic transformation of the grayscale image represented in
Eq. 12 based on the difference invariance:

T ≈ tðsðgr0 − grcÞ, . . . , sðgrp− 1 − grcÞÞ, ð12Þ

where sðxÞ= 1 x ≥ 0
0 x < 0
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To get a unique LBP code, binomial weight 2p multiply with every neighbor-
hood difference and the equation is given as:

LBPP,Rðxc, ycÞ= ∑
p− 1

p=0
sðgrp − grcÞ2p. ð13Þ

The above equation characterizes the code of the local image texture around
ðxc, ycÞ. LBP code for uninterrupted 2p bit discrete distribution as follows Eq. 14
after eliminating interrupted signals.

T ≈ tðLBPP,Rðxc, ycÞÞ ð14Þ

Fig. 2 Input medical image

Fig. 3 Separate Left/Right
lung portion using fuzzy
region growing
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Assuming M ×N image samples are given and xc ∈ f0, . . . ,N − 1g,
yc ∈ f0, . . . ,M − 1g. Only central portion is considered in LBP distribution. A big
neighborhood cannot be utilized in the borders due to spatial constraints. In the
decided region, the LBP is computed for every pixel and the feature vector is the
distribution of the codes denoted by S:

S≈ tðLBPP,Rðx, yÞÞ. ð15Þ

The process of identifying the location of nodules and their type in the lung is
known as nodule detection. It is dependent on the accuracy of segmentation
methods that are employed. A nodule is almost spherical shaped surrounded by
parenchyma, and its shape can be deformed by the neighboring surface.

Fig. 4 Detection of the
possible partition nodule
using watershed

Fig. 5 Locate tumor portion
using LBP
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4 Experimental Setup and Result

We implemented our proposed approach of fuzzy region growing method with
texture based watershed algorithm to sample of 2-D MR lung images and got
conventional segmentation maps of them. We assessed the efficiency of our pro-
posed method by making comparison among the number of partitions in the seg-
mentation map achieved through utilizing our proposed approach against the
segmentation maps achieved through utilizing the traditional watershed algorithm.
These methods identify the tumor region in 44 segmentations.

Here, Fig. 2 taken as the input image in our research. The application of fuzzy
region growing before employing our texture based watershed segmentation
algorithm has accomplished the aim to decrease one issue of oversegmentation
when applied to MR images. The outcome image is shown in Fig. 3. After
employing, only our proposed watershed method to the image in Fig. 4 has pro-
duced a final segmentation map consisting of 65 partitions. This can be detected by
the visual examinations of the segmentation outcomes that there is no visible
undersegmentation. Figure 5 shows the final nodule portion, which is achieved by
selecting the best (minimum) set of training nodules of 65 partitions which is
obtained from the watershed algorithm. The training of nodules is processed by the
LBP methodology.

Table 1 shows the comparative result of detected tumor region based on cen-
troid, eccentricity, orientation, solidity, extent and perimeter. Solidity, perimeter,
and eccentricity show the size of lung nodule. If the value of perimeter is less than
5, then it is a small cell nodule, whereas it is large cell nodule if it is greater than 5.
EquivDiameter shows the location of lung nodule. If the value is higher than 4, it is
located in right side, else it is located in left side. In our test images, three images
have nodule on the left side, and one image has it on the right side. Our proposed
algorithm gives 90 % better result than the previous methods using four set of
images in different segmentation map.

5 Conclusion

A region-based method through the watershed segmentation based on a texture
based classification was presented. This new segmentation algorithm was employed
for both the 2-D and 3-D medical data and provided adequate outcomes both with
regard to segmentation performance and processing times. The requirements for
memory are quite a little bit high because of the watershed detection algorithm. As a
final point, even though the proposed segmentation methodology was verified quite
appropriate for complex 3D anatomical structure, the utilization of further improved
segmentation for complex medical data might produce better outcomes. LBP was
used for analysis and correction of the resultant tumor portion.
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Real Time Face Detection in Ad Hoc
Network of Android Smart Devices

Mohammed Aljohani and Tanweer Alam

Abstract Android smart devices are ubiquitous in our daily life and becoming
valuable device with the capabilities of wireless networking that are typically used
with an IEEE 802.11 access point. Ad hoc network provides facilities to access
devices in infrastructure less system without a centralized approach. Due to the
open source of the development platform, Android was recently selected to be a
supported operating system within this evolving and maturing technology delivery
paradigm. Android based smart devices are dynamically joined to each other and
create an ad hoc network on their own. Android based Smart devices are able to
communicate with each other without requiring a dedicated wireless access point.
The main goal of this paper is to identify faces and communicate in real time using
ad Hoc network of Android based smart devices. The problem of communication is
authentication in ad hoc network of android devices. Our study propose face
detection technique to provide the solution of authentication in real time commu-
nication. In this research we implement HaarCascade technique to detect faces in
real time. we develop android application to communicate in real time and detect all
faces of connecting ad hoc network. The proposed system have been implemented
in android ad hoc network system for authenticate the devices using face detection
technique. Application has been developed and tested in ad hoc network environ-
ment of android based devices.
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1 Introduction

Android is the first open source and free platform for cell phones and is produced
by individuals from the Open Handset Alliance [1]. The Open Handset Alliance is a
gathering of more than 40 organizations, including Google, ASUS, Garmin, HTC
and so on. These organizations have meet up to quicken and enhance the
advancement of cell phones. Presently android smart devices are increasing
exponentially in the world [2]. These smart devices have strong multimedia fea-
tures. These features are helpful too much to the android user. The android users use
these features to share multimedia quickly. Many android clients are increasing
their interest to share videos and take photos by embedded camera. Also the
popularity of android devices is increasing in the developing projects of enter-
tainment. In this project clients upload their latest photographs to the system.
Presently, the android smart devices are very popular with addition of its high
capability [3]. The newly feature of Android devices are Wi-Fi Direct. Using this
feature the wireless technologies provide support to their users to make the very
good use of ad hoc network with smart devices at all time and everywhere [4, 5].

The ad hoc network communication of android smart devices can play most
important role when cellular network fails [6, 7]. It works without cellular network.
The smart devices will connect in the range of Wi-Fi wireless network [8, 9]. All
Android smart devices within the range can communicate with each other without
cellular network. I mean communication in own created network. This own created
network is the special network without centralized approach i.e. Ad Hoc Network
[10, 11]. Figure 1 represent the ad hoc network among some Android based smart
devices without cellular networks [8, 10].

Our proposed system authenticates the communication in real time using face
detection technique. The system works using android based application. The

Fig. 1 Ad hoc network of Android devices
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android application must be installed on all smart devices. The application needs
Wi-Fi network to create the ad hoc network without centralized approach. These
devices use the waves of wireless network to connect in ad hoc mode and sending
their authenticated data using face detection technique embedded in android based
smart devices.

2 Android Architecture in Ad Hoc Environment

Android architecture provides built-in tools to android applications for mobile smart
devices. It means that the programmers need only to develop application using
Android operating system and they can run these applications on different smart
devices that powered by Android [12].

Android keeps running on Linux under Dalvik VM. Dalvik has an in the nick of
time compiler where the byte code put away in memory is ordered to a machine
code. Byte code can be characterized as ‘middle level’. JIT compiler peruses the
byte code in numerous segments and accumulates progressively with a specific end
goal to run the project quicker. Java performs keeps an eye on distinctive parts of
the code and in this manner the code is gathered just before it is executed. When it
is compiled once, it is stored and set to be prepared for later uses. We should first
present some fundamental segments of the Android advancement API.

The terms are described shortly, focusing on just their role.

2.1 Activity

An Activity is a GUI segment of the application. Each movement comprises of a
design, where diverse gadgets are found (different buttons, text fields, etc.). Every
operation of a client is translated to a certain action in the activity.

2.2 Content Provider

A content provider is a part giving an interface to an organized arrangement of
information. Content suppliers are the standard API for multi-process correspon-
dence in the Android environment. In our application, a content provider will be
utilized to access the phone’s contact list.
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2.3 Service

Service component is an application that used in performing some work in the
background without prompting the user. A service may run when the application
itself is in the background [13]. By default, service does not create its own thread
and does not run in a separate process. Nevertheless, in our application, the core
services will run separate threads. For example, we use services for routing.

2.4 Intent Service

An intent service is a special type of service, running on its own thread. Intent
services are used for handling asynchronous requests. For example, we use an intent
service for neighbor discovery, as the Android API publishes asynchronous intents
informing of device discovery [14].

2.5 Broadcast Receiver

A broadcast receiver is an application component designed to register and handle
intents published in the system. The publisher for the intent may be another
component in our application, or an external component from another application.

2.6 Intent

Intents are the standard communication protocol between different application
components. Intents may be notifications of certain events (usually called “actions”)
read by broadcast receiver, a structured set of data passed to an activity when it is
started/resumed/stopped or a command to perform a certain action when passed to a
service. For example, when the user wants to reply to a message he read in his
inbox, the inbox activity will send an intent to the compose activity with the
recipients’ ID.

3 Implement HaarCascade Technique

The face detection technique is a technique that is used to detect facial features and
convert the location and size of human face in digital image [15, 16]. It determines
only face features and ignores anything else. It determines the location and size of
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total faces in a particular area [17, 18]. Figure 2 represents the HaarCascade
technique. HaarCascade Technique is currently using the following Haar-like fea-
tures which are the input to the basic classifiers:

• Edge Features

• Line Features

• Centeroid Features

We apply all features in a window, group the features into different stages of
classifiers and apply one-by-one. If a window fails the first stage, discard it. We
don’t consider remaining features on it. If it passes, apply the second stage of
features and continue the process. The window which passes all stages is a face
region. The implementation coding steps are as follows. Figure 3 represents the
flowchart of HaarCascade technique.

1. Import the package Emgu.CV with the source code.
2. Create the instance of HaarCascade and Capture classes
3. Create instance of Image as follows.

Image Frame1 = capture.QueryFrame();

4. Faces Detected.

Fig. 2 HaarCascade
technique
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if (Frame1 != null)
{ 

Image<Gray, Byte> Frame2 =
Frame1.Convert<Gray, Byte>();
var detectedFaces = 

grayFrame.DetectHaarCascade(haarCascade)[0];
foreach (var face in detectedFaces)
{ 

Frame1.Draw(face.rect, new Bgr(0,
double.MaxValue, 0), 3);

} 

Fig. 3 Flowchart of
HaarCascade technique
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5. Length of detected faces.

detectedFaces.Length;

6. Convert current frame in Bitmap Source.
image1.Source = ToBitmapSource(Frame1);

4 Testing on Android Devices

This algorithm is implemented for face detection in ad hoc networks of android
devices. The android application will detect all faces and display to all devices in
the range of the network. The Fig. 4 represents the real time face detection on
android based device.

All detected faces are displayed on all android devices in an ad hoc network
using Wi-Fi. So this technique will help us to secure communication among real
time connected devices.

5 Result Interpretation

Real time face detection in ad hoc network for android device is programmed to
execute on to the android devices. Android device must have in built 802.11 Wi-Fi
and Bluetooth support. The idea will implement HaarCascade face detection

Fig. 4 Testing HaarCascade
technique on android devices
in ad hoc network
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technique. We create an android application for communication among android
devices that are in the range of Wi-Fi or Bluetooth area. These devices can com-
municate each other without cellular networks and each device will show faces of
all connected users.

We compare the throughput of transmission in ad hoc network of Android
devices in the range of Wi-Fi and Bluetooth.

In Wi-Fi ad hoc network communications, the maximum throughput is 0.42
Mbps, 2.03 Mbps, 4.22 Mbps, and 21.41 Mbps for file size 100 KB, 500 KB,
1 MB and 5 MB, respectively (Table 1).

In Bluetooth ad hoc network communications, the maximum throughput is 0.48
Mbps, 2.52 Mbps, 2.22 Mbps, and 10.5 Mbps for file size 100 KB, 500 KB, 1 MB
and 5 MB, respectively (Table 2).

When Android device A sends data through an ad hoc network, each file is
stored and forwarded in the intermediate Android device B, which adds a delay to
the delivery of packet. This delay includes the propagation delay, transmission
delay, queuing delay and processing delay. The delay has more significant impact
for larger sending rates. When the intermediate device B cannot keep up, the sender
will retransmit unacknowledged packets more often, leading to lower throughput.
Figure 5 represents the throughput for file size 100 KB in the range of wi-fi or
Bluetooth. Figure 6 represents the throughput for file size 500 KB in the range of
wi-fi or Bluetooth. Figure 7 represents the throughput for file size 1 MB in the
range of wi-fi or Bluetooth. Figure 8 represents the throughput for file size 5 MB in
the range of wi-fi or Bluetooth.

Table 1 Throughput in ad
hoc network in Wi-Fi
Communication

File size Mbps

100 KB 0.42
500 KB 2.03
1 MB 4.22
5 MB 21.41

Table 2 Throughput in ad
hoc network in Bluetooth
Communication

File size Mbps

100 KB 0.48
500 KB 2.52
1 MB 2.22
5 MB 10.5
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Fig. 6 Throughput for file
size 500 KB in Wi-Fi and
Bluetooth range

Fig. 7 Throughput for file
size 1 MB in Wi-Fi and
Bluetooth range

Fig. 5 Throughput for file
size 100 KB in Wi-Fi and
Bluetooth range
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6 Conclusion

Ad hoc network is a self-organizing collection of wireless mobile nodes that form a
temporary network without the aid of a fixed networking infrastructure or cen-
tralized administration. In ad hoc networks messages sent by a node may be
received simultaneously by all nodes within its transmission range, i.e. by its
neighbors. Messages requiring a destination outside this local neighborhood zone
must be hopped or forwarded by these neighbors, which act as routers, to the
appropriate target address. As a consequence of node mobility fixed
source/destination paths cannot be maintained for the lifetime of the network. The
need for developing face detection technique in an ad hoc network communication
for Android-based mobile devices is becoming real. The face detection technique in
ad hoc network will allow smart device users to communicate securely among each
other in real time by using Android applications. The android application for
connecting android devices and detect faces in ad hoc environment has been done
and results in Wi-Fi and Bluetooth were collected. The fundamental functions of the
proposed system have been introduced in android ad hoc network system. Appli-
cation has been tested in Wi-Fi and Bluetooth ad hoc network environment. The
results showed successful and expectation for future scope in the area of mobile ad
hoc network and Image Processing.
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Detection of Copy-Move Image Forgery
Using DCT

Choudhary Shyam Prakash, Kumar Vijay Anand
and Sushila Maheshkar

Abstract With the advancements in computer technology digital image tampering
like copy-move forgery has become frequent. In this paper, we present a novel
DCT-based technique for detecting copy-move forgery. DCT is applied to each
fixed-size overlapping block of image to represent its features. The dimension of the
features is reduced using truncation. Then the feature vectors are lexicographically
sorted and, duplicated image blocks will be neighboring in the sorted list. Thus
duplicated image blocks will be compared in the matching step. To make the
method more robust, a scheme to judge whether two feature vectors are similar is
imported. Simulation results show that the proposed technique is capable of
detecting the duplicated regions even when an image was distorted by JPEG
compression, blurring or additive white Gaussian noise.

Keywords Copy-move forgery ⋅ DCT ⋅ Tampered region detection ⋅
Dimension reduction

1 Introduction

In present days, with the availability of many software (e.g., Photoshop) and
applications we can edit a picture easily and modify it without leaving noticeable
proofs, so it is difficult to believe that the given image is original or forged. It
creates lots of problem primarily in courtroom witness, insurance claims, and
scientific scams. Tampering can be of many types, however, covering any objects
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from natural images is a common form of image tampering and this is known as
copy-move forgery. Some researchers have developed different techniques to deal
with copy-move forgery, all of them use square blocks for matching purpose.
Fridrich [3] used DCT-based features instead of exhaustive search to detect region
duplication, which is more effective, but their method is sensitive to variations in
duplicated regions owing to additive noise. Later, Huang et al. [5] improved the
performance by reducing the feature vector in dimension; however, they failed to
consider the multiple copy-move forgery. In [2], Popescu proposed a new method
by adopting the PCA-based feature, which can endure additive noise, but the
detection accuracy is low. Luo [6] proposed color features as well as block intensity
ratio to show the robustness of their method. Bayram et al. applied Fourier-Mellin
transform (FMT) to each block [1], FMT values are finally projected to one
dimension to form the feature vector. [7] used a method based on blur moment
invariants to locate the forgery regions, and [8] took the advantage of the SIFT
features to detect the duplication regions and their experiments show the robustness
of their approach. Yet, the methods mentioned above have higher computational
complexity, since the quantized square blocks are directly used for matching, that
the dimension of feature vector is higher, as a consequence, affecting the efficiency
of detection, especially when dealing with high-resolution digital images.

2 Proposed Technique

According to the region-cloning feature, two similar regions must be present in the
tampered image. It is fact that a natural image hardly contains two similar regions,
unless it contains two large smooth regions. So an image is said to be a copy-move
tampered if there are two similar regions which has been detected in the image. It is
assumed that the duplicated region is non-overlapping. Here image is divided into
fixed-size overlapping blocks; the reason behind the division is to detect the
duplicated region efficiently. As the shape and size of the duplicated regions are
unknown and it is impractical to compute all possible pair of regions with different
shape and size. To conduct a test for tampered image, it is required to represent each
blocks by some features. By extracting features of all blocks, the detection of
tampering is robust and effective. After extracting features of all blocks it is sorted
lexicographically. As the similar regions have similar features vector. By applying
the lexicographical sort, all the similar regions are sorted consecutively which make
the matching process adequate. Matching process is applied on each pair of feature.
If the features are matched then it is considered that the corresponding block is
similar. Similarly, if many matched blocks are adjacent then there is copy-move
tampering in the input image. To judge the tampering the detected region is marked
in a map.
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2.1 Algorithm Framework

The above discussed method for copy-move detection algorithm which is also
shown in Fig. 1.

Steps for the detection algorithm are as follows: Division → Representation →
Matching → Output.

In division the image is divided into sub-blocks. For division a square block of
size bb slides along the image from upper left corner to the bottom right corner. Let
us consider the size of image is M × N. In this way (M – b + 1)(Nb + 1) over-
lapping blocks are generated. In representation step each sub-block is represented
using some suitable features. To extract the features of each block, DCT is applied
on each block. The extracted DCT coefficients are reshaped in zigzag order so that
all similar frequencies are grouped together. In this way, (Mb + 1)(N – b + 1) row
vectors are generated from all the blocks. Then, lexicographical sort is applied and a
matrix A is generated of size (M – b + 1)(N – b + 1) × b2. In matching step each
pair of blocks are matched. Let ith row of matrix A is denoted as ai and the top-left
corner’s coordinate of the corresponding block is denoted as (xi, yi). Each pair of
consecutive vectors is tested. If the vectors are same then the shift vector s between
two corresponding blocks is calculated as:

s= s1, s2ð Þ= x1 − x2, y1 − y2ð Þ. ð1Þ

Here, s and –s correspond to the same shift, so for normalization it is necessary
to multiplying s by –1 to make sure that s1 ≥ 0. Similarly algorithm search for all
the shift vectors s(1), s(2), …, s(n) whose occurrence exceeds a predefined
threshold T. For output all the shift vectors found corresponding to the blocks is
colored and mapped. The mapped region is considered as the duplicated region in
the input image. By mapping the duplicated region, it is easy to determine whether
the input image is tampered or original.

Fig. 1 Architecture of detection algorithm
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2.2 Feature Dimension Reduction

In feature representation, DCT is applied on each block of size b × b to generate the
feature vector of b2 dimension. According to the DCT properties, the energy of
transformed coefficients is concentrated on the low frequency coefficients. Hence,
the higher frequency coefficients can be pruner to reduce the dimension of the
vectors. As the DCT coefficients have been reshaped to a row vector in zigzag
order, pruning is easy by saving only some part of vector components. Specifically,
a factor p(0 < p ≤ 1) is defined and only first ⌈p × b2⌉ DCT coefficients are saved
for further processing. Due to dimension reduction, the matching process becomes
faster. To achieve the robustness in our algorithm, a quantization factor q is
introduced and each DCT coefficients is quantized by q then it is rounded to the
nearest integer.

2.3 Matching

For matching, each row in the matrix A is tested with neighboring rows which
fulfill the condition j – i < Nf where Nf is a parameter that control the number of
neighboring rows. To test the similarity of two vectors, the ratio of each corre-
sponding components of two vectors is calculated. If the two vectors are correlated
then the ratio will be same. If there is a case that the vector component is 0 and
cannot be the divider, the test is switched to checking whether the pair of corre-
sponding component is close enough. Here, we assumed that the duplicated region
is not overlapping and the divided blocks may be overlapping, an additional
judgement has to be made when a matching is detected, count only those shift
vectors which are not too close. For this a parameter Nd is introduced. Only those
shift vectors are counted which are generated by two similar feature vectors whose
distance is larger than Nd.

2.4 Post-Processing

After calculating all the shift vectors s(i) whose appear frequency exceeds threshold
T, a map image is initialized whose size is same as the input image and all the pixel
values are 0. For each s(i), the matching blocks that contributed to this shift vector
are marked in two special colors in the map, one color at the source and the other at
destination. As we truncated some DCT coefficients for dimension reduction, there
may be some false matching. For this a morphology operation [4] is applied to
remove the isolated blocks.
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2.5 Algorithm Flow

The algorithm flow for copy-move detection is as follows:

1. The input image is taken in gray scale image I of size M × N. If the image is
color then convert it using standard formula I = 0.299R + 0.587G + 0.11 B.

2. Divide the image into sub-blocks of size b × b to get (M − b + 1)(N − b + 1)
blocks.

3. Apply DCT on each block and reshape the b × b quantized coefficient matrix
with a zigzag scan to a row vector. The vector is then pruned to only elements.

4. Apply the lexicographical sort and form a matrix A of size (M − b + 1)
(N − b + 1) × (p × b2)

5. For each row in A, test its neighboring rows which satisfy that whether they are
similar.

6. If and come out to be similar, the distance between two corresponding blocks is

calculated d=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi − xjÞ2 + ðyi − yjÞ2

q
.

7. If d > Nd, the shift vector s is calculated and normalized. Then the shift vectors
existing frequency plus 1.

8. If the shift vectors s(i) whose appear frequency exceeds threshold T, go to the
next step, otherwise the algorithm exit.

9. Mark the detected region in map image for all s(i) > T.

3 Experimental Results

In this section, we discussed the experiment procedure and parameters which is
used in our algorithm and discussion of the results to prove the robustness and
effectiveness of our algorithm.

3.1 Experiment Methods and Procedure

All the experiments were carried out on Matlab R2013a. All the images were
128 × 128 pixel grayscale images saved in jpg format. In our experiments, without
specific specification, all the parameters in the experiment were set as: b = 8,
T = 35, Nf = 3, Nd = 16, p = 0.25, q = 4, s threshold = 0.0625 by default. If our
algorithm detects some tampering in input image then W would be set to 1,
otherwise W = 0. When an input image is natural and our algorithm detects some
duplicated region then it is called false alarm. Similarly, if our algorithm failed to
detect any duplicated region in tampered input image then it is called miss alarm.
Two counters, C1 and C2 which were initialized to 0, were also plus 1 when wrong
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Fig. 2 Shown are the detecting results for tampered region of 32 × 32 size
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detection or failure in detecting forgery happened, respectively. After the whole
testing data set had been processed, false alarm rate far, miss alarm rate mar and
classification accuracy rate car were calculated as the following formulas:

car = 1−
W
pics

, far =
C1
pics

, mar =
C2
pics

, ð2Þ

where pics is the number of images used. These parameters can be used to evaluate
the sensitivity of this algorithm.

To calculate the accuracy and robustness of our algorithm, we set duplicated
region in tampered image as φs and detected duplicated region as φ ̃s, while the
duplicated regions are detected by our method as φt and φ ̃t The detection accuracy
rate (DAR) and false positive rate (FPR) is calculated as

DAR=
φs ∩φs̃j j+ φt ∩φt̃j j

φsj j+ φtj j , FPR=
φs̃ −φsj j+ φ ̃t −φtj j

φ ̃sj j+ φ ̃tj j , ð3Þ

where |.| means the area of region, ∩ means the intersection of two regions. The
more DAR is close to 1 and FPR is close to zero, the more precise the method
would be. The visual results of detected tampered images are shown in Fig. 2. Each
image consist of three images: original image, tampered image, and detection result.

In the following examples the parameters which is defined previously is used.
We perform the detection algorithm without any post-processing operation, results
are shown in Table 1, where DAR, FPR and W (wrong classification rate) all are
average value which has been tested on several images. In Table 2 the far, mar and
car is shown on different post-processing operation performed on image. To test the
robustness and effectiveness of our algorithm we perform some post-processing
such as jpeg compression and Gaussian blurring operation on images and perform
the detection operation. The results are shown in Tables 3 and 4. In most of the

Table 1 Detection results of the duplicated images without any post-processing, where DAR,
FPR are defined in Eq. 3 and W is the wrong classification rate

Image size 16 × 16 24 × 24 32 × 32 40 × 40 48 × 48

DAR 1 0.9987 0.9945 0.9951 0.9964
FPR 0.035 0.029 0.016 0.009 0.005
W 0.011 0 0 0 0

Table 2 Detection results of
the proposed method

BMP JPEG PNG Blur AWGN

far 0.2 0.16 0.2 0.17 0.1
mar 0.1 0.14 0 0.019 0.1
car 0.88 0.85 0.89 0.82 0.8
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cases, the accuracy rate is 80 % which show that our algorithm detects the tampered
region successfully. Hence, our algorithm is robust and efficient in detection of
tampered images.

4 Conclusion

Here, we have presented a robust and effective algorithm for copy-move tamper
detection. It is a passive method for tamper detection that means there is no any
preceding knowledge about the tested image. Our method use less feature to rep-
resent each block than the existing methods [2, 3, 5] and the computational com-
plexity is less. It is observed from the table that the DAR is more than 80 % in
average cases, which shows the robustness and effectiveness of our method is
acceptable. Hence, we believe our method could be useful in some area of forensic
science.
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A New Learning-Based Boosting
in Multiple Classifiers for Color Facial
Expression Identification

Dhananjoy Bhakta and Goutam Sarker

Abstract A new method for automatic color facial expression identification using
multiple classifier classification system has been developed. The system is primarily
composed of three classifiers. The same color face features are then trained inde-
pendently using three different classifiers. Now, a super classification technique
integrates the decisions coming from each single classifier which outcomes as a
final identified expression. To fuse the conclusion drawn by different classifiers, we
apply a new technique of learning-based boosting which improves the complete
system performance meaningfully in terms of recognition accuracy.

Keywords Facial expression identification ⋅ Multiple classifier ⋅
Knowledge-based method ⋅ MOCA ⋅ HBC ⋅ RBFN

1 Introduction

Apart from the face identification, automatic facial expression identification is also
a current research area due to a number of applications, for example, human–
computer communication, patient observing, audiovisual conferencing and con-
sumer satisfaction readings. According to Mehrabian [1], the verbal part of a speech
contributes only 7 % of the effect of any message; the vocal part pays about 38 %
while facial expression contributed for 55 % of the effect of the message. So, facial
expression plays a significant role in our social communication. Through revising
person’s emotion we can assume about attention, behavior, intention and physio-
logical state of the person. Many researchers deal with seven basic facial expres-
sions: neutral, happy, sad, fear, disgust, surprise and anger [2]. Facial expressions
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[3, 4] are noticed when major changes arise in forehead, eyebrows, eyes, nose and
lip rather than in complete face. Generally, a person’s eyes tell about in what way
they are feeling, or what they are thinking. If we notice blink rate of person’s eyes,
we know about the nervousness of the person. Real smile always consists of crow’s
feet wrinkles, pushed-up cheeks, and movements from muscle that orbits the eye.
So, if we noticed no such thing, we conclude that the smile of the person is fake. In
the same way, in sad expression, eyebrows will be up, upper eyelids will be
drooping and trailing focus in eyes. These types of facial expressions are displayed
on the basis of facial muscle movements [5].

Numerous researchers have put efforts in recognition of facial expression. Most
of the researchers follow the Facial Action Coding System (FACS) for automatic
facial expression recognition developed by Ekman and Friesen [2, 6]. FACS is a
combination of a set of facial muscle movements which can be describing the six
basic emotions. Other researcher finds out some facial points known as region of
interest (ROI), which may help them to classify the person’s emotions.

This paper presents automatic identification of person’s facial expression. This
system mainly considers three classifiers, where one of them is knowledge based
and other two are appearance based. These classifiers are used for color facial
expression identification which identifies one from the five basic emotions such as
neutral, happy, angry, sad and surprise where color information of the extracted
facial part is employed as an added feature. In the proposed system, when a 2D
facial image is served as input, first some image pre-processing steps are applied to
extract facial component and reduce dimensionality of the input image [7, 8]. Then,
knowledge-based classifier, Modified Optimal Clustering Algorithm (MOCA)-
based classifier and Heuristic-based clustering (HBC) [3, 9, 10] based classifier are
used to assign class lebel to these processed color features. Now, outcomes of these
three classifiers are integrated through a new learning-based boosting technique to
form robust decision as classified facial expression which is our desired output.
Performance of the system is measured through Holdout Method [8], in which the
classifier is build with the labeled instances (examples used during training) and
performance of the constructed classifier using unlabeled instances.

The paper is organized as follows: Sect. 2 describes different types of classifier
used in our system. Section 3 discusses the method of boosting multiple classifiers.
Section 4 discusses the outline of the proposed system. In Sect. 5, KDEF [11]
(http://www.emotionlab.se/resources/kdef) facial expression database is used in our
experiment is discussed and Sect. 6 concludes the paper.

2 Multiple Classifiers

Generally, decision coming from a group of experts is more reliable than decision of a
particular expert. Decision made by a sole classifier may not be accurate at all times,
for what, we deal with many classifiers instead of taking a sole classifier. In multiple
classifier system, every single classifier works on different features of the input. To
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build an effective system, we consider a set of three different classifiers each of which
classifies facial expression irrespective of person. To obtain strong evidence, these
three decisions are combined using a novel learning-based boosting process which is
discussed in the next section. These classifiers are constructed as follows:

The first classifier of our system is build using knowledge-based approach [12].
This rule-based method encodes human knowledge of what constitutes an
expression of typical face to identify facial expression. Usually, the rules capture
the relationships between facial features by their relative distance and position. The
feature extraction steps for knowledge-based classifier are shown in Fig. 1. Here,
we consider some rule to identify facial expression of a facial image. Those rules
are described as follows:

R1: distance between two outermost corners of eyebrows
R2: distance between two innermost corners of eyebrows
R3: ratio between R2 and R1
R4: distance between two outermost corners of eyes
R5: distance between two innermost corners of eyes
R6: ratio between R5 and R4
R7: distance between nostril points and left outermost eye corner
R8: distance between nostril points and right outermost eye corner
R9: ratio between R8 and R7
R10: distance between two mouth corners
R11 distance between center of mouth points and left outermost eye corner
R12: distance between center of mouth points and right outermost eye corner
R13: ratio between R12 and R11
All these rules constitute a single expression.

The second classifier of our system is a modified OCA (MOCA)-based classifier.
We know, if intra-cluster distance is minimum and inter-cluster distance is maxi-
mum then the number of clusters formed will be optimum. So, to recover the
performance of ordinary OCA, MOCA clustering considers these two distances.
The separation within clusters Sw and separation between clusters Sb [13] are
determined by following Eq. (1) and (2), respectively.

Fig. 1 Feature extraction for knowledge-based classifier
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Sw = ∑
C

i=1
∑
Nj

j=1
x ji − μi
� ��� �� ð1Þ

where C is the number of cluster formed,
Nj the number of patterns in a cluster,
x ji the jth component of the ith cluster,
μi mean of the ith cluster.

Sb = ∑
C

i=1
μi − μð Þj j ð2Þ

where μ is the mean of all the means.
Now, we continuously perform OCA clustering until we achieve the optimal

value of Sb
Sw

��� ���. The number of cluster formed will be optimum in this ratio. The

pseudo code of MOCA algorithm is given as follows.

MOCA [3, 8] clustering is used in first stage of learning which returns the set of
center and standard deviation. These are served as input to the intermediate level of
RBFN. Finally, the output of RBFN is used as input to the back propagation
network which is the decision of second classifier.

The third classifier of our system is HBC-based RBFN classifier. Here, HBC [9,
10] clustering technique is used to form “person-expression” group. In this tech-
nique, expected numbers of cluster will be formed by self-computing intra-cluster
similarity which varies from one cluster to another. Within each cluster, the same
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procedure is applied recursively to get the subsets until the algorithm is converged.
The pseudo code of HBC algorithm is given as follows.

A suitable example of OCA clustering technique is shown in Fig. 2 and HBC
clustering technique is demonstrated in Fig. 3. In this example, select ax randomly,
and ay as nearest neighbor of ax and az as nearest neighbor of ay. Now compute
each distance d1, d2 and d3 between ax, ay and az. Set threshold ‘T’ as maximum
(d1, d2, d3). Randomly select a point ‘b’ and calculate distance di from ax, ay and
az and check whether minimum distance of di is within threshold ‘T’, then ‘b’ is
included within cluster C1 otherwise create another cluster C2 with the object ‘b’.
This procedure will apply until no more objects are left.

These set of mean and standard deviation are served as input to the intermediate
layer unit of RBF network. Finally, output of this layer is used as input to the back
propagation network which is the decision of third classifier.
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3 Boosting Technique

Once the multiple classifiers are developed and trained, their individual decisions
must be combined to form the final result. Recognition accuracy should be improved
by integrating decisions of different classifiers. Numerous approaches exist to inte-
grate classification decisions of different classifiers. Among them bagging [14] and
boosting [15] are mostly used. These techniques are used to create a collective system
using different training instances. In bagging method, final class is selected by taking
decision which is agreed by most of the classifiers. To develop the performance of the
bagging, performance of each classifiers is taken as weight in boosting [7] and vote of
each classifier is multiplied with this weight to form weighted majority votes. We
determine aggregate vote received by each class by Eq. (3):

Fig. 2 An example of OCA clustering technique

Fig. 3 An example of HBC clustering technique
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Vj = ∑
N

i=1
Di.Cj ∀j=1, 2, . . . ,C ð3Þ

Di is the weight learned by ith classifier,
Cj is the predicted as jth class by ith classifier

Two types of boosting techniques, namely programming-based boosting and
learning-based boosting are used in general. In programming-based boosting
technique, the weight of each classifier is selected by assigning its own performance
(accuracy of that classifier). But in learning-based boosting technique, the weight of
each classifier is assigned by an iterative learning procedure. In this technique,
weight of each classifier is not assumed, it is learned. We approach a new
learning-based boosting technique where we assume the initial weight of each
classifier is its own accuracy as in programming-based boosting. Then we apply
iterative learning procedure [7] to gain final weight of the classifier. Finally, we get
the cumulative decision as a final decision.

4 Overview of the Present System

To identify a facial expression of a facial image, image pre-processing is used as the
first stage. Figure 4 shows the simple architecture of an appearance-based classifier
and Fig. 5 shows the graphical representation of proposed method. The proposed
method is described below.

4.1 Pre-Processing

To improve performance of the system, the color facial images are pre-processed
and compressed. Extraction of color facial features involves the following image
pre-processing steps:

Fig. 4 Basic block diagram of an appearance-based classifier
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• Generally, human eyes are more feasible to luminance, but not to chrominance.
So, to achieve better representation of facial images, we convert this image from
RGB color space to YCbCr color space [3].

• Now the skin area is searched by tuning a “skin_threshold_value” which
determines whether the encountered pixel is skin part or not.

• In matlab, we used Robert filter to find the boundary of the skin area and
bwlabel()for finding connected components in the processed image.

Then we extract color face region from the input facial image. The images are
then compressed by taking the mode value of pixel intensities from the selected
block of pixels. This normalizes all images of 640 × 480 into 128 × 96 dimen-
sions. These compressed images are transformed into 1D column matrix which is
fed as input to the system.

In case of knowledge-based classifier, we extract eyebrows, eyes, nose and
mouth by applying object convex hull method. Then we form the rule R1–R13 from
the extracted features (shown in Fig. 1).

4.2 Classifications

After taking out relevant features from the color facial images, these features are
passed to an appropriate classifier amongst three distinct classifiers, two from these
three classifiers perform normal grouping in the sense of human brainpower. For
our system, pre-processed images are supplied as input to the knowledge-based
classifier. Then this pre-processed image is input to the MOCA-based RBFN
classifier and HBC-based RBFN classifier.

After, obtaining decisions of each classifier, we build the robust decision from
those three weak responses using incremental learning-based boosting technique.
Once the system finally learned weight of each classifier, we apply (3) to gain final
predicted category that gets highest total votes. If the outputs of two or more

Fig. 5 Block diagram of the proposed system
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classifiers are contradictory in nature, say, output 1 for one clustering algorithm is
angry and output 2 for another clustering algorithm is happy, then the conclusion
drawn by the classifier with higher probability has to be accepted during integra-
tion. So the ensemble algorithm during super classification perfectly handles this
contradictory situation.

5 Experimental Results

This proposed system is simulated in the system with Intel 3.00 GHz CPU, 4 GB
RAM and the database used in the experiment is KDEF [11] database.

To build the classifier, we chose faces of 5 distinct person, each with five
different emotions (neutral, angry, happy, sad and surprise) with four variations of
each emotion. Due to insufficient number of faces of a person present in the
standard face dataset, we have made slight modification to form the training and test
dataset. Number of test example sets used in our system are 320 which are not
introduced during training. The performance evaluation time and accuracy of our
system are shown in Table 1. Following this result, we can conclude that com-
bining the evidence of multiple classifiers achieves greater performance instead of
considering individual evidence. Due to power of boosting, the system gives nearly
99 % facial expression recognition accuracy where as it gives 96.4–98.4 % accu-
racy when each evidence is taken independently.

Initial weights of these three classifiers used in boosting are 0.33394, 0.33644
and 0.32960, respectively, which is normalized recognition accuracy of three
classifiers. Then we apply iterative learning procedure [7] to these classifiers with
training example set to gain final weight of each classifier. The final learned weight
in our experiments is 0.3289, 0.3448 and 0.3263, respectively. Some salient portion
of experimental result is shown below:

Table 1 Accuracy and performance evaluation time of different facial expression identification
system

Identification using Accuracy (%) Learning time (in Sec.)
Training time (no. of
training faces = 100)

Testing time
(single test face)

Total
time

Knowledge based 97.67 462.7 5.01 467.71
MOCA based 98.4 49.88 0.018 49.89
HBC based 96.4 31.55 0.016 31.56
Super classifier 99.06 544.13 5.044 549.16
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Using Knowledge base, this is expression 5 with graded
probability: 0.6923
Using MOCA-based RBFN this is expression 2 with graded
probability: 0.9987
Using HBC-based RBFN this is expression 5 with graded prob-
ability: 0.3522
After applying boosting this is expression 2 with graded
probability: 0.3522

Now, we can see that if we apply simple majority voting then the result as
expression 5 (surprise) will be accepted because two from three classifiers agree
with this decision which is wrong. But when we apply new Boosting technique, the
result is expression 5 with weight of 0.34261 and expression 2 (angry) with weight
of 0.34438. So, we accept the maximum weighted result which is expression 2.

6 Conclusion

This paper presents a multiple-classification system, which identifies five basic
emotions of a person. Each classifier is used to train same color facial feature and
finally the decisions of individual classifier are combined together through the
technique of new learning-based boosting to categorize the person’s emotional
states. Facial expression identification through this new system of super classifi-
cation is efficient. In addition, performance evaluation of the super classifier in
terms of recognition accuracy is reasonably high. Consequently, the current system
of learning-based boosting in super classification is reliable to a certain extent for
facial expression recognition.
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Efficient Face Detection Using Neural
Networks

Amit Sinha

Abstract There is a growing need for automated face recognition systems for
various purpose, mainly security within organizations. The problem of face
recognition consists of mainly 2 important steps. The first step is obtaining the
region of the face from a raw image (face detection) and this is followed by a face
recognition step to identify the individual. This paper gives an overview of the
method used to detect the location of frontal faces in a small amount of time. The
method involves creating a data set from a face database which has the localized
parts of face images along with corresponding scores of the sectors of the face that
are being detected. Based on the scores obtained further processing is done in the
likely face area to determine whether a frontal face is present in the given region.
This detection can be done in a small amount of time because the neural network
can identify parts of a face from a kernel and not too many kernel operations are
required to successfully identify the face.

Keywords Neural networks ⋅ Frontal face detection ⋅ Gradient descent ⋅ Scale
invariance ⋅ Real time detection ⋅ Local feature detection

1 Introduction

There are presently many techniques for face recognition that work well to identify
face regions in raw input images. Many of these methods however involve the
concept that there is a varying kernel moving about all possible locations of the
image. Also because of scale invariance it is required to try out multiple kernel sizes
as well which results in many iterations which can be computationally expensive
for a large image. The Viola Jones method for face detection is one such example. It
is effective in places where the sizes of face that are to be detected are more or less
fixed in size so that the detection kernel can detect them in real time.
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However, for such an algorithm the scale variance problem is handled by using
different kernel sizes and this would result in a lot of computations which in some
cases may not be achievable in real time.

The method discussed in this paper uses fewer kernels since the neural network
is capable of identifying localized features of the face and it is also capable of
identifying which part of the face is identified. Using this information, it can be
checked if there is face region by checking for the other features of the face in the
local area of the part which is first identified. Thus by selecting a few threshold
parameters we can adjust the boundary between false face predictions (false posi-
tives) and actual face predictions (true positives).

The remainder of this paper is organized as follows. Section 2 consists of the
details on how the database of local features of faces is created with the locality of
features expressed as a score. Section 3 consists of the details involved in archi-
tecture and training of a neural network to identify the local features of a face and
their locality in a face. Section 4 discusses an algorithm used to implement the
neural network to get location of faces in a raw image. Section 5 discusses the
results and Sect. 6, conclusions.

2 Database Creation

The image database under consideration is a very small subset which is taken from
[1] consists of 96 × 96 face images (mostly frontal). From these face images we
obtain a large number of images considering the various local features of the face.

This is done by considering the various parts of a general face image to be
divided into 9 sectors as shown in Fig. 1 and following a simple rule which states
that if part of the face is detected in the kernel, then the score of the local features
for that particular kernel is determined by the area in the kernel that covers each
sector of the face image. The more area that covers a certain local feature, the larger
will be the score for that sector in that kernel.

The sector score for the kernel vary between 0 and 1 where the value 0 for a
sector means that no part of the sector of the face image is present in the kernel and
the value 1 means that the entire area of the sector of the face image is present in the
kernel.

For example, if in the above 96 × 96 image we have in the top left corner a
kernel of size 48 × 48. The sectors are 32 × 32. Then the scores evaluated for
that particular kernel would be 1 for Sector 1, 0.5 for Sectors 2 and 4, and 0.25 for
Sector 5.

The database is created by taking various sub-images from the images of faces of
varying kernel sizes and calculating corresponding scores using the aforementioned
method and storing these results together. The sub-images of varying sizes are
down-sampled to 24 × 24 and stored. The sub-images considered have been of
sizes 32 × 32 to 80 × 80 (345 sub-images) in order to give the system the ability
to deal with scale invariance up to some extent.
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The down-sampled image data is normalized by subtracting the mean of all the
sub-image pixels and then dividing by the standard deviation of all the sub-image
pixels.

All of the above has been implemented in Matlab and the resulting database is
the one that we require for training in the neural network.

3 Neural Networks

Neural networks have been used in the past for many papers involving pattern
recognition. There have been many neural networks used for facial recognition as
well and the models are seen to be quite successful in terms of recognition rate.

The most basic neural network consists of an input layer, a hidden layer and an
output layer. Through forward propagation the output layer is obtained from the
input layer.

In this method we have used a 3 layer network, with 576 input neurons (corre-
sponding to the 24 × 24 grid of down-sampled sub-images) and 100 hidden neu-
rons in the hidden layer and 9 neurons in the output layer. The value of number of
faces used for training is 300. The sigmoid function is used as activation function for
all the neurons. The target output is calculated in the database creation step which is
used to find the errors in the network and tune the parameters of the network.

The training is done using adaptive batch gradient descent with momentum. The
gradients are calculated using back-propagation algorithm which involves
back-propagating errors to determine gradients with respect to each weight and bias.

Fig. 1 Sector division
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The training error and test error for the finally selected network is plotted as a
function of number of iterations of gradient descent in Fig. 2. After more iterations
are allowed to take place the training error decreases to 0.1199 and the test error
becomes 0.1281. It is seen that there is some amount of over-fitting taking place but
the generalization error is fair.

4 Face Detection Algorithm

Now that the trained neural network is obtained it is ready to detect local features in
a raw input image.

The input images are considered from a database called BioID Face Database [2]
having frontal oriented faces amongst different backgrounds. The images are of size
384 × 286. For this particular size, search kernels of 40–130 are used in incre-
ments of 10.

The algorithm proposed is as follows. The search kernel is moved around the
image in steps of half-kernels in both dimensions of the image. The image under the
kernel is down-sampled to 24 × 24 and then reshaped to a 1 × 576
column-oriented vector (which is then normalized with mean and standard devia-
tion as before) to feed into the input layer.

Firstly the possible centers of face images are identified by checking the value of
the central sector obtained. A certain threshold value is given below which further
checking is not done and the next kernel is checked. If the central sector has a value

Fig. 2 Neural network error graph
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given by the neural network that exceeds the threshold, then further checking is
done since it may or may not contain the face.

Further checking is done at 9 kernels around the existing kernel at a distance of
half-kernels from the original. The scores obtained from each of the 9 kernels used
is cumulatively added after multiplying it with a weight matrix (3 × 3) whose
values depend on the kernel being used. The values to the weight matrices are given
as positive values to the areas which are expected to give high scores for that part of
the face, and negative values to the areas which are not expected to give any
activation. This is done in order to decrease false results given by random activa-
tions. In this fashion different weights are assigned to each kernel depending on the
expected position with respect to the center.

The cumulative score obtained from all 9 kernels is compared with another
threshold whose value is obtained by experimentation.

After the first step at the original kernel size is done, a new kernel which is twice
the original kernel size and centered at the original kernel is considered. The second
check is done in the manner explained above in the new larger kernel that is
obtained. These 9 kernels are of size 1.2 * Original Kernel Size. According to this
size the values to the weight matrices are given. Then the score obtained is checked
if it is greater than the threshold.

If this stage is passed a similar checking procedure is done, but this time with 1.5
* Original Kernel Size (for which the weight values will be slightly different) and
the resultant score is compared with a different threshold whose optimum value is
also obtained by experimentation.

We can even use additional checks after this with larger kernel sizes to improve
the accuracy and avoid false detections.

If the kernel can satisfy all these criteria then the region enclosed gets detected as
a face.

5 Experimental Results

The threshold constants are found out by experimenting with a separate set of a few
face images based on trial and error and intuition to try and maximize the number of
faces that are detected with minimum number of false detections.

After this 53 samples are considered at random from the BioID database without
changing the threshold constants and the results were as follows

• 42 faces were detected properly
• 11 faces were not detectable
• There were additionally 4 false detections

Each search takes about 7 s on a 1.8 Ghz processor.
Few of the results are shown in Fig. 3.

Efficient Face Detection Using Neural Networks 283



6 Conclusions

The method used in this paper is a fresh idea in which lot of different approaches
can be applied to improve the accuracy and speed of the overall system.

The neural network that is trained still has a considerable amount of general-
ization error. Despite having 300 faces for training and a hidden layer of size 100,
its performance can be greatly improved by considering more network complexity
and more faces for training. Additional layers can be added which may give a better
representation for smaller amount of parameters. Also these methods will not only
improve the accuracy of face detection, but decrease the rate of false detections and
the speed of the overall system. The speed can be improved by increasing the value
of the thresholds which results in a large number of reduced checks for faces. If the
network is improved then it will be able to identify faces despite higher threshold
values. In this implementation the above was not done due to machine limitations.

Apart from this modifications may be made to the proposed algorithm to
improve the performance, such as using larger sectors to capture the variation of
local face features in a better manner. This means that the 3 × 3 sector approach
could be compared with 2 × 2 sectors.

Fig. 3 Results of face detection
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Additional problems of the network include false activations for non-face fea-
tures which are usually not much of a problem since the region of activation for
non-face images seems somewhat random and this randomness is often detectable
by the algorithm used. Additionally false positives can be reduced by training with
some non-face feature images which may also improve the accuracy of the system.

Apart from this certain techniques can also be used to improve the performance
of the network such as representing the features of the network in a different way to
reduce dimensionality (like Principal Component Analysis or Linear Discriminant
Analysis) as is done in [3] or using transforms such as wavelet transforms as is done
in [4].

Also since the exact outline of face is not always selected additional techniques
may be used such as contour analysis and shape detection [5, 6] to get the exact part
of the face which then has to be sent to a facial recognition algorithm.

The proposed algorithm is capable of a significant amount of development for
improved accuracy and speed. These techniques may be applicable to object
detection applications in general which have a fair amount of complexity in the
local areas.
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Scalable Framework for Developing
Adaptive and Personalized User Interfaces

Aman Jhunjhunwala and Sudip Kumar Sahana

Abstract This paper presents the need for adaptive user interface, the challenges
for client-side user interface applications and proposes a scalable framework for
conquering those challenges to provide a pipeline-based fast, effective and exten-
sible tool that adapts all the applications to the user’s needs in a way that enhances
his productivity the most. Different abstractions are explored in depth and their
graphical results and possible implementations have been discussed.

Keywords Human–computer interaction ⋅ Adaptive websites ⋅ Intelligent
websites

1 Introduction: The Need for Adaptive User Interface

1.1 Growing Complexity of Modern Web Applications

Before the advent of powerful front-end frameworks such as Bootstrap, AngularJS,
ReactJSetc. websites were mostly static wireframes hosted on a server. They did
very little or no computation and had minimum information to display to the end
user in a simplistic manner. Today, a large developer base uses these frameworks to
build creative but often complex and cryptic looking websites.
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1.2 Diverse Characteristics of Users

Apart from understanding how to navigate the website, the biggest problem is the
large amount of time it takes to find the content that one is looking for on the website.
Different users have different goals and the web application should adapt itself to
ease interaction and be relevant and productive to each user that accesses it by taking
into account the differences in knowledge, style, language and preferences.

Most visitors desire productivity. They do not wish to scroll through hundreds of
links to find the article that interests them. They wish to interpret data not as tables
but as more intuitive bar-graphs, pie charts and other forms of data visualization
that enhance productivity.

Some visitors desire ease of communication with the website. A large population
of developing and underdeveloped countries are accessing the web for the first time.
A large number of them are not trained or taught on how the web works. The
website should still be understandable to them. It should inform them the conse-
quences of clicking links—what each link does. These self-teaching website
designs are going to be pivotal between 2015 and 2022 where the number of web
users is expected to double.

1.3 Rapidly Expanding Web

The number of web applications is drastically increasing with each passing day.
Each application uses a large and variable set of technologies to run. Some are
actively maintained; others are deprecated but host useful information. It is not
possible for each one of them to implement new frameworks or modify existing
stacks to accommodate personal interests. Hence, a client-side implementation is
required to realize the needs for personalized user interfaces.

2 Challenges for Client-Side Adaptive UI Implementation

2.1 Scrambling of Contents of Webpages

The biggest restriction in the field of adaptive user interfaces is that webpages can
easily be scrambled [1]. As web developers get more innovative with the design, it
becomes increasingly difficult to reorganize and adapt contents of the webpage
from the client-side implementation. One slight mistake can scramble the entire
content of the website. When adaptive interfaces are added from the server side, the
developers of the website take excessive care that the re-organization of contents
does not break the contents of their application. This, however, is a great challenge
for general client-side UI implementations [2–4].
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2.2 No Access to Server Logs

Without having direct access to server logs of all websites across the internet, it
becomes difficult for client-side implementations to identify the user’s activity
across the application. It requires an intermediate server to track the activities of the
user. These data are essential as it helps in implementation of better operations for
adapting the webpage to suit to a particular user.

2.3 Significant Delays in Loading the Webpage

A client-side implementation requires the presence of an intermediary link between
the remote server and user. This may lead to significant delay in the loading of the
pages, especially when a lot of customization is required for a page.

3 Methodology

The proposed algorithm can be summarized as: (Figs. 1 and 2)

1. Request the page to browse through our proxy server
2. The proxy server forwards the request, fetchingthe contents from the remote 

host and stores the HTML in our database, if not cached earlier.
3. Caching works in 2 steps

a. Long Term Caching : Store data of webpage in our cache if the num-
ber of hits are above a certain limit.

b. Short Term Caching :Prefetch contents of links the user is most likely 
to visit and apply the pipeline processes to it.

4. If the user is new, determine a new pipeline based on k-nearest neighbours
5. If the user is returning, recommend him useful pipelines using Basket Analysis
6. Apply all the processes in a user’s pipeline to the HTML and display the re-

sult, keeping complete track of all requests of each user, for increasing 
knowledge base.

Fig. 1 Proposed algorithm for adaptive user interface

Fig. 2 Diagrammatic representation of top level abstraction
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3.1 Top Level Abstraction: Flow of Data

At the top level, the user requests a website through our server (Example: www.
example.com/www.news.google.com). The request is received and forwarded to
get the contents of the requisite URL in our own server. The contents of the website
(only the HTML enclosed within the < body > tags) are then processed through
various Machine Learning algorithms described later and provide the processed
contents of the website to the user—adding each request to our knowledge base.

3.2 Mid-Level Abstraction—The Concept of Pipeline

Inside our server, the received contents from the remote server pass through a series
of pipeline as shown in Fig. (3).

Each stage of the pipeline manipulates the contents received from the previous
stage to accomplish one task. There are four major issues associated with pipeline
structure: -

Recommending Processes to an existing User Pipeline
For suggesting new processes to add to an existing pipeline, a modified version of
Basket Analysis is proposed. This mode of learning is applicable to any setting
where a group of objects are present and a new object needs to be recommended.
The knowledge base consists of the set of pipelined processes often used together
by different users. It is analyzed to recommend new processes to users having
similar processes in pipeline. This algorithm gets fooled by very frequently used
processes and would simply recommend those which are popular without any
personalization. To overcome the drawback, building of association rules is
required.

Fig. 3 Flow representation of a sample pipeline
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An association rule is a statement of the “If X Then Y” form; if someone has
used Process A then he will use process B. Note, however, that the rule is not
deterministic but probabilistic in nature. The antecedents and conclusion may
contain multiple objects. Multiple antecedents allow more specific predictions than
are possible from single items.

It is easy to generate multiple rules by finding subsets of current baskets of
processes, but only those rules that are valuable should be considered. The value of
a rule here is measured by the ratio between the probability obtained by applying
the rule and the baseline, commonly known as lift.

lift X→Yð Þ= PðY jXÞ
PðYÞ .

In the preceding formula, P(Y) is a fraction of all user pipelines that include Y
while P(Y|X) is the fraction of pipelines that include X and Y both. Using lift helps
avoid the problem of recommending popular but unrelated pipeline process.

Determination of the Initial Pipeline for New Users
The initial pipeline for a new user is obtained by applying a slight modification of
K-Nearest Neighbors algorithm taking the age and location of users as features. The
features of existing users are plotted in two-dimensional space and whenever a new
user joins the closest k points (in terms of distance) are considered. All k neighbors
vote to select the pipeline. The new user’s pipeline would be composed of the
processes that were common to a minimum c number of neighbors, where c is a
pre-settable threshold. The value of k will increase with the increase in our
knowledge base. The values of c and k can be decided by cross validation.

Caching—Increasing Performance
If the pipeline is big, the time taken to process webpages would be impermissible
for users to use the framework. An intelligent caching system is necessary on our
server. Two types of caching can be implemented for faster retrieval.

Long-term caching: A straightforward mechanism is implemented. Pages most
often visited by users (number exceeding a certain threshold) of our application are
stored and indexed in the database (in raw HTML form). Whenever a user requests
a webpage, it is first checked if the webpage has been indexed already in the
database. If present, it is sent to the user without fetching any content from the
remote server that actually hosts the webpage. The raw contents of the database are
refreshed every hour. Every time the database is over-capacity, server logs can be
analyzed to find the Least Recently Used page and the contents are removed.

Short-term caching: This extends the long-term caching mechanism. Whenever
the user fetches a webpage, the framework analyzes the links present on the
webpage and starts prefetching the contents of the links that belong to the same
domain, to prevent unnecessary fetching of advertised or sponsored content. If the
user clicks a link already cached, the recently cached copy is handed over, without
forwarding any request to the remote server. Whenever the user leaves the link, the
data associated are removed. This caching can be improved further by intelligently
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pre-fetching only those URLs that the user might click by analyzing the text within
the links themselves [5–7].

All the caching can take place in parallel through distributed queues or running
the internal operations on separate workers or servers.

Compatibility of Pipeline Processes
Each pipeline can be composed of any number of pipes or processes. The com-
patibility of the pipes is defined by two parameters—Structure and Language. Each
pipe may be viewed as a black box accepting a particular input following a par-
ticular structure and language and outputting data in the same or different structure
and/or language.

Structure: This describes the structure of the data. Data might be available as
Plain Text, XML, JSON, YAML, HTML, etc. Each of them follows a different
parsing structure.

Language: This describes the semantics of the data. It could include the literal
languages for Plain Text structure like German, English, etc.

The need for defining the parameters lies in the fact that some pipes may involve
language processing tasks such as providing summaries of large articles which are
heavily dependent on the language of the text [4, 8, 9]. An English summarizer does
not work well with German text. Another important use is to allow processing using
intermediate datatypes. There could be pipes outputting JSON data and pipes
accepting JSON data for faster intermediate processing. The relative ordering of
pipes accepting and outputting the same structure and language does not matter
much, provided non-similar intermediate pipes are absent. Sequence of pipes
having the same parameters allows the pipes to be evaluated in parallel, thereby
further decreasing the processing time.

3.3 Lowest Level of Abstraction: The Pipes

To design new and innovative pipes or processes, the developer has full access to
all the data stored in the running server. This includes all the sequences of links
clicked by every user, the time of the click and the city-level location (giving out
the exact location could raise privacy concerns. The location would be given out at
a city-level rather than at a street level) and age of the user. Allowing the devel-
opers, this common set of data accessible through API GET calls will allow the
development of native, powerful and useful processes. A few suggestive concepts
are provided for the same. These include

• Skipping intermediate links in websites using PageGather algorithm [7]. This
allows for faster browsing, reduction in complexity of the website and ease of
finding relevant contents present in deeper sections of the websites.

• Expanding Navigational Links. The text of the link as well as the link itself can
be examined. Using explanatory language processing algorithms, help texts for
the links can be automatically generated.
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• Translating webpages to the regional language—This allows naïve web users to
browse the web comfortably. Services which currently offer their APIs for this
functionality include Bing Translate, Google Translate, etc.

• Convert tables present in the HTML to a selection of graphs using JavaScript
libraries like d3.js. Tables are analyzed if they possess data to be presented in
graphical format. If so, they are displayed on hovering over the tables

• Increasing font size for older users
• Recommending content from external or internal websites based on browsing

experience.
• Smart display of webpages using Cortana and other pluggable virtual assistants.

Browsing a webpage, dynamic information based on the content of the web-
pages can be generated.

4 Implementation Details

A basic prototype of the proposed framework was implemented using Django—a
Python Web Framework. Given the URL of a simple HTML webpage, the server
would scrap the contents of the webpage through Python’s BeautifulSoup4 Library,
add the contents to our Database, if not already present. Then, the scraped contents
pass through different pipes, implemented as Python Modules, each adding or
manipulating the contents to add personalized features to the website. The 3 pipes
implemented in the prototype were Language Translation, Conversion of tables to
Graphic Diagrams and Adding to Social Sharing Links.

The Language translation was implemented using Bing Translator API within
our Django Application to detect the country of the user and translate only the text
of the HTML to the native language, using API calls.

The conversion of tables with relevant data to charts was implemented using d3.
js a vector Javascript library. The data from the tables were extracted and the
relevant axes and scaling were automatically framed and graphs obtained.

The Addition of Sharing Links is obtained by adding an AddThis® Javascript
widget to the web application to allow for sharing the page on all the social media
platforms.

5 Results and Discussion

The results of the prototype have been presented in Figs. 4 and 5. The contents of a
simple HTML file have been transformed to be interactive and more functional.

The language has been translated (both the graphs and the text) and the data from
the table were automatically extracted and plotted. Social Sharing links are avail-
able as well.

Scalable Framework for Developing Adaptive and Personalized … 295



Fig. 4 Before implementing the framework, the contents of a sample webpage

Fig. 5 After passing through the prototype framework, the contents of the webpage were
automatically changed as shown
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This accessibility comes at the cost of time. For testing, an untampered HTML
page of size 163 kilobytes took 0.4s and 6 requests to load. The same page after
passing through our framework took 1.0s to load with an increased size of 306
kilobytes and 10 client requests through the browser. Both the time required to load
the page and the size of the page have scaled up, and there is a tradeoff between the
accessibility the users desire and what time do they wish to sacrifice for the
purpose.

6 Comparison with Standard Algorithms

Currently, most of the client-side adaptive web design algorithms focus on the
responsive aspect of interface designing. For responsive web design, “browser
sniffing” or “user-agent” detection is used as ways of deducing if certain HTML or
CSS features are supported. They rely on graceful degradation to make a complex
image heavy site work on mobile phones to tablets. Server-side “dynamic CSS”
implementation of stylesheet languages like Sass or Incentivated’s MML can be part
of such an approach by accessing a server-based API which handles the device
differences in conjunction with a device capabilities database to improve usability.
Although these frameworks are general in nature, they do not take into account user’s
preferences or past history to display the user interface. The only metric for adaptivity
is screen size and device type. Our proposed framework takes more resources
(caches, proxy servers, etc.) than this framework to operate, but offers virtually
unlimited customizing power and scalability for almost the same operating time.

However, most of the adaptive applications today rely on server-side adaptive
interfaces, where user interfaces of their own site are customized based on server
logs and past history of users on their particular site. Although this method over-
comes the huge problem of content scrambling, as the layouts are handled by the
site designers themselves, they are not very general. Less than 1 % of all the
websites and applications use this technique. It adds additional complexity which
designers find unnecessary in most situations. With our implementation, the
designers do not need to worry about manually adding in these technologies; the
framework will handle the structural changes on their part. Each and every web
application on the web can be adapted to suit each person’s individual needs.

7 Conclusion and Future Work

The novelty of proposed Adaptive Personalized User Interface lies in its simplicity
and ease of use. Although a variety of research and development efforts have shown
the potential of adaptive user interfaces, there remains much room for extending
their capabilities and efficiency. Future work would include deriving a better
understanding of HTML semantics so as to allow the framework to work on
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complicated websites seamlessly. Collection of user data will generate new metrics
and will give us an in-depth characterization of each user. Better and more effective
algorithms for caching would be required for minimum waiting time to users. In this
context Computational Intelligence will always play a key role to improve the
efficiency and effectiveness of the proposed framework.
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Fuzzy-Based Privacy Preserving Approach
in Centralized Database Environment

V.K. Saxena and Shashank Pushkar

Abstract In data mining applications, sharing of huge volume of detailed personal
data is proved to be beneficial. Different types of data include criminal records,
medical history, shopping habits, credit records, etc. These types of data are very
much significant for any company and governments for decision making. When
analyzing the data, privacy policy may avoid data owners from sharing information.
In privacy preserving, data owner must provide a solution for achieving the dual
goal of privacy preservation as well as accurate clustering result. Nowadays, pri-
vacy issues are challenging concern for the data miners. Privacy preservation is a
multitalented task as it ensures the privacy of individuals without trailing the cor-
rectness of data mining results. This paper proposes data transformation methods
for privacy preserving clustering based on fuzzy in centralized database environ-
ment. After experimenting, results proved that hybrid approach gives best results
for all the member functions.

Keywords Clustering ⋅ Data transformation ⋅ Fuzzy membership function ⋅
Privacy preservation ⋅ Random rotation perturbation

1 Introduction

Nowadays, the data collected from any organizations has been an extensive growth.
These data are collected from various sources such as medicinal, financial, docu-
mentation, cellular phone, and shopping records. Such data can be incorporated and
analyzed digitally as it is possible due to the rapid growth in database, networking,
and computing technologies. Data storage is growing at an exceptional speed. Data
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users are concerned to mine useful information from these huge amounts of data.
Data mining is gradually a more important tool that can transform data into con-
structive knowledge. Data mining tasks provide precise information for decision
making. A number of data mining tasks are classification, association rules, pre-
diction, and clustering. Clustering is a well-recognized problem in engineering and
statistics and widely used in a variety of applications including biology, marketing,
medicine, etc. Clustering is the process of combining the set of items by finding
similarities between the data according to characteristics found in the data. In the
field of data mining, basically two types of privacy are concerned. Primarily, dis-
covery of individual or susceptible data existed in the databases. Secondarily,
susceptible patterns should not be disclosed when mining is performed on the
collective data. Novel technologies are required for shielding susceptible infor-
mation in electronic commerce [9]. Privacy preserving data mining allows mining
useful information while preserving privacy of individuals [1]. Privacy issues are
taking into account in two situations in the databases, i.e., centralized environment
and scattered environment. In centralized environment, database is available in
single site and privacy preserving data mining techniques are used to conceal
susceptible data of individuals. In distributed database environment, data are
scattered to multiple sites and privacy preserving data mining techniques are
applied for integrating the data from multiple sites, without enlightening the privacy
of individuals [12]. Zadeh introduced fuzzy sets to represent uncertainty, vagueness
and provide formalized outfits for dealing with the consciousness inherent to many
problems [16]. This paper proposed two methods in fuzzy-based data transforma-
tion for privacy preserving clustering in database environment which is centralized.
First method proposed a fuzzy data transformation method, based on fuzzy mem-
bership functions to convert the original dataset. Second method proposed a hybrid
method which is composed of Random Rotation Perturbation (RRP) and fuzzy data
transformation approach.

2 Related Work and Background

A.F. Westin conducted privacy surveys about consumer privacy, general privacy
and formed privacy indexes to sum up the results and discussed about privacy
trends [3]. In Hippocratic databases, privacy issues are discussed and recognize the
technological challenges, efforts in designing the databases and recommended some
approaches that may possibly lead to solutions [2]. Oliveira and Zaiyane discussed
the problem of protecting the essential attribute values in clustering when sharing
the data and proposed a spatial transformation method [13]. They also presented an
approach for hybrid data transformation [14]. Li and Zhang proposed hybrid data
transformation approach for preserving privacy in clustering [10]. Mohammad Ali
Kadampur et al. presented privacy preserving clustering approach through cluster
bulging [6]. For privacy preserving clustering, Jie Liu et al. proposed random
response method of geometric transformation in centralized database environment
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[11]. B. Karthikeyan, et al. proposed a fuzzy-based approach for preserving privacy
in clustering [8]. K. Chen and L. Liu discussed an approach for random rotation
perturbation and structure of random rotation perturbation for privacy preserving
classification [4].

3 Proposed Methods

In privacy preserving data mining, clustering analysis is commonly used tool. In
this paper, two fuzzy-based methods are proposed. First method proposes, a data
transformation method and a variety of experiments are conducted by altering the
fuzzy membership functions such as Triangular membership function, Z-shaped
fuzzy membership function and Gaussian membership function to convert the
original dataset. In the subsequent method, a combination of fuzzy data transfor-
mation with various membership functions précised in first method and Random
Rotation Perturbation (RRP) is proposed as a hybrid method. In an additional
experiment, novel additive perturbation method is applied on unique dataset to get
the distorted dataset for evaluation purpose.

3.1 Data Transformation Based on Fuzzy

In the process of data distortion, susceptible data values can be hiding without
thrashing of information. A fuzzy transformation method distorts the responsive
numerical attributes using fuzzy membership functions, i.e., Z-shaped fuzzy
membership function (Zmf), Triangular fuzzy membership function (Trimf), and
Gaussian fuzzy membership function (Gaussmf). Algorithm for fuzzy-based data
transformation method is shown in Table 1. The input to the fuzzy transformation
method is a dataset D which consists of sensitive attribute data in m rows and n
columns. The input data D are transformed by initially suppressing the identifier
attributes and distorting the dataset using fuzzy membership function.

3.2 Hybrid Method

To attain the twin objective of privacy and efficacy, a clustering technique is
introduced for privacy preservation. The hybrid method is composed of the strength
of active techniques and gives better outcomes, when compared to the single data
perturbation approach. This method is composed of a combination of the two
techniques which is Random Rotation Perturbation (RRP) and fuzzy data pertur-
bation. The significant feature of RRP is preserving the geometric properties of the
dataset. Hence, the distorted dataset is clustered with analogous precision, when

Fuzzy-Based Privacy Preserving Approach in Centralized Database … 301



clustering is performed on original dataset. In this method, the novel dataset is
altered using fuzzy data transformation method, described in the Table 1, which
will be specified as input for RRP method to get the ultimate distorted dataset. The
subsequent table displays the algorithm for proposed hybrid method (Table 2).

Table 1 Algorithm for fuzzy-based data transformation method

Table 1: 

Input:

(a) Dataset D consists of sensitive attribute data in m rows and n columns.
(b) Fuzzy membership functions such as Zmf, Trimf, and Gaussmf. 

Output: Distorted Datasets and each D′ consist of m rows and n columns. 
Begin  

(1) Suppress the identifier attributes 
(2) For each membership function (Zmf, Trimf, Gaussmf) 

(3) For each sensitive element in D do 
(4) Convert the element using selected 
      fuzzy membership function. 

(5) End For 
(6) End For 
(7) Release the all distorted datasets for clustering analysis 

End 

Table 2 Algorithm for hybrid method

Input: 
(a) Original Dataset D consists of sensitive attribute data of size m x n.
(b) Fuzzy membership functions such as Zmf, Trimf, and Gaussmf. 

Output: Distorted datasets and each D′′ consist of size m x n.

Begin  
(1) Suppress the identifier attributes. 
(2) For each membership function (Zmf, Trimf, Gaussmf) 

(3) For each sensitive element in D do
(4) Convert the element using

fuzzy membership function 
(5) End For 
(6) Create an n x n rotation matrix R randomly. 
(7) Obtain the final distorted dataset D′′ = D x R. 

(8) End For
(9) Release the distorted dataset D′′ for clustering analysis. 

End 
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3.3 Novel Additive Perturbation Method

In this section, a review of novel additive perturbation method is specified for
privacy preserving data mining [7]. This method is used to amend the given input
dataset to cover the extremely susceptible information. The additive data pertur-
bation method is considered for scattered atmosphere, where a data holder desires to
convert the input data extracted from cluster of parties. The distorted data are used
to perform the data mining operations, i.e., clustering and classification. Table 3
shows the additive data perturbation algorithm.

4 Implementation

The evaluation of the data distortion methods is being performed by the proposed
methods. Experiments are performed for implementing the proposed hybrid method
and fuzzy data transformation approach on three actual living datasets taken from
UCI [15]. Inclusion of Wine data set by means of thirteen attributes and 178
records, Iris data set with four attributes and 150 records, Zoo dataset with five
numerical attributes and hundred instances are considered. In the first experiment, a
fuzzy data transformation method is conducted to convert the novel dataset by
altering the fuzzy membership functions such as Z-shaped fuzzy membership
function, Triangular membership function and Gaussian membership function
which is given in Table 1. In second experiment, a hybrid method is conducted by
combining fuzzy data transformation approach précised in first experiment and
Random Rotation Perturbation (RRP) as given in Table 2. The measurement of
clustering quality is used by the k-means clustering algorithm. When the data are
transformed, the original dataset clusters must be equivalent to the clusters in the
deformed dataset. For testing clustering accuracy of the novel and tailored data
base, Waikato Environment for Knowledge Analysis software [5] is used. The
effectiveness is considered by misclassification error [13]. The misclassification
error, ME, is measured as follows:

Table 3 Algorithm for novel additive data perturbation

(1) Data owner acquires the input data from multiple parties by giving queries.
(2) Identify the sensitive data items and perform additive data perturbation on the selected values
by adding small amount of noise to protect the values of sensitive data items.
(3) To enhance the privacy protection of additive data perturbation, perform swapping on the
perturbed dataset obtained in step 2.
(2) Release the final distorted dataset to perform data mining operations such as classification and
clustering.
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ME =
1
N

= ∑
k

i=1
clusteri Dð Þj j− clusteriðD0 Þ�� ��� �

In the above formula
N is the number of points in the original dataset.
K is the number of clusters.
Clusteri (D) the number of data points of the ith cluster in the original dataset.
Clusteri (D′) the number of data points of the ith cluster in the transformed

dataset.
The following table shows the ME values obtained for the proposed fuzzy data

transformation method. Elevated ME values indicate inferior clustering quality,
whereas lesser ME shows the better clustering quality. The experiments are con-
ducted 10 times and ME value is taken as an average of 10. The misclassification
error values of fuzzy data transformation approach are given in Table 4.

In Table 4, when comparing the misclassification error values, it is established
that the proposed fuzzy data transformation methods which use the three mem-
bership functions give the inferior misclassification error for all the three datasets.
Along with three membership functions, Z-shaped fuzzy membership function
gives the inferior misclassification error.

It obviously indicates in all the three datasets that the proposed fuzzy data
transformation method gives the inferior misclassification error for these three
member functions, which are shown in Fig. 1. These results proved that fuzzy data
transformation methods give higher efficacy than the novel additive data pertur-
bation method. The misclassification error values of the proposed hybrid method
are given in Table 5.

Table 4 Misclassification
error rates of fuzzy data
transformation

Data distortion methods Iris Wine Zoo

Zmf 0.1949 0.1784 0.2484
Trimf 0.30 0.34 0.4446
Gaussmf 0.3462 0.3570 0.4328
Novel additive 0.392 0.398 0.4864
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Table 5 shows the misclassification error values intended for the proposed
methods and novel additive data perturbation method. When comparing the mis-
classification error values of the fuzzy data transformation method with hybrid
method, it indicates that the proposed hybrid method provides inferior misclassi-
fication error values for all the three datasets. Consequently, the hybrid method
provides superior clustering quality and the altered dataset that is generated with the
hybrid method looks extremely different from the novel dataset, which preserves
the confidentiality of individuals. The following graphical representation shows the
effectiveness of the proposed methods.

Using Z-shaped fuzzy membership function and novel additive perturbation
methods, Fig. 2a shows the misclassification error values of fuzzy data transfor-
mation and hybrid method. Among these methods, hybrid method gives inferior
misclassification error. So, the hybrid method effectively preserves the clustering
accuracy and also provides privacy. Figure 2b shows the misclassification error
values of the original additive perturbation method and triangular membership
function used in fuzzy data transformation method and hybrid method. Among
these methods, hybrid method gives lower misclassification error which provides
higher data utility when compared to the fuzzy data transformation method and
novel additive method. The misclassification error values of fuzzy data transfor-
mation method and hybrid method based on Gaussian membership function and
novel additive method are shown in Fig. 2c. It obviously reveals that hybrid method
yields inferior misclassification error. The misclassification error values on three
datasets of fuzzy data transformation methods and hybrid method for membership
functions are shown in Fig. 2d. It evidently shows that the proposed hybrid method
gives inferior misclassification error for all the three member functions and for all
these datasets.

Table 5 Misclassification error rates of hybrid method

Data distortion methods Iris Wine Zoo

Zmf 0.19492 0.1784 0.2484
Hybrid method (Zmf and RRP) 0.16238 0.13706 0.1902
Trimf 0.30 0.34 0.4446
Hybrid method (Trimf and RRP) 0.2666 0.2954 0.4
Gaussmf 0.3462 0.357 0.4328
Hybrid method (Gaussmf and RRP) 0.3198 0.3224 0.353
Novel additive 0.392 0.398 0.4864
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5 Conclusion

In various organizations, privacy preservation plays a crucial role, when data
consist of susceptible information and these data can be shared by different users.
This paper considers the problem, defending individual privacy even as releasing
the data for clustering study. In clustering analysis, random rotation is the accepted
approach for data perturbation and it can protect privacy without affecting the
accuracy. This paper proposed two methods. In first method, Z-shaped fuzzy
membership function, Triangular membership function and Gaussian membership
functions are being used in fuzzy-based transformation approach for data trans-
formation. After experimentation on three types of actual life datasets from UCI, the
results showed that the proposed method fulfilling the privacy limitations and
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continues to have the clustering superiority. Second method enhances the privacy
preservation, which is a hybrid method and is proposed by adopting the fuzzy data
transformation approach and random rotation perturbation. Experimentation on
these three valid life datasets divulges that hybrid method is efficient for data
consumption as well as privacy protection.
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Cryptographic Key Extraction from Music

Chandan Kumar, Sandip Dutta and Soubhik Chakraborty

Abstract Random number generation is of utmost importance for cryptographic
and other purposes like simulation. In this paper we present a novel algorithm that
extracts cryptographic keys from music. The algorithm uses the sample values from
a musical piece and a 128 bit password from the user. The algorithm then uses a
128 bit linear feedback register to produce a stream of random bits with input as
binary stream of music and a feedback function at each clock pulse. The experi-
mental results of our algorithm shows that 85 % of the streams pass all the tests
while upon a proper filtering 98 % of the stream generated pass the NIST ran-
domness test.

Keywords Cryptographic key ⋅ Random bit sequence ⋅ Pseudo random number
generator

1 Introduction

Random number generation is an important task for various fields in statistical
computing and its allied areas [1–3]. Random numbers are used in cryptography,
simulation, especially using Monte Carlo method, computational modeling, bio-
logical computation, game theory, probability theory, quantum theory and finance
[4–6]. As random numbers play a vital role in simulating randomness and unpre-
dictability they find their importance in above-mentioned areas. To generate ran-
dom numbers on large scale we need good quality of physical source of random
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nature. Unfortunately, the physical sources which we used generally have low
quality of randomness and are incompatible with the finite state generators and
computer devices. The quality of randomness demanded by the above-mentioned
domains is different depending on the use of the random sequences. Online games
and gambling applications are severely dependent on the fact that how random the
numbers are in nature.

Random numbers are used in cryptographic protocol, generating one time pads,
generating nonce in cryptocurrencies. Hardware based random number generators
use the random nature of physical phenomena. The time elapsed between particles
emitted in radioactive decay, thermal noises produced by semiconductors, noise
from the micro phone, jitters in the video streaming, transient fluctuation in electric
and magnetic fields of electromagnetic devices [7, 8]. However, physical devices
which produce random numbers are cumbersome in installation, are generally slow
and costly, and are unable to produce the same sequence twice. Software based
random number generator can exploit the current time stamp, system time, the time
duration between key stroke patterns, operating system interrupts, networks statis-
tics, number of peoples logged into a particular website, number of tweets per second
in social media, number of interactions per second, contents of input–output buffers.

For generating random numbers a linear feedback registers can be used. Linear
feedback shift registers (refer Fig. 1) are usually shift registers whose input bit is a
function of the previous states of the shift registers. Generally linear feedback shift
registers LSFRs have linear input function and use exclusive or for the output. The
bit positions that affect the next state are called the taps. The feedback function block
has a polynomial function whose coefficients determine the taps. The rightmost bit of
the LFSR is the output bit. The taps are XOR’d sequentially with the output bit and
then fed back into the leftmost bit. The sequence of bits in the rightmost position is
called the output stream. Linear chaotic function can be used to generate random
numbers. Generally 2-D and 3-D chaotic functions are used with cat maps and trent
map functions to generate pseudo random sequences. The basic of the pseudo
random number generator used linear congruential generator, quadratic residue
generator. Blum Blum Shub generator is the example of quadratic residue generator.
In [9] authors have used quantum properties to generate random numbers. In [10] the
authors have used cellular automata to generate cryptographically secure random
numbers. In [11] authors have used graphics processor for generating random

bm-1 bm-2 b2 b1 b0

Feedback Function
bm=f(b0,b1,……,bm-1) 

Fig. 1 Linear feedback shift register
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numbers. Random number generators using Mersenne Twister on graphic processor
have been tried in [12]. In the next section we describe the tests used by NIST for
randomness check [13]. In [14, 15] authors have proposed audio random number
generator which uses audio and video frames for generating random numbers. In
[16] the author have generated random numbers from white noise of web camera. In
[17] the author has used image for generating random numbers.

1.1 Statistical Test Suite for Random Number Generator

Generally, a number of test suites are available to check the randomness level of a
random bit sequence [13, 18]. Diehard Battery of Tests [19] and Dieharder test are
some of the test to check the randomness of a sequence. National Institute of
Standards and Technology (NIST) has come up with a test suite comprising of 16
different tests. The details of these tests are mentioned below.

Frequency (Monobit) Test: This test determines whether a sequence of random
bits have equal number of ones and zeros which should have been expected from a
truly random sequence. This test assesses whether the ratio of ones and zeros are
closer to half or not. All other subsequent tests are dependent on this test.

Frequency Test within a block: This test determine whether the number of
ones and zeros in a non-overlapping block is same or not.

Runs Test: This test aims to find the total number of runs in the sequence, where
a run will mean an uninterrupted sequence of similar bits. This test determines the
oscillation between zeros and ones in the entire sequence.

Test for the longest run of ones in a block: This test aims to find the longest
run of ones in a M-bit block. Any inconsistency in the fluctuation of ones will also
lead to inconsistency in the longest run of zeros.

Binary Matrix Rank Test: This test aims to find the rank of disjoint
sub-matrices of the entire subsequence. This test finds the linear dependence
between fixed length substring of the entire sequence.

Discrete Fourier Transform (Spectral) Test: This test first finds the Discrete
Fourier Transform of the sequence of bits and finds for the peak heights. The test
aims to find the periodicity in the sequence which leads to the deviation from
randomness.

Non-overlapping Template matching Test: This test aims to find the number
of co-occurrences of a pretargeted string. The test finds the generators which
produce too many occurrence of given non-periodic patterns. An m-bit pattern is
used to search for co-occurrence of the same in entire sequence. The window slides
while searching, if the pattern is not found it slides one bit otherwise it slides by
m-bits

Overlapping Template matching Test: The test is same as of non-overlapping
template matching but with a slight change. The m-bit window slides by a single bit
whether the co-occurrence has been found or not.
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Maurer’s “Universal Statistical” Test: This test finds the number of bits
between matching pattern. The idea is that, if the sequence can be compressed then
there is a lack of randomness.

Linear Complexity Test: The test aims to find the number of linear feedback
shift register. The idea is to determine whether the sequence is complex enough to
be declared as random.

Serial Test: This test tries to find the deviation from the number of occurrences
of overlapping patterns of m bits expected for random sequences.

Approximate Entropy Test: The aim of this test is to find the frequency of all
possible overlapping m-bit patterns over the entire sequence. The test compares the
frequency of overlapping blocks of two consecutive/adjacent lengths against the
expected result for a random sequence.

Cumulative Sums (cusum) Test: This test replaces the bits in the sequence by
(–1, +1) and computes the cumulative sums of subsequences of bits. The result for
random sequences should be near zero.

Random Excursions Test: This test tries to find the deviation from the distri-
bution of the number of visits of a random walk to a certain state.

Random Excursions Variant Test: This test tries to find the deviation from the
distribution of the total number of visits across many random walks to a certain
state.

2 Methodology

2.1 Proposed Key Extraction Scheme

The proposed scheme uses a music file provided by the user along with a 128 bit
password to work upon. The password is used for the initialization of the seed value
for the LSFR and the sample values of the music file is preprocessed and converted
to binary sequence and then is provided as clocked input to the LFSR.

The propose scheme can be summarized as:

1. Arrange the music samples in a two dimensional array in a row major order.
2. Rearrange the sample element in a zig-zag scan order.
3. Properly quantize and scale the sample values.
4. Convert the entire data values in binary stream.
5. Feed the binary stream as one of the input to the 128 bit shift register with a

predetermined feedback function. Initialize the registers of the feedback with the
user provided password.

6. At each clock pulse feed the feedback value and the binary input from the music
sample and shift values by one position.

7. Take each 128 bit output and test it for randomness. If the binary string passes
the randomness test use it, otherwise use the filtering technique to make it a
acceptable random sequence.
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2.2 Pre-processing Step

The sample value of the music stream is first arranged in a square matrix discarding
some of the samples which are above the nearest perfect square of the number of
samples present in the music. Subsequently the sample values are recorded
according to the zig-zag scan pattern refer Fig. 2d. This reordering is done to
remove the correlation of nearby sample values. Then the sample values are again
quantized and scaled. Say the representation of audio samples is between –1 and
+1. The sample values are scaled to 0 through 255. A proper quantization value
should be taken so that all the values in the range attain at least some values which
can be further be analyzed using the histogram spread of the scaled samples. It has
been observed that if the histogram of the sample values produce a Gaussian
distribution the result are finer in a sense of getting a linear distribution of random
number.

The sample values are then converted to its binary equivalents and concatenated
one by one in the same order which was achieved in zig-zag scan. After the initial
pre-processing this binary sequence is fed as an input to the 128 bit binary feedback
shift register. For better results the silence zones of the music should be discarded,
which is also to be included in preprocessing step.
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Fig. 2 a Shows the original musical sequence provided by the user as one of the input to the
proposed system. b Shows the sample values of the music given as input. c Is the histogram of the
sample values of the music provided. The sample values here were scaled to 0–255. d Shows the
order in which the sample values are to be processed. The samples are first ordered in row major
order and then a zig-zag scan is performed to take the sample values as input
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2.3 Input to the Feedback Register and Updating the Vales
of Feedback

The proposed LSER scheme for extracting random sequence is explained in Fig. 3.
The feedback function of the binary feedback shift register can be seen as a

function (refer function 1)

feed = a0R0 + a1R1 + a2R2 +⋯+ a126R126 + a127R127. ð1Þ

The values of the feedback registers are initialized with a user chosen password
which is subsequently 16 character password. If the password is longer than 16
characters the character from 17 onwards are dropped while in case of password
less than 16 characters the password is repeatedly concatenated to get 16 characters.

The values of the feedback registers are also updated using functions

R13 = b7 + b13 + b17 +⋯+ b121 ð2Þ

R17 = b5 + b19 +⋯+ b83 ð3Þ

.

R121 = b0 +⋯+ b127 ð4Þ

These functions (2–4) are used to change the values of the feedback shift reg-
isters so that the cycle in the produced random bits is minimized. These functions
can be inherent to the system where in a situation none of these are present in the
system. At each clock pulse the binary input along with the feedback is given as an
input to the shift register. The subsequent bits are shifted by one position giving up
an output bit at each clock pulse.

bm-1 bm-2 b2 b1 b0

Feedback Function
bm=f(b0,b1,……,bm-1) 

Binary Sequence 

101001010101110010
01

Clock

Fig. 3 Proposed LFSR scheme for extracting random sequence
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2.4 Post-Processing and Getting Final Output

Take four subsequent 128 bit streams as output from the system say seq1, seq2,
seq3, seq4. Xor them to get the final 128 bit random stream. Process all the sub-
sequent group of 4 sequences and concatenate them together as a final random
sequence. This step is done as a filtering to generate high quality randomness in the
output stream. It was observed during experimentation that plain sequence output
from the shift registers has a passing rate of 85 % while applying this filtering 98 %
of the sequences passed all the tests, while 2 % were also showing statistical
randomness but were lacking true randomness features.

3 Results and Discussion

When applying NIST SP 800-22rev1a 15 statistical tests on the proposed random
number generator without filter, around 85 % of generated random number
sequences passed the tests, while using the filtering 98 % of the sequences passed
all the tests. The results of the test applied are listed in Table 1.

The proposed scheme does not directly use the sampled music values; rather it
takes those values in a zig-zag scan order which removes the inherent correlation
between the nearby sample values. The output of the feedback shift register has not
been directly used to generate the random sequence while 4 chunks of 128 bit
sequences have been used to get a 128 bit output using the whitening XOR

Table 1 Results obtained in the empirical evaluation with NIST test suite

Test p-value Conclusion

Frequency test 0.751621 Random
Frequency test within a block 0.484417 Random
Runs test 0.402143 Random
Test for longest run of ones in a block 0.212337 Random
Binary matrix rank test 0.687341 Random
Discrete fourier transform test 0.128756 Random
Maurer’s universal statistical test 0.501256 Random
Linear complexity test 0.321379 Random
Non-overlapping template matching test 0.105432 Random
Overlapping template matching test 0.723678 Random
Approximate entropy test 0.235216 Random
Serial test 0.172205 Random
Cumulative sums test 0.098734 Random
Random excursion test 0.568542 Random

Random excursion variant test 0.105321 Random
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(eXclusive OR) operation. These two modifications were done to remove the
predictability and correlation between nearby sample values.

4 Conclusion and Future Scope

In this paper, we have proposed a linear feedback shift register based random
number generator which uses music samples to generate cryptographically secure
random sequence of bits. The results of the proposed scheme were tested with the
standard test suite of NIST randomness test and the results were quite convincing.
We are towards generating a cryptographically secure random number from sung
musical notes. The biometric features of the singer could also be used for generating
cryptographic keys from the musical pieces rendered by the singer.
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A Programming Based Boosting
in Super-Classifier for Fingerprint
Recognition

Sumana Kundu and Goutam Sarker

Abstract A super-classifier with programming based boosting has been designed
and established for fingerprint recognition. This multiple classifier set is comprised of
three different classifiers. The first classifier is an OCA based modified RBFN with
BP learning, second classifier is a combination ofMalsburg learning and BPNetwork
and third classifier is a SOM based modified RBFN with BP learning. These three
individual classifiers perform fingerprint identification separately and these are fused
together in a super-classifier which integrates the different conclusions using pro-
gramming based boosting to perform the final decision regarding recognition. The
learning of the system is efficient and effective. Also the performance measurement of
the system in terms of accuracy, TPR, FPR and FNR of the classifier are substantially
high and the recognition time of fingerprints are quite affordable.

Keywords Fingerprint recognition ⋅ OCA ⋅ Malsburg learning ⋅ SOM ⋅
BPN ⋅ RBFN ⋅ Programming based boosting ⋅ Holdout method ⋅ TPR ⋅
FPR ⋅ FNR

1 Introduction

Biometric identification is a technology, which identifies a person based on their
physiology or behavioral characteristics. Fingerprint recognition is reliable and
accurate biometric method that has been extensively used in a number of appli-
cations for a person’s identity authentication. Fingerprint recognition is very
effective in fields such as improving airport security, strengthening the national
borders, in travel documents, in preventing ID theft, person authentication, access
control system and retrieval of an identity from a database for criminal investigation
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etc. Fingerprint recognition is a difficult task because the fingerprints diverge highly
in terms of quality, size, shape, rotation and occlusion.

A RBFN with Optimal Clustering Algorithm (OCA) was established in [1, 2],
for clear and occluded fingerprint identification and localization. A combination of
Malsburg learning and Back propagation Network (BPN) was established in [3], for
clear, occluded and rotated fingerprint recognition and rotation and location
invariance localization of the fingerprints in different fingerprint image frames.

Many fingerprint identification methods which also already established are based
on feature (minutiae) extraction and minutiae matching. This method mentioned in
[4]. This methodology mainly involves extraction of minutiae points from the
sample fingerprint images and then performing fingerprint matching based on the
number of minutiae pairings among two fingerprints.

A technique for fingerprint identification by minutiae feature extraction using
back-propagation algorithm has been approached in [5]. The digital values of
extracted minutiae are applied as input to the neural network for training purpose.
For fingerprint recognition, the verification part of the system identifies the fin-
gerprint based on training performance of the network.

A fingerprint recognition algorithm using ellipsoidal basis function neural net-
work (EBFNN) has been proposed in [6]. Here, fingerprint features are extracted by
six-layer wavelet transform (WT) decomposition on binary images. Then, the
extracted features are input into the designed EBFNN. Finally, EBFNN is trained
and fingerprint recognition is accomplished by the trained EBFNN.

A principal component analysis (PCA) of symmetric sub-space model of neural
network algorithm (SSA) for fingerprint recognition was presented in [7]. The
convergence of Symmetric subspace algorithm (SSA) is also analyzed.

The above mentioned fingerprint recognition systems are unable to deal with
noisy fingerprint images properly or give poor accuracy for the overall system due to
poor fingerprint patterns. Therefore, in an attempt to alleviate such limitations, in this
present paper, a multi-classification system has been designed and developed which
contains three different classifiers to perform fingerprint recognition separately.
These three different classifiers are an OCA based modified RBFN, a combination of
Malsburg learning and BPN and a Self-organizing mapping (SOM) based modified
RBFN respectively. Finally super-classifier draws the conclusion for proper iden-
tification of fingerprint based on programming based boosting method.

2 System Overview and Approach

2.1 Preprocessing of Fingerprint Patterns

The fingerprint patterns of training and test databases for learning as well as
recognition have to be preprocessed to ultimately obtain perfect or enhanced image.
The different steps in preprocessing for image enhancement which has been
implemented are as follows.
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1. Conversion of RGB fingerprints to gray scale patterns.
2. Removal of noise from fingerprint patterns.
3. De blurring of the patterns.
4. Background elimination.
5. Conversion of gray scale patterns into binary patterns.
6. Pattern Normalization.
7. Conversion of binary patterns into 1D matrix.

This 1D matrix file is the input to three different clustering algorithms of three
different classifiers.

2.2 Theoretical Approach of the System

This present multiple classification system comprises of three different classifiers
for fingerprint recognition. The first classifier is an OCA based modified RBFN
with BP learning [1, 2]. Second classifier is a combination of Malsburg learning and
BP Network [3]. Third classifier is a SOM based modified RBFN with BP learning.
These three individual classifiers perform fingerprint recognition separately and the
super-classifier concludes the final identification of the fingerprint based on pro-
gramming based boosting method.

In the first classifier, OCA [8] is utilized to form clusters of the input fingerprint
set which are taken as input of the Radial Basis Function Network (RBFN). It creates
clusters of different qualities of fingerprints of every person and angle
(person-angle). The mean “µ” and standard deviation “σ” of every cluster created by
OCA with approximated normal distribution output function are used for each basis
unit of RBFN. Then BP Learning Algorithm classifies the “person fingerprint-angle”
into “person fingerprint”. Here, the number of inputs equals to the number of fin-
gerprint images of the training database, while the number of outputs sets to the
number of classes and the number of hidden units is equal to the number of cluster
created by OCA based on qualities offingerprints of each “person-angle”. Hence, the
OCA based modified RBFN is used for fingerprint identification.

In the second classifier, a pattern clustering network or a competitive network
(Malsburg Learning) [3, 9] is utilized to create groups of the input fingerprint set. It
creates clusters of different qualities of fingerprints of every person and angle
(person-angle). Then the Back Propagation network classifier is used to classify the
“person fingerprint-angle” into “person fingerprint”. Here, the number of inputs
equals to the number of fingerprint images of the training database, the number of
nodes in the hidden layer sets to the number of clusters produced by Malsburg
learning network and the number of outputs sets to the number of classes. Hence, a
combination of Malsburg Learning and Back Propagation network classifier is used
for fingerprint recognition.

In the third classifier, a feature mapping network that is Self-organization net-
work [10, 11] with Kohonen’s learning is utilized to create clusters of the pre-
processed input fingerprint set which are taken as input of the RBFN [1, 2].
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The SOM can organize the two dimensional feature map from which the number of
clusters can be evaluated directly. It creates clusters of different qualities of fin-
gerprints of every person and angle (person-angle). The mean “µ” and standard
deviation “σ” of every cluster created by SOM with approximated normal distri-
bution output function are utilized for each basis unit of RBFN. Then BP Learning
Algorithm classifies the “person fingerprint-angle” into “person fingerprint”. Hence,
the SOM based modified RBFN is used for fingerprint identification.

Radial Basis Function Network (RBFN)
The RBFN [1, 2, 12] comprised of three layers like an input layer for fingerprint

pattern presentation, a hidden (clustering) layer consisting ‘basis units’ and an
output (classification) layer. The clustering outputs (mean µ, standard deviation σ
and corresponding approximated normal distribution output functions) are used in
‘basis units’ of RBFN. Thus, for the first and third classifier OCA and SOM are the
first phase learning respectively and Back Propagation (BP) learning is the second
phase of learning. The hidden layer use neurons with RBF activation functions
describing local receptors. Then output node is used to combine linearly the outputs
of the hidden neurons.

Programming Based Boosting
The system uses programming based boosting in super-classifier, i.e.

super-classifier concludes the final identification of the fingerprint based on pro-
gramming based boosting method considering the decisions of three individual
classifiers. In case of programming, the weight of the vote of each classifier is pre
assigned or ‘programmed’ beforehand. The weights of the different links from the
individual classifiers into the integrator are programmed. These weights are the
performances in terms of normalized accuracy of the individual classifiers.

Identification Learning with Training Fingerprints
The training database contains fingerprints of 50 different persons. For each

person’s fingerprint, three different qualities of fingerprints like hard press, medium
press and soft press and for each person, also 3 different angular (0°, 90° and 180°)
fingerprints are there. (Refer to Fig. 1)

After preprocessing all the fingerprint patterns are fed as input to three different
classifiers. When the networks have learned all the different qualities of hard,
medium and soft pressed fingerprints of all the angles (0°, 90° and 180°) for all the
different persons, the networks are ready for identification of learned fingerprint
images, which are termed as ‘known’ fingerprints. The fingerprints which were not
learned during this process of learning are termed as ‘unknown’ fingerprints.

Fig. 1 Sets of few training and test fingerprint images
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Identification Testing with Test fingerprints
The test database to evaluate the performance of the classifier with Holdout

method consists of 50 different people’s (same as training data set) fingerprints, and
the qualities are different with reference to training database. It also consists of
unknown fingerprints (which are not used during the training of networks) of
various qualities (Refer to Fig. 1).

The test fingerprint patterns from the test database are fed as input to the pre-
processor. The preprocessed fingerprints are fed as input to the previously trained
networks of three individual classifiers. The trained BP network classifiers identify
same person’s fingerprint with different angular view as same person’s fingerprint.
After training, the networks of all the classifiers give high output values for known
fingerprints and low output value for unknown fingerprints. To differentiate between
known and unknown fingerprints a threshold value has been set. The threshold value
is set as the mean of the minimum output value from known fingerprints and
maximum output value from unknown fingerprints. The corresponding output value
above threshold is considered as corresponding known fingerprint. The BP network
produces different output activation indifferent overall output units. The normalized
activation of each and every output unit represents the probability of belongingness
of the input test fingerprint into the different classes. We considered the test fin-
gerprint to belong to a class for which the normalized activation itself represents the
probability of belongingness of that input test pattern into the particular category or
classes. Finally super-classifier concludes the final identification of the fingerprint
based on programming based boosting method considering the decisions of three
individual classifiers. Here, the weight assigned for each link is the normalized
accuracy of that corresponding classifier. Similarly, finally we calculate the prob-
ability of belongingness of the input test fingerprint for that corresponding class
concluded by super-classifier by taking the minimum value of probability among
three different classifiers. (Refer to Fig. 2 and the algorithm mentioned below)

Fig. 2 Block diagram of the proposed system for identification testing
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Algorithm for fingerprint identification using super classifier:
Input: Test folder containing known and unknown fingerprints.
Output: Identification of the given test fingerprint.

1. Get the fingerprint to test.
2. Preprocess the fingerprint.
3. Feed it as inputs to the trained BP networks of three different classifiers

individually for fingerprint recognition.
4. If the nth output for each of the BP networks is approximately 1 or above the

threshold, then conclude the respective fingerprint to be of the nth person,
otherwise conclude ‘unknown finger print’.

5. Calculate the probabilities of belongingness of the fingerprint for particular
classes from the normalized activation of the BP networks of three individual
classifiers.

6. Get the results of three classifiers.
7. Input this result to super classifier.
8. Now the weights of the links of three individual classifiers become,

wt1 = w1
w1 +w2 +w3

, wt2 = w2
w1 +w2 +w3

and wt3 = w3
w1 +w2 +w3

respectively, where w1, w2

and w3 are the evaluated respective accuracies of 3 different single classifiers.
9. If all classifiers outputs as nth fingerprint, then super-classifier calculate the

maximum weight among 3 links weight and concludes that fingerprint as nth
fingerprint, otherwise conclude ‘unknown finger print’.

10. The probability of belongingness of the fingerprint into this nth class is, p =
min(p1, p2, p3), where p1, p2, p3 are the probabilities of belongingness into the
classes for three individual classifiers.

11. If any two classifiers outputs as nth fingerprint (say, for fingerprint of person 2,
1st and 3rd classifier give outputs as person 2) and one classifier output as
different (say, for fingerprint of person 2, 2nd classifier give output as person
1), then super classifier first sum up the weights (say, wt = wt1 + wt3) of the
links of the classifiers which give same outputs, then compare this result with
the third one (say, wt2). Get the maximum weight, (say, mw = max(wt, wt2))
and concludes the identification of the fingerprint as per this result.

12. The probability of belongingness of the fingerprint into the particular class
depends on the previous step. If super classifier conclude the decision over the
majority of the classifiers, then probability of belongingness of the fingerprint
into the particular class is, p = min(pi, pj), where i = j = 1 or 2 or 3.
Otherwise, p = pk, where i = j ≠ k.

13. If all three classifier outputs as different, then the super-classifier calculate the
maximum weight among 3 links and concludes the identification of the fin-
gerprint as of that corresponding link otherwise as, “unknown fingerprint”.

14. The probability of belongingness of the fingerprint into the particular class is,
p = min(p1, p2, p3), where p1, p2, p3 are the probabilities of belongingness into
the classes for three individual classifiers.

15. If any more testing is required, go to step 1.
16. Stop.
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If the output of two or more classifiers are contradictory in nature, then the
conclusion obtain by the classifier with higher weighted link has to be accepted. So,
the ensemble algorithm for super-classifier works well in such contradictory
situations.

3 Result and Performance Analysis

The training and test dataset of fingerprint samples were taken from FVC 2000,
FVC 2002 and FVC 2004 databases. (http://www.advancedsourcecode.com/
fingerprintdatabase.asp).

3.1 Performance Evaluation Metrics of the Classifiers

Holdout method [3] is utilized to evaluate the performance of the classifier.
From the above mentioned confusion matrix (Refer to Fig. 3), if there are only

two classes (say X and Y), then the accuracy is defined as follows:

Accuracy %ð Þ= a+ d
a+ b+ c+ d

×100 ð1Þ

If we take a two-class prediction problem (binary classification) [13], where the
results are categorized either as positive (p) or negative (n), there are four possible
results from a binary classifier. If the result from a prediction is p and the actual
value is also p, then it is termed a True Positive (TP); however if the actual value is
n then it is said to be a False Positive (FP). On the contrary, a True Negative (TN)
has occurred when both the prediction result and the actual value are n, and False
Negative (FN) is when the prediction result is n while the actual value is p. Now,
True Positive Rate (TPR), False Positive Rate (FPR) and False Negative Rate
(FNR) are defined as follows:

TPR %ð Þ= TP
TP+FN

ð2Þ

FPR %ð Þ= FP
FP+TN

ð3Þ

Fig. 3 Confusion matrix (2
class)
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FNR %ð Þ= FN
FN +TP

ð4Þ

3.2 Experimental Results

The proposed system was developed to learn on a computer with Intel Core 2 Duo
E8400, 3.00 GHz processor with 4 GB RAM and Windows 7 32-bit O.S.

Some salient portion of experimental result which handles contradictory situa-
tion (each classifier is identifying separate person) is given below:

According to first classifier given fingerprint is of person
:3 with probability :0.39974

According to Second classifier given fingerprint is of per-
son :2 with probability :0.92153

According to Third classifier given fingerprint is of person
:1 with probability :0.83337

Super-classifier conclude, given fingerprint is of person :2
with probability :0.39974

Now if we use simple majority voting logic then super-classifier conclude the
given fingerprint as of ‘unidentifiable person’ because 3 different classifiers give 3
different result of recognition. But when programing based boosting technique is
used, the super-classifier concludes the given fingerprint as of person 2 with
probability 0.39974. Thus the maximum weighted result with minimum probability
(the probability which is safest to accept) is concluded.

From Table 1 we find that the accuracies of three different classifiers are 83.79,
88.97, 85.79 % and the accuracy of the super-classifier is 95.25 %. Thus, it is
evident that the super-classifier is efficient for fingerprint identification than con-
sidering single classifiers individually. Also in Table 1, the present system displays
low recognition time (<1 s) for individual fingerprint from the standard test data
set. The limitation or drawback of the present system is that, the training time of this

Table 1 Accuracy of the classifiers (holdout method) and Fingerprint Learning time (in sec.)

Type of the classifiers Accuracy
(%)

Training time
for 54 training
samples

Recognition
time (single
test sample)

Total
(learning)
time

First classifier (OCA based
RBFN)

83.79 66.403 0.0176 66.4206

Second classifier
(Combination of Malsburg
learning and BP network)

88.97 94.343 0.0063 94.3493

Third classifier (SOM based
RBFN)

85.79 59.081 0.0248 59.1058

Super-classifier 95.25 219.827 0.0491 219.8761
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system is quite high. But training is only for one time while recognition is for
multiple times. Once the training completes, recognition is possible for different
inputs many times as per user choice. So with the help of multiple classifiers we get
accurate recognition with minimum recognition time at the cost of training time.

From Tables 2, 3 and 4, True Positive Rate, False Positive Rate and False
Negative Rate clarify the performance of few classes for few people’s fingerprints.

Table 2 True positive rate of the classifiers for few people

Fingerprint Classifiers
First classifier
(%)

Second classifier
(%)

Third classifier
(%)

Super-classifier
(%)

Person 1 100 100 100 100
Person 2 88.89 55.56 88.89 88.89
Person 10 100 100 100 100
Person 29 77.78 100 77.78 77.78
Person 30 100 77.78 100 100
Person 49 100 88.89 100 100
Person 50 66.67 66.67 100 100

Table 3 False positive rate of the classifiers for few people

Fingerprint Classifiers
First classifier
(%)

Second classifier
(%)

Third classifier
(%)

Super-classifier
(%)

Person 1 0 0 0 0
Person 2 0 0 0 0
Person 10 0 0 0 0
Person 29 0 0 0 0
Person 30 1.33 0.22 1.33 1.33
Person 49 0 0 0.67 0
Person 50 0.67 0 0.67 0

Table 4 False negative rate of the classifiers for few people

Fingerprint Classifiers
First classifier
(%)

Second classifier
(%)

Third classifier
(%)

Super-classifier
(%)

Person 1 0 0 0 0
Person 2 11.11 44.44 11.11 11.11

Person 10 0 0 0 0
Person 29 22.22 0 22.22 22.22
Person 30 0 22.22 0 0
Person 49 0 11.11 0 0
Person 50 33.33 33.33 0 0
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Table 5 display a comparative study of the proposed system in terms of accuracy
with other systems [4–7] mentioned in Sect. 1. Hence, the proposed method dis-
plays improvement in terms of accuracy with low recognition time as compared to
techniques mentioned in the Sect. 1.

4 Conclusion

In the present system instead of using a single classifier, an attempt has been made
to employ multiple classifiers for fingerprint recognition. The advantage is that we
need not rely on a single classifier and instead the decision coming out of the
different types of classifiers are suitably integrated based on programming based
boosting method. Thus, the different conclusions from individual classifiers are
fused together to find out the most reliable conclusion. This multi-classification
system gets the general advantages of three different hybrid classifiers. The per-
formance evaluation in terms of accuracy, TPR, FPR, FNR with Holdout method is
quite high for fingerprint patterns. Also the recognition time is moderately low for
different types of fingerprints. The present multi-classification system is efficient
and effective compared to most other conventional fingerprint identification
technique.

The work can be extended by increasing the number of recognizable person’s
fingerprints and number of qualities of fingerprints. Also occluded and rotated
fingerprints with different angles may be identified by this system.
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A Super Classifier
with Programming-Based Boosting Using
Biometrics for Person Authentication

Sumana Kundu and Goutam Sarker

Abstract A boosting-based multi-classification system has been designed and
established using different biometric features, that is, fingerprints of both right and
left hands and handwriting for authenticated person identification. This
multi-classifier comprises of three different classifiers. The first classifier is an
Optimal Clustering Algorithm (OCA)-based modified Radial Basis Function Net-
work (RBFN) with Back Propagation (BP) learning, second classifier is a Heuristic
Based Clustering (HBC) algorithm-based modified RBFN with BP learning and
third classifier is a combination of Malsburg learning and BP Network. These three
individual classifiers identify fingerprints of both right and left hands and hand-
writing, respectively, and the super classifier perform the fusion of three conclu-
sions to establish the final decision based on programming-based boosting method
for person authentication. The technique of using multiple classifiers in a single
system is efficient and effective. Also the accuracy, precision, recall, and F-score of
the classifiers are substantially moderate and the training and testing time of all the
biometrics are quite low and affordable.

Keywords Fingerprint identification ⋅ Handwriting identification ⋅ OCA ⋅
HBC ⋅ RBFN ⋅ Malsburg learning ⋅ BPN ⋅ Programming based boosting ⋅
Holdout method ⋅ Precision ⋅ Recall ⋅ F-score

1 Introduction

Person authentication using different biometric traits is very fruitful and necessary
in many security systems. Single biometric systems have limitations, like unique-
ness, high spoofing rate, high error rate, non-universality, and noise. Multimodal
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biometric systems overcome some of these problems by strengthening the proof
picked up from a number of sources. Biometric features are collected from various
sources to identify a person. Different features can be inspected by a single system
or different systems and their conclusions can be merged together. Most of the
multimodal systems are based on fusion technique and use two biometric features
for identification.

A feature (minutiae) extraction and minutiae matching technique mentioned in
[1] comprises extraction of minutiae points from the sample fingerprint images and
makes fingerprint matching based on the number of minutiae pairings among two
fingerprints.

A technique for fingerprint identification by minutiae feature extraction use back
propagation [2], where the digital values of extracted minutiae are taken as input of
the neural network for training. The authentication part of the system identifies the
fingerprint depending on training performance of the network.

In a fingerprint recognition algorithm using ellipsoidal basis function neural
network (EBFNN) [3], fingerprint features are extracted by six-layer wavelet
transform (WT) decomposition on binary images. Then, the extracted features are
fed to the designed EBFNN to train and perform finger print recognition.

A principal component analysis (PCA) of symmetric subspace model of neural
network algorithm (SSA) for fingerprint recognition was presented in [4]. The
convergence of Symmetric subspace algorithm (SSA) is also analyzed.

An automatic handwriting identification using scanned images of handwriting
with feed forward neural network was presented in [5]. The feed forward neural
network architecture was: 400 neurons in input layer, 200 neurons in one hidden
layer, and 3 neurons in output layer (in this case for three hand writers).

A wavelet-based GGD method was used instead of traditional 2-D Gabor filters
for handwriting-based writer identification in [6]. In GGD method, first, decom-
posed the handwriting image via db4 wavelet transform at three levels, and then
applied GGD model on the wavelet decomposition sub-bands except the HH
sub-band at the finest scale.

A writer identification system was presented in [7], that uses Radial Basis
Function (RBF) in the Off-line mode. This method is text-independent and utilizes
text lines as basic entities, from which features are extracted. For every writer a
recognizer was trained and unknown input text line was presented to each recog-
nition system.

A multi-classification system based on simple bagging method was developed in
[8]. In this system fingerprint, iris and face were used individually in OCA-based
modified RBFN classifier. Finally, an integrator concludes the decision of person
identification based on simple voting logic.

In this paper, we propose a multi-classification system for person identification
where each classifier operates on different aspects of the input. There are three
individual classifiers for Right hand fingerprints, Left hand fingerprints, and
Handwriting identification and also a Super classifier which give the proper iden-
tification of person based on programming-based boosting logic considering the
result of three individual classifiers.
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In the present work, the adopted ANN models are the Radial Basis Function
Network (RBFN) with Optimal Clustering Algorithm (OCA) for training units and
Back Propagation (BP) learning for classification, the RBFN with Heuristic Based
Clustering (HBC) for training units and Back Propagation (BP) learning for clas-
sification and a combination of Malsburg Learning and Back Propagation network
for training the classification. Finally, super classifier draws the conclusion for
proper identification of the person based on programming-based boosting method.

2 Overview of the System and Approach

2.1 Preprocessing

All the fingerprint images of right and left hands, and handwriting images of
training and test datasets have to be preprocessed before learning as well as
recognition. The preprocessing steps are described below:

1. Conversion of RGB images to gray scale images.
2. Removal of noise from the images.
3. De blurring the images.
4. Background elimination.
5. Conversion of grayscale images into binary images.
6. Image Normalization/Image Compression.
7. Conversion of binary images into 1D matrix.

In the sixth step, all handwriting image patterns are normalized into 20 × 70
pixels and the fingerprint images of the left and right hands are compressed instead
of normalization. The fingerprint images are compressed by replacing block of
pixels with the mode value of the pixel intensities where mode is the intensity value
which has occurred more frequently in the block. At the final step, the 1D matrix file
sets of the right hand fingerprints, left hand fingerprints, and the handwriting images
are the inputs to the OCA, HBC, and the Malsburg Learning Network, respectively.

2.2 Theory of the Operation

This present multiple classification system comprises of three different classifiers
for right hand fingerprints, left hand fingerprints, and handwriting identification,
respectively. The first classifier is an OCA-based modified RBFN with BP learning
[9, 10]. Second classifier is a HBC-based modified RBFN with BP learning [11]
and third classifier is a combination of Malsburg learning and BP Network [12].
These three individual classifiers perform right and left hand fingerprints and
handwriting identification separately and the super classifier concludes the final
identification of the person based on programming-based boosting method.
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In the first classifier, OCA [13] is utilized to create clusters of the preprocessed
input right hand fingerprint (thumb, second, third, and fourth finger—as per stan-
dard dataset CASIA version 5) pattern set which are taken as input of the RBFN.
Here OCA creates clusters of different qualities of fingerprints of every person and
individual fingers (person-finger). The mean “µ” and standard deviation “σ” of each
cluster created by OCA with approximated normal distribution output function are
utilized in each basis unit of RBFN. Then BP Learning Algorithm classifies the
fingerprints of different fingers of a person into “person fingerprint”. Hence, the
OCA-based modified RBFN is used for right hand fingerprints identification.

In the second classifier, HBC [14] algorithm is utilized to create clusters of the
preprocessed input left hand fingerprints (thumb, second, third, and fourth finger—
as per standard dataset CASIA version 5) pattern set which are taken as input of the
RBFN. Here, HBC also creates clusters of different qualities of fingerprints of every
person and individual fingers (person-finger). Then, the RBFN with Back propa-
gation network classifier is utilized to classify the fingerprints of different fingers of
a person into “person fingerprint” like first classifier. Hence, the HBC-based
modified RBFN is used for left hand fingerprints identification.

In the third classifier, a pattern clustering network, i.e., a competitive network
(Malsburg Learning) [12, 15] is utilized to create clusters of the preprocessed input
handwriting data set. It creates clusters of different qualities of handwritings (name
and surname) of each person. Then the BP network classifier is used which clas-
sifies the “person name-person surname” into “person name”. Here, the number of
inputs equals to the number of handwriting images of the training database, the
number of nodes in the hidden layer sets to the number of clusters produced by
Malsburg learning network and the number of output sets to the number of classes.
Hence, a combination of Malsburg Learning and BP network classifier is used for
handwriting identification.

Radial Basis Function Network (RBFN)
The RBFN [7, 9, 10] comprised of three layers like an input layer for pattern

presentation, a hidden (clustering) layer consisting ‘basis units’ and an output
(classification) layer. The clustering outputs (mean µ, standard deviation σ, and
corresponding approximated normal distribution output functions) are utilized in
‘basis units’ of RBFN.

Thus, for the first and second classifier OCA and HBC are the first phase of
learning, respectively, and Back Propagation (BP) learning is the second phase of
learning (Refer to Fig. 1.). The output node is used to combine linearly the outputs
of the hidden neurons. So, the output of the hidden units,

y= e
− ðx− μÞ2

σ2 . ð1Þ

Programming-Based Boosting
In this system super classifier concludes the final identification of the person

based on programming-based boosting method considering the decisions of three
individual classifiers. In case of programming, the weight of the vote of each
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classifier is preassigned or ‘programmed’ beforehand. The weights of the different
links from the individual classifiers into the integrator are programmed. These
weights are the performances in terms of normalized accuracy of the individual
classifiers.

Identification Learning with Training Patterns
There are three training databases for three individual classifiers. Each database

consists of different image patterns, i.e., right and left hand fingerprints and
handwriting patterns of four different persons. In the right and left hand fingerprints,
individual training databases, for every person’s fingerprint, three different qualities
of finger prints like hard press, medium press, and soft press and for each person,
fingerprints of four different fingers (thumb, second, third, and fourth finger—as per
standard database CASIA version 5) are also included. The handwriting training
database contains six different qualities of handwritings (name and surname sepa-
rately) for each person. (Refer to Figs. 2, 3 and 4).

Fig. 1 Modified RBFN architecture

Fig. 2 Sets of few training and test right hand finger print images

A Super Classifier with Programming-Based Boosting … 335



After preprocessing, all the patterns are fed individually as input to the different
clustering algorithm or clustering networks of individual classifiers. When the
networks have learned all the different patterns of training databases for all different
people, the networks are ready for identification of learned image patterns, which
are termed as ‘known’ patterns. The patterns which were not learned during this
process of learning are termed as ‘unknown’ patterns.

Identification Testing with Test patterns
The test sets for testing to estimate the performance of individual classifiers with

Holdout method contain four different people’s (same as training data set) patterns
(right and left hand fingerprints and handwriting) of various qualities. These pat-
terns are totally different from training databases. (Refer to Figs. 2, 3 and 4).

The test set for testing to estimate the performance of super classifier contains
pattern sets for four different people (same as training data set), i.e., each pattern set
comprises of one right hand fingerprint, one left hand fingerprint and one hand-
writing images. The patterns of each pattern set are also of various qualities which
are also completely different from training set. (Refer to Fig. 5).

The test sets for individual three classifiers and for super classifier also contain
some unknown fingerprints of both right and left hands and handwriting patterns of
various qualities which are not included to train the classifiers.

Fig. 3 Sets of few training and test left hand finger print images

Fig. 4 Sets of few training and test handwriting images

Fig. 5 A sample of test set
(person 2) for super classifier
for person identification
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The test patterns from the test image sets are fed as input to three individual
preprocessors. The preprocessed patterns are fed as input to the previously trained
networks of three individual classifiers. After training, the networks of all the
classifiers give high output values for known patterns and low output value for
unknown patterns. To differentiate between known and unknown patterns a
threshold value has been set. The corresponding output value above threshold is
considered as corresponding known patterns. Finally super classifier concludes the
final identification of the person based on programming-based boosting method
considering the decisions of three individual classifiers. Here, the weight assigned
for each link is the normalized accuracy of that corresponding classifier. (Refer to
Fig. 6. and the algorithm mentioned below).

Algorithm for person identification using super classifier:
Input: Test folder containing known and unknown pattern sets. Each pattern set

consists of one right hand fingerprint, one left hand fingerprint, and one hand-
writing pattern.

Output: Identification of the given test pattern set.

1. Get the pattern set to test.
2. Preprocess each pattern (right hand fingerprint, left hand fingerprint, hand-

writing) individually with the preprocessor of individual three classifiers.
3. Feed these preprocessed patterns as inputs to the previously trained BP net-

works of individual classifiers for pattern recognition.
4. If the nth outputs (1 ≤ n ≤ 4) of the BP networks are approximately 1, then

conclude the respective pattern as n.
5. Get the results of three classifiers.
6. Input this result to super classifier.
7. Now, the weights of the links of three individual classifiers become, wt1, wt2,

wt3. Where wt1 = w1
w1 +w2 +w3

, wt2 = w2
w1 +w2 +w3

, and wt3 = w3
w1 +w2 +w3

, respectively.

Fig. 6 Block diagram of the proposed system for identification testing
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Here, w1, w2, and w3 are the respective accuracies of three individual
classifiers.

8. If all classifiers output as nth (1 ≤ n ≤ 4) pattern, then super classifier cal-
culate the maximum weight among the weights of three links and concludes that
pattern as nth pattern.

9. If any two classifiers output as nth (1 ≤ n ≤ 4) pattern (say, for pattern of
person 2, 1st and 3rd classifier give outputs as person 2) and one classifier
outputs as different (say, for pattern of person 2, 2nd classifier give output as
person 1), then super classifier first sums up the weights (say, wt = wt1 + wt3)
of the links of the classifiers which give same outputs, then compare this result
with the third one (say, wt2).Get the maximum weight,(say, mwt = max(wt,
wt2)) and concludes the identification of the pattern as per the output corre-
sponding to maximum weight.

10. If all three classifier outputs as different, then the super classifier calculates the
maximum weight among three links and concludes the identification of the
pattern as of that corresponding link otherwise as, “unidentifiable person”.

11. If any more testing is required, go to step 1.
12. Stop.

3 Result and Performance Analysis

We were unable to gather all the different biometric patterns from one standard
database. That is why it was assumed that, different biometric patterns of different
standard databases were of same particular people. The training and test datasets for
Right and Left hand Fingerprint samples were taken from CASIA Fingerprint
Image Database Version 5.0 (http://biometrics.idealtest.org/dbDetailForUser.do?
id=7) and Handwriting samples from IAM handwriting database (http://www.iam.
unibe.ch/fki/databases/iam-handwriting-database/download-the-iam-handwriting-
database).

3.1 Performance Evaluation Metrics of the Classifiers

Holdout method [12] is utilized to evaluate the performances of the classifiers
(Fig. 7).

Fig. 7 Confusion Matrix (2
class)
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From the above mentioned confusion matrix, if there are only two classes (say
X and Y ), then the accuracy, precision, recall, and F-score [12] are defined as
follows,

Accuracy=
a+ d

a+ b+ c+ d
×100, ð2Þ

Precision =
a

a+ b
, ð3Þ

Recall =
a

a+ c
, ð4Þ

F − score =
2 * recall * precision
recall + precision

. ð5Þ

For the performance evaluation of the classifier, by utilizing holdout method we
were capable to test patterns which were excluded in training pattern set. In eval-
uation of a classifier with accuracy metric, the overall performance of the classifier
is reflected irrespective of the individual performance evaluation for every class.
This is more suitable for evaluating the system performance through a specific
numeric value. Precision, recall, and F-score metrics were utilized to clarify the
performance of each class.

3.2 Experimental Results

The proposed system was made to learn on a computer with Intel Core 2 Duo
E8400, 3.00 GHz processor with 4 GB RAM and Windows 7 32-bit Operating
System. (Refer to Tables 1, 2 and Figs. 2, 3, 4, 5).

From Table 1, we find that the accuracies of three different classifiers for three
different biometric features (left hand fingerprints, right hand fingerprints, and

Table 1 Accuracy of the classifiers and Learning time (in seconds) of the biometric features

Type of the biometrics Accuracy
(%)

Training time
(No. of Training
samples for each
biometric
feature = 48)

Testing
time
(Single
test
sample)

Total
(Learning)
time

First classifier (Right Hand
Fingerprints)

81.67 13.198 0.0143 13.2123

Second classifier (Left Hand
Fingerprints)

95.00 19.051 0.0143 19.0653

Third classifier (Handwriting) 95.00 33.704 0.0043 33.7083
Super classifier 96.67 65.953 0.0333 65.9863
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handwriting) are 81.67, 95.00, and 95.00 %, and the accuracy of the super classifier
is 96.67 %. Thus, it is evident that the super classifier is efficient for person iden-
tification than considering single classifiers using single biometric features indi-
vidually. In Table 2, precision, recall, and F-score metrics explain the performance
of every class with holdout method. Also, in Table 1, the proposed system displays
overall low testing time (<1 s) for the standard test data sets. Hence, the proposed
approach displays improvement both in terms of accuracy and testing time as
compared to uni-modal systems mentioned in the Sect. 1.

4 Conclusion

In the present system, instead of using a single classifier with a single biometric
feature for person identification/authentication, an attempt has been made to employ
multiple classifiers acting on the different biometric features. The advantage is that
we need not rely on a single classifier acting on a particular biometric and instead,
the decision coming out of the different types of classifiers using different biometric
features are suitably integrated based on weighted voting logic. Thus, the different
conclusions from individual classifiers are fused together to find out the most
reliable conclusion. The performance evaluation in terms of accuracy, precision,
recall, F-score with Holdout method for individual three classifiers and also for
super classifier is moderately high for different biometric traits. Also, the training

Table 2 Performance measurement of the classifiers with holdout method

Performance
evaluation metrics
person wise

1st classifier
(Right Hand
Fingerprints)

2nd classifier
(Left Hand
Fingerprints)

3rd classifier
(Handwriting)

Super
classifier

Precision Person 1 1.00000 1.00000 1.00000 1.00000
Person 2 1.00000 1.00000 1.00000 1.00000
Person 3 1.00000 0.85714 0.92308 1.00000
Person 4 1.00000 1.00000 1.00000 1.00000
Unknown 0.52174 0.90909 0.84615 0.85714

Recall Person 1 0.66667 0.91667 0.83333 0.83333
Person 2 0.75000 1.00000 1.00000 1.00000
Person 3 0.75000 1.00000 1.00000 1.00000
Person 4 0.91667 1.00000 1.00000 1.00000
Unknown 1.00000 0.83333 0.91667 1.00000

F-score Person 1 0.80000 0.95652 0.90909 0.90909
Person 2 0.85714 1.00000 1.00000 1.00000
Person 3 0.85714 0.92308 0.96000 1.00000
Person 4 0.95652 1.00000 1.00000 1.00000
Unknown 0.68571 0.86957 0.88000 0.92308
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and testing time is moderately low for different biometrics. The present
multi-classifier based on different biometrics is capable and faster than other con-
ventional uni-modal identification systems.
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Improving Personalized
Recommendations Through Overlapping
Community Detection Using Multi-view
Ant Clustering and Association Rule
Mining

Thenmozhi and Ezhilarasi

Abstract Recommender system is a technique to generate meaningful personal-
ized recommendations, suggestions for particular customers. Due to the huge
amount of data on the users and their item preferences, the existing recommen-
dation approaches are time-consuming, and they face many performance issues
during data processing. Hence, clustering users into overlapping communities will
help with the data sparsity problem and enhance recommendation diversity.
Another important factor in recommendation system is dynamic, user interest in
which the user interest changes over time. Hence, this paper focuses on to develop a
multi-view clustering approach using ant clustering method for community detec-
tion. To improve the quality of the recommendation, the overlapping communities
are further classified based on temporal factors. Finally, for predicting user interest
from the communities’ adaptive association rule, mining has been applied.

Keywords Recommender system ⋅ Ant clustering method ⋅ Temporal overlapping
communities ⋅ Personalized recommendation ⋅ Adoptive association rules

1 Introduction

Recommendation system (RS) which involves in predicting the user interest has
been widely adapted in many applications. The biggest challenge in recommen-
dation system is to identify the actual interest of the user. In the recommendation
process, the collected information’s are filtered and sorted for a particular user to
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provide personalized recommendations. To ease the process of recommendation,
communities of users are formed and opinions are collected from the community,
which helps to identify the interest of the user [1]. A number of recommender
systems are used in various domains on the internet, and each one of them tries to
predict the user preference accurately. In addition, various researchers have pro-
posed techniques to improve the interest prediction in recommender systems.

However, the accurate interest predictions of an individual user is a difficult
process and insufficient to develop the best recommendation systems. Among
different algorithms that are used to build a recommender system, collaborative
filtering methods have been used in many commercial applications [2]. Although
collaborative filtering gained popularity, it also has difficulties in searching similar
users when facing large data set. Hence, it is necessary to develop model-based
methods for the recommendation. In the case of social media sites, the great
challenge in providing recommendation services is predicting the dynamic user
interest [3]. Static recommender will not capture the user’s interest that is constantly
changing over time. Users may belong to multiple interest communities, and their
interest is highly dynamic. Among various model-based methods, the most popular
method is matrix factorization which is capable of adopting a large data set.
However, a critical drawback in this method is that it cannot quickly retain the
model with newly issued ratings, and moreover, it is time-consuming and costly.
A few authors have adapted clustering based recommender system [4], but still it
suffers from low accuracy and coverage.

In this paper, we propose a recommendation method which generates commu-
nities of users by multi-view ant colony clustering approach in which the cluster is
based on the similar ratings and social trust relationship. Different set of commu-
nities is formed based on the overlapping community detection technique, and it is
further partitioned based on the time frame. To predict user interest, the association
rule is then generated for certain community. In Sect. 2, we discuss about the
literature survey of existing work and the problem which is present in the existing
system. In Sect. 3, the proposed system architecture and different steps involved
have been provided. In Sect. 4, evaluation of the proposed work has been provided.
The conclusion and the future work have been presented in Sect. 5.

2 Literature Review

2.1 Cluster-Based Community Detection

Clustering techniques are used for identifying groups of users who have similar
preferences. Here, they take the average of the user opinions in the cluster to make
personalized recommendations. Sarwar et al. proposed a scalable neighborhood
using clustering with bisecting k-means algorithm in real-time applications and
improved the quality of recommendations [5]. Pujol et al. emphasized enhancing
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algorithm to form community using spectral analysis and modularity optimization
in complex networks. [6]. Brian Lee and Yung Rowe use the social network graph
theory analysis to predict user interest for community detection. It creates more
noisy data and faces complexity in predicting user biggest interest [7]. Ding et al.
developed a method called community detection algorithm based on topology
potential, but it only focuses on the user similarity [8]. Fatemi et al. proposed
community-based social recommender system (CBSRS) method, but it failed to
focus on the overall quality of the communities formed [9]. An efficient form of
multi-view ant clustering algorithm with inspired from the behavior of real ants,
which works efficiently with more fuzzy, and complex data has been proposed in
this paper to handle the issues exists in community formation in RS.

2.2 Overlapping Community Detection

However, many real networks have more complex and fuzzy overlapping com-
munity structures, in which two communities have more similar nodes that lead to
data and time complexity. For overlapping community detection models, Sun et al.
have proposed a fuzzy-based relation operation clustering method to detect the
overlapping communities in complex networks [10]. Lancichinetti and Fortunato
proved that the modularity function did not fit the overlapping community context
very well, and it had a problem with resolution limit and degradation under over-
lapping communities [11]. Feng et al. proposed a temporal overlapping community
detection method that can handle the pervasively overlapping community problem
[12]. In this paper, we adopted the overlapping community detection method
proposed by Feng et al. to improve the efficiency and accuracy in overlapping
community formation.

2.3 Association Rule

In static RS, association rules have been successfully used to represent user interest.
For dynamic interest models, Sharma et al. proposed an optimized temporal
weighted association rule miner for generating rule for seasonal items, in which the
data items are partitioned according to the seasons. This method faces complexity
with the fuzzy data set [13]. Lee et al. adapted apriori algorithm in association rules
mining to detect similar user object data access [14].
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3 Multi-view Ant Cluster Method with Adoptive
Association Rule Mining

In this section, we proposed an approach called multi-view clustering approach
using ant clustering method for community detection. To improve the quality of
personalized recommendation to the users, rules are generated from the commu-
nities through adaptive association rule mining. In Fig. 1, the movies lens data set is
given as the input and the users are clustered based on two views. These two kinds
of clusters are integrated based on the more overlapping nodes between them. After
community formation, the members of the community are divided based on the
time they rated the movies. For each community, frequent item set mining is
calculated, and rules for each community are generated based on frequent item set.
Finally, the rules for each user are refined from the community to obtain the top—N
recommended items/movies for each user. The following sections provide the detail
description of each step.

Fig. 1 Multi-view ant cluster method with adaptive association rule mining
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3.1 Overlapping Community Generation

Community generation is the form of structuring the users into groups in social
networks which improves the system functionality. We propose a multi-view ant
colony-based clustering approach for community detection to improve the quality
of communities formed. It incorporates two views of data cluster: one is based on
user similar ratings and other is based on a trust score between users.

3.1.1 Multi-view Clustering

The multi-view clustering method is applied to form the user community from both
the user similarity of ratings and also with the trust between the other users [15].
The clustering algorithm based on the ant colony optimization method reduces the
execution time and improves the cluster effect and stability. First, the users are
clustered based on similar ratings. Second, the users are clustered based on the
trusted neighbors among the set of users. In Fig. 2, an example to predict the trust
score of a target user [2] is given. User A trusts the user c and d, it does not accept
the user t, and hence, the trust score for user t is 0.1, which is less than the given
threshold 0.5. The trust value is defined as:

tu, v =1 d̸u, v, ð1Þ

where tu, v ϵ (0,1) is the trustworthiness measure between user v and user u, and du, v
is the minimum distance between users v and u, where u and v are in social trust
relationship. There are two steps in calculating the trust value. The first step
involves in removing cycles in the trust network and transform into a directed
graph. Second step consists of a graph walk starting from the source node to the
neighbor nodes to computing the trust score of visited nodes.

Fig. 2 Trust example
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The ant cluster algorithm steps are described in Table 1. The following threshold
formulae are used to pick and drop the data items by the agent:

P*pickðiÞ = 1.0 if f *ðiÞ≤ 1.0 else 1 ̸f *ðiÞ2
n o

ð2Þ

P*dropðiÞ = 1.0 if f *ðiÞ≥ 1.0 else f *ðiÞ4
n o

ð3Þ

where f *(i)n is a Lumer and Faieta’s neighborhood function which is used for
picking and dropping the data items.

Finally, ant cluster algorithm gives the set of clustered communities.

3.1.2 Overlapping Community Detection and Combination

If two communities have too many overlapping nodes, then it should be merged
into a single community. Figure 3 describes the overlapping community detection,
where C1 is similarity based cluster and C2 is trust-based cluster. Dashed lines
indicate the similarity where solid lines represent user (u) trust.

Table 2 explains the overlapping community combination steps. The overlap-
ping communities are of different size; hence, it is necessary to find the overlapping
proposition measure. If the overlapping communities are of same size, then the
following formula is used to find the overlapping proposition measure:

δpq = β * cp ∩ cq
�� �� ̸ cp ∪ cq

�� ��+ 1− βð Þ * Ncp ∩ Ncq
�� �� ̸ Ncp ∪ Ncq

�� ��, ð4Þ

where Cp and Cq are the pth and qth overlapping communities, NCp and NCq are the
set of neighbor nodes that directly connect with the nodes in Cp and Cq. For
combining the overlapping communities, a combination threshold ρ1 ϵ [0, 1] is
predefined. If overlapping proposition measure is greater than the threshold, then
the two communities are combined. When the size of one community is much

Table 1 Ant clustering
algorithm

1. Scatter all data items randomly in a grid
2. Randomly select the k number of agents
3. Select one agent in a random manner
4. The agent will pick (2) a data item and moves it in a random
direction
5. The agent drop (3) the data item it holds in the current
position or in the immediate neighborhood position
6. After dropping the data item it searches the next data item to
pick up (2)
7. Continue step 5 until all data items are met once
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smaller than the other community, then the overlapping proportion measure is
calculated using the following formula:

δpq = cp ∩ cq
�� �� ̸min cp

�� �� ∪ cq
�� ��� �

. ð5Þ

For combining the overlapping communities, a combination threshold ρ2 ϵ [0, 1]
is predefined. If δpq > ρ2, then the two communities are combined. We first
determine a threshold ζ value for the community scale ratio to the smaller com-
munity size from the larger community size:

ζ= ρ2 + ρ2 * ρ1 − ρ1ð Þ ρ̸1. ð6Þ

Then, the community combination process is processed, as shown in Table 2.

Fig. 3 Overlapping
community detection

Table 2 Overlapping
community combination

Step 1: The ratio of the two community sizes is calculated as
rpq =maxðjcpj, jcqjÞ ̸maxðjcpj, jcqjÞ
Step 2: If rpq <, which means that there is no significant
difference in size between the two communities, calculate the
overlapping proportion measure using Eq. (4). Otherwise, go to
step 4
Step 3: If δpq > ρ1, the two communities should be combined;
otherwise, there is no combination operation executed. Go to
step 6
Step 4: If rpq > ζ which means that the size of one community
is much smaller than the other, Eq. (5) is used to calculate the
overlapping proportion measure
Step 5: If, δpq > ρ2, the two communities should be combined;
otherwise, there is no combination operation executed. Go to
step 6
Step 6: Output the community combination result
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3.1.3 Partition User Based on Time

Based on the characteristics of the community the user ratings are divided into time
frames with respect to the different time periods. Based on the time frame, the
recent interest of the user is predicted easily and accurate recommendation is
provided. The purpose of time frame partition within the community is to improve
the effectiveness and quality of the recommendation system. In Fig. 4 users u7, u3,
and u2 belong to the time frame 1, in which these users rated the items or movies on
the same time.

3.2 Adaptive Association Rule Mining

Conducting association rule mining on the each overlapping communities gives
more desired rules for recommending items to the users. The minimum support
value for each community should be adjusted based on the characteristics of a
community which gives more accurate rules for predicting the desired interest of the
user in a community.

3.2.1 Adaptive Frequent Item Set Mining

The frequent pattern growth (FP Growth) algorithm has been used to accelerate the
search process, and also it provides a parallelization scheme. The important factor
in mining the frequent item set is the minimum support value which decides the
overall performance of the algorithms in the search process. This algorithm works
as follows:

1. Find the support for each item in the data set.
2. Eliminate the items which are infrequent.
3. Based on the support value, the frequent items are sorted in decreasing order.

3.2.2 Association Rule Mining

We apply association rule mining methods based on the FP Growth model.
Association rules are generated based on the frequent patterns to identify the most
important relationships using the measures such as support and confidence. Asso-
ciation rules mining procedure in a certain community steps:

Fig. 4 Time frame for
communities
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Input: frequent item sets Fsetk and data set Dk for the cat community.

1. For each item set in the frequent item set that forms a rule A → B.
2. Count the number of items A appearances in the dataset and count the number

of {A, B} appearance on frequent item set.
3. The rule A → B is accepted only when it satisfies the confidence value else the

rule rejected.

3.3 Personalized Recommendation

The proposed recommendation model, the membership value of a user and the
adaptive associated rules in every community is considered to provide personalized
recommendations. The recommendation value for a user is detected based on a
ranking of all recommendations from the number of communities the user present.
The ratio of all the user’s link weights in this community to the total link weights of
the user in all his communities gives the membership value of a user in a certain
community. The membership of ith user in the kth community is calculated as
follows:

membik =∑ ckj j
i = 1 Uil ̸∑Cj∈ f1...cpg ∑

cjj j
i = 1 l, ð7Þ

where C1 to Cp are all communities that contain the ith user. Uil calculate the degree
of interest similarity between ith user and the lth user. Finally, the top-N recom-
mendation list of items is extracted from the communities the user exists and
recommended to the user.

4 Evaluation

In the proposed recommendation system, we use the movie lens which consists of
the percentage of movies in different categories rated by a user over 8 months. This
data set clearly shows that user interest is dynamic and change over time. The
proposed recommendation system is under development; hence, results providing a
comparative analysis are our immediate future work.

To evaluate the proposed recommendation strategy, we use three evaluation
metrics, such as precision, recall, and F-measure. Here, the data can be divided into
four parts, namely, the true positive (TP) which denotes what the user actually likes
and other items are considered as false positive (FP). The items that are actually
liked by the user but are not recommended to the user are considered as false
negative (FN), and other items are denoted as true negative (TN).
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The top N recommendation list contains three parts: TP, FP, and ignored rec-
ommendations (IR) and total recommendation Number (N).

N=TP+FP+ IR ð9Þ

Generally, precision and recall are diverging properties, in which increase in
recall usually results in a decrease in the value of precision. The mean value of
precision and recall is called as F1 Measure. As the proposed work is under
development, the evaluation of the system recommendation is our immediate future
work.

5 Conclusion and Future Work

In this paper, we proposed a new recommendation system with the multi view ant
cluster algorithm with temporal community detection and adaptive association rule
mining for the generation rules for recommendation. This approach is used to
capture the dynamic user interest for better recommendation to the user. The movie
lens data set is used for evaluating this approach. This recommendation system is
being developed for the evolution of the system with the existing methods. We can
extend this study in number of directions. To predict user interest, the other
parameters, such as their age, reviews, dislikes, etc., which also contain some
important information that can be considered for accurate predictions.
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Vehicle Vibration and Passengers Comfort

Syeda Darakhshan Jabeen

Abstract To accelerate the level of passengers comfort, the author presents in this
paper a heuristic approach to model the vehicle suspension parameters. The goal in
this work is to design suspension parameters, in such a way that the passengers
comfort is not decorated by forces induced by the road bump(s) or irregular rough
surface. Here, the half car linear passive suspension model with passengers has
been considered. Initially, model simulation over different roads is done. Later, by
varying the mass of the passengers within a given range the variation and range of
the vibration levels of the dynamical system have been analyzed. Then, the
vibration level of the system is minimized using genetic algorithm and the sus-
pension parameters are found out. This is done by keeping the masses of the
passengers constant. With those parameters, again the vibration analysis is done
with changing passenger’s masses in a suitable interval. The tabulated results and
graphical representations show that the suspension parameters found can serve as
an efficient value to enhance comfort.

Keywords Road bump ⋅ Suspension parameters ⋅ Vibration ⋅ Genetic
algorithm and optimization

1 Introduction

Ride comfort is influenced by disturbances, especially vibrations induced from the
tire-ground contact and are mainly effected by the spring stiffness and the damping
properties of the suspension [1]. Thus, designing a good suspension has now
become a prevailing philosophy in the automobile industries. To meet these
demands, many types of suspension systems ranging from passive, semi-active to
active suspensions have been proposed [2–7]. Suspension parameters are often
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found out by examining the behavior of the mathematical model under various
conditions. The solutions to these mathematical models can be found analytically or
numerically. To obtain the optimal values of suspension parameters, different types
of control/optimization algorithms are cited in the literature [4–14]. Those include
gradient-based Dynamic-Q algorithm, optimal control theory, fuzzy logic and
neural network control, sliding mode and adaptive control, H∞ control and
stochastic methods. Recently, genetic algorithm (GA) has attracted researchers due
to its robustness and its ability in solving various vibration control problems [2, 3,
15–18]. The advantage of the algorithm over other methods is that it does not
require gradient information but rather performs stochastic search to optimize the
function. Many researchers have expressed their interest in suspension design
problems giving priority to different comfort factors. Therefore, variance of the
dynamic load [15], bouncing transmissibility of sprung mass [18, 19], sprung mass
vertical and pitch accelerations [20], sprung mass vertical acceleration, angular
motion and vertical displacement of unsprung masses [17] resulting from the
vibrating vehicle were minimized to enhance comfort.

In this paper, we propose another alternative approach for designing passive
suspension parameters of the half car model with passengers. At first model sim-
ulation has been done over the roads using industrial data to analyze the levels of
vibration of the vehicle and passengers. The mass of the passenger is later incre-
mented each time to identify the variation and the range of vibration with the
change in passengers mass. The vibration of the system is then minimized by GA
keeping passengers mass fixed and simultaneously the values of the suspension
parameters are determined. The formulated optimization problem minimizes the
weighted sum of the bouncing transmissibility of the sprung mass and passengers
jerk. Furthermore, with the optimal suspension parameters, the variation and range
of vibration of the model are found by changing passenger’s mass. The envelope of
the vibration levels and the range within which the vibration measuring parameters
resides are then compared and illustrated for both NS and GA. The experimental
results and graphical representation conclude that the optimal suspension parame-
ters can serve as an efficient suspension design.

2 Dynamical Model of a Vehicle

Figure 1 shows a half car passenger model [18] with slight modification. Here, the
suspension, tire and passengers seat are assumed to have a linear springs in parallel
to viscous dampers.

The model consists of a sprung mass, two unsprung masses and two passengers.
The sprung mass motions have bounce and pitch with every unsprung mass having
its own bounce. The passengers are considered to have only vertical oscillations. In
the figure, the variables q2 and q3 resent the vertical displacement and angular
motion of the sprung mass; q1 and q4 the vertical displacements of the unsprung
masses; q5 and q6 the vertical displacements of the passengers. The other
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parameters in the figure remain the same as in Jabeen [18]. The equations of motion
governing the dynamical system are obtained by the Newton’s second law of
motions and are given below:

Equations of motion of the front and the rear unsprung masses are given by

mfuq1̈ðtÞ= kfsðq2ðtÞ+ l1q3ðtÞ− q1ðtÞÞ+ αf ðq2̇ðtÞ+ l1q3̇ðtÞ− q1̇ðtÞÞ− kftðq1ðtÞ− f1ðtÞÞ
mruq4̈ðtÞ= krsðq2ðtÞ− l2q3ðtÞ− q4ðtÞÞ+ αrðq2̇ðtÞ− l2q3̇ðtÞ− q4̇ðtÞÞ− krtðq4ðtÞ− f4ðtÞÞ

The vertical and angular motions of the sprung masses are

msq ̈2ðtÞ= − cp1 q ̇5ðtÞ− q ̇2ðtÞ− d1q̇3ðtÞð Þ+ kp1 q5ðtÞ− q2ðtÞ− d1q3ðtÞð Þ+ cp2 q̇6ðtÞ− q̇2ðtÞ+ d2q̇3ðtÞð Þ+ kp2 q6ðtÞ− q2ðtÞ+ d2q3ðtÞð Þ
− αf ðq̇2ðtÞ+ l1q̇3ðtÞ− q̇1ðtÞÞ− kfsðq2ðtÞ+ l1q3ðtÞ− q1ðtÞÞ− αrðq̇2ðtÞ− l2q̇3ðtÞ− q ̇4ðtÞÞ− krsðq2ðtÞ− l2q3ðtÞ− q4ðtÞÞ

Jq ̈3ðtÞ= cp1 q̇5ðtÞ− q̇2ðtÞ− d1q̇3ðtÞð Þ+ kp1 q5ðtÞ− q2ðtÞ− d1q3ðtÞð Þ� �
d1 − cp2 q̇6ðtÞ− q̇2ðtÞ+ d2q ̇3ðtÞð Þ+ kp2

�
d2 q6ðtÞ− q2ðtÞ+ d2q3ðtÞð Þg− αf ðq ̇2ðtÞ+ l1q̇3ðtÞ− q̇1ðtÞÞ+ kfsðq2ðtÞ+ l1q3ðtÞ− q1ðtÞÞ

� �
l1 +

αrðq ̇2ðtÞ− l2q̇3ðtÞ− q̇4ðtÞÞ+ krsðq2ðtÞ− l2q3ðtÞ− q4ðtÞÞf gl2

Equations of motion of the front and the rear passengers are given by

mp1q5̈ðtÞ= − cp1 q5̇ðtÞ− q2̇ðtÞ− d1q3̇ðtÞð Þ− kp1 q5ðtÞ− q2ðtÞ− d1q3ðtÞð Þ
mp2q6̈ðtÞ= − cp2 q6̇ðtÞ− q2̇ðtÞ+ d2q3̇ðtÞð Þ− kp2 q6ðtÞ− q2ðtÞ+ d2q3ðtÞð Þ

This is a system of linear second-order coupled simultaneous equations, where
single and double dots represent first- and second-order derivatives with respect to
time. Letting zi = qi̇ , i = 1 to 6, the above system of equations can be reduced to a
system of linear first-order simultaneous Eq. (1). These equations can be solved in
the time domain by any numerical methods. The above system of equations can
now be expressed as:

X ̇ðtÞ=AXðtÞ+BðtÞ ð1Þ

where,

Fig. 1 A half car model
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X ̇ðtÞ= z1̇ðtÞ, z2̇ðtÞ, ż3ðtÞ, z4̇ðtÞ, z5̇ðtÞ, ż6ðtÞ, q1̇ðtÞ, q2̇ðtÞ, q3̇ðtÞ, q4̇ðtÞ, q5̇ðtÞ, q6̇ðtÞ½ �T ,
XðtÞ= z1ðtÞ, z2ðtÞ, z3ðtÞ, z4ðtÞ, z5ðtÞ, z5ðtÞ, q1ðtÞ, q2ðtÞ, q3ðtÞ, q4ðtÞ, q5ðtÞ, q6ðtÞ½ �T ,

A=

− αf
mfu

αf
mfu

αf l1
mfu

0 0 0 − ðkfs + kftÞ
mfu

kfs
mfu

kfsl1
mfu

0 0 0
αf
ms

a22 a23 αr
ms

cp1
ms

cp2
ms

kfs
ms

a28 a29 krs
ms

kp1
ms

kp2
ms

αf l1
J a32 a33 − αr l2

J
cp1d1
J

− cp2d2
J

− kfsl1
J a38 a39 − krsl2

J
kp1d1
J

kp2d2
J

0 αr
mru

− αr l2
mru

− αr
mru

0 0 0 krs
mru

− krsl2
mru

− ðkrs + krtÞ
mru

0 0

0 cp1
mp1

cp1d1
mp1

0 − cp1
mp1

0 0 kp1
mp1

kp1d1
mp1

0 − kp1
mp1

0

0 cp2
mp2

− cp2d2
mp2

0 0 − cp2
mp2

0 kp2
mp2

− kp2d2
mp2

0 0 − kp2
mp2

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0

2
6666666666666666666664

3
7777777777777777777775

where

a22=
− ðcp1 + cp2 + αf + αrÞ

ms
, a23=

− ðcp1d1 − cp2d2 + αf l1 − αrl2Þ
ms

, a28=
− ðkp1 + kp2 + kfs + krsÞ

ms

a29=
− ðkp1d1 − kp2d2 + kfsl1 − krsl2Þ

ms
, a32=

− ðcp1d1 − cp2d2 + αf l1 − αrl2Þ
J

, a33=
− ðcp1d21 + cp2d22 + αf l21 + αrl22Þ

J
,

a38=
− ðkp1d1 + kp2d2 − kfsl1 − krsl2Þ

J
, a39=

− ðkp1d21 − kp2d22 − kfsl21 + krsl22Þ
J

and BðtÞ= kftf1ðtÞ 0 0 krtf2ðtÞ 0 0 0 0 0 0 0 0½ �T ,
Functions f1ðtÞ and f2ðtÞ are road excitations at time t at the front and rear tires,

respectively. For road excitation different types of road, one with bumps and other
with small ups and downs (random surface) have been considered. During car
motion, the front wheel will first come into contact with road with bump and the
rear wheel will face the same little later. The time will depend on the axel distance
L and the velocity (v) of the car. Thus, the function f2ðtÞ can be written as
f2ðtÞ= f1 t− L

v

� �
.

3 Description of Road

Vehicle vibration not only depends on the suspension design, but also on the nature
of vibration excitations. Human response to vibration is a function of several fac-
tors, such as vibration magnitude, frequency, character (rotational, linear) and
duration of vibration originating from road conditions. Therefore, to access vibra-
tion transmitted to the passengers we have considered different types of excitations,
i.e., deterministic and probabilistic/random excitations, where deterministic
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excitation is periodic in nature. For periodic excitations, triangular and square wave
functions have been used. Probabilistic excitations, which are in fact real road
excitations, are generated from Gaussian distribution function. The descriptions of
these external excitations are given below.

Case-1. Deterministic excitations

(a) Triangular wave bump

This bump is defined by the function f ðtÞ as follows:

f ðtÞ=
2c
T1
t, q− 1ð ÞT1 ≤ t≤ 2q− 1ð Þ

2 T1
2c
T1

T1 − tð Þ, 2q− 1ð Þ
2 T1 ≤ t≤ qT1 q=1

(

(b) Square wave

This bump is defined by the function f ðtÞ as follows:

f ðtÞ= c, q− 1ð ÞT1 ≤ t≤ 2q− 1ð Þ
2 T1

0, 2q− 1ð Þ
2 T1 ≤ t≤ qT1 q=1

(

Case-2. Probabilistic road
This type of road is artificially generated random numbers from Gaussian dis-

tribution function (Fig. 2).

4 Background of the Genetic Algorithm (GA)

A GA is an intelligent stochastic search algorithm that simulates the process of
evolution by taking a population of solutions. It always seeks for a good solution by
randomly generating a collection of potential solutions to the problem and then
manipulating those solutions. The stochastic search is, however, improved by the
application of genetic operators in each reproduction. Each solution in the
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Fig. 2 Random excitation
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population is evaluated according to some fitness measure. Fitter solutions in the
population are allowed to reproduce, crossover and mute creating stronger popu-
lation by replacing the unfit solutions in the populations. Fitter solutions are
selected so that the offspring inherit the good attributes from the parents so that the
average quality of the solution becomes better than that of the previous generation.
Elitist is then applied to preserve the best-found solution in each generation. The
cycle of evaluation—selection—reproduction is terminated when maximum gen-
eration is reached. Factors such as selection scheme and the choice of genetic
operators play a tremendous role on the performance of the GA. The details of these
operators have been discussed in Jabeen et al. 2006.

5 Optimization Problem

To enhance passengers comfort, we formulate a nonlinear constrained optimization
problem. In this problem, the objective function minimizes the weighted sum of the
maximum bounce of the sprung mass and the jerk of the passengers subject to some
technological constraints. This objective function is, therefore, expressed as:

minimize f ðxÞ,

where f ðxÞ= w1

ZT

0

maxðq2ðtÞÞj j
Amp

dt +w2

ZT

0

max ⃛q5ðtÞ+ ⃛q6ðtÞð Þj j
0
@

1
A

2
4

3
5dt ð4Þ

where Amp is the excited displacement amplitude imposed during car motion and
x= a≤ kfs ≤ b, c≤ krs ≤ d, e≤ αf ≤ f , g≤ αr ≤ h

� �
.

The constraints have been constructed as follows:

1. To prevent the damage of the vehicle, caused by the hitting of the unsprung
mass with the sprung mass, the limit on the suspension travel has been imposed.
This has been expressed as:

q2ðtÞ− q1ðtÞj j≤ fdef max and q2ðtÞ− q4ðtÞj j≤ rdefmax

2. To maintain the circular shape of the tire under car load and to keep the natural
frequency of the sprung mass less than the exciting frequency, it has been
assumed that the spring stiffness does not exceed the tire stiffness, i.e., kfs ≤ kft
and krs ≤ krt

4.
ffiffiffiffi
kfs
ms

q
≤

ffiffiffiffi
kft
ms

q
and

ffiffiffiffi
krs
ms

q
≤

ffiffiffiffi
krt
ms

q

As the natural frequency of the sprung mass controls the deflection of the car
body due to various input excitations such as road conditions, so when the natural
frequency of the sprung mass is comparatively lower than the external excitation
input, the bouncing transmissibility will be kept at a lower value.

362 S.D. Jabeen



6 Simulation Results and Analysis

Here, a comparative study on vibrations experienced by the dynamical system due
to road excitations described in Sect. 3 has been performed in two parts. Sensitivity
analysis has been carried out for passenger’s mass variations to investigate the
vibration behavior of both vehicle and the passenger. The output parameters which
include maximum bounce and jerk of sprung mass, and maximum bounce of front
and rear passengers are determined. Moreover, the graphs are plotted against the
change in mass ratio (mp1/mp2) of the passengers.

6.1 Numerical Simulation (NS) Application

First model simulation has been done using industrial parameters (see Table 1). For
this, the equations of motion (1) have been solved numerically in time domain with
velocity of the car at 50 km/h. Under deterministic excitation, we consider a road
with single bump of 0.5 m wide and of height 0.07 m whereas under probabilistic
excitation, we consider rough road surface of length 0.5 m and height not exceeding
0.07 m. To investigate the impact of different forms of excitations on the vehicle and
the passengers, model simulation has been carried out for 6.0 s by changing the mass
of the passengers between 20 and 90 kg. Further, the variations of the output
parameters due to the increase in mass ratio (mp1/mp2) of the two passengers,
keeping the front passenger mass (mp1) unchanged, are analyzed for both Case-1 and
Case-2 road conditions separately, and are shown in Figs. 3, 4 and 5.

From Fig. 3, it is interesting to observe that if the mass of the passengers is in
closed interval [20, 90 kg], the maximum bounce of sprung mass, front passenger
and rear passenger and jerk of sprung mass will be 0.2578, 0.2831, 0.6226 and
92.2932, respectively, for the Case-1 (a) road condition. Similarly, for Case-1
(b) road condition, from Fig. 4, it is found that the expected maximum bounce of
sprung mass, front passenger, rear passenger and jerk of the sprung mass will be
0.2572, 0.2834, 0.6211, and 105.2227, respectively.

Table 1 Comparison of output parameters under different road conditions

Not. Description Units Value
NS GA Case-1 (a) GA Case-1 (b) GA Case-2

kfs Front coil stiffness N/m 66824.20 8029.59 4132.66 4631.27

krs Rear coil stiffness N/m 18615.0 2899.57 4425.94 2091.99
αf Front damper

coefficient
Ns/m 1190.0 228.93 218.20.63 340.69

αr Rear damper
coefficient

Ns/m 1000.0 280.72 237.89 233.63
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Fig. 3 Effect of the change in mass ratio of the passengers for NS under Case-1 (a) road
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Fig. 4 Effect of the change in mass ratio of the passengers for NS under Case-1 (b) road
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It is interesting to observe from Fig. 5 that, if the mass of the passengers lies in
the range [20, 90 kg] then, for Case-2 road condition, the maximum sprung mass
bounce, front passenger bounce, rear passenger bounce and jerk of the sprung mass
will be 0.0931, 0.1676, 0.1225 and 82.1676, respectively.

6.2 Genetic Algorithm (GA) Application

Here, GA has been applied to find better values of suspension parameters that will
reduce the vibration levels to provide more comfortable ride to the passengers. The
optimal values of those parameters are found by solving the optimization problem
(4) with GA under technological constraints. The GA parameters that have been
considered are: population size: 120, maximum number of generation: 150,
crossover and mutation rates as decreasing function within the interval [0.8, 0.9]
and [0.15, 0.2], tournament selection of size four and elitism of size three. The
fitness of the individuals is computed after solving (1) by fourth order Runga Kutta
method. The search domain comprising the parameters kfs, krs, αf and αr is defined
in [0, 68000], [0, 19000], [0, 1200] and [0, 1200], respectively. Other conditions are
kept same as in NS. The front and rear deflections, fdefmax and rdefmax, are limited
to 0.064 m. The constrained optimization problem has been solved by converting it
into an unconstraint one by penalty method. With the optimal suspension
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Fig. 5 Effect of the change in mass ratio of the passengers for NS under Case-2 road
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parameters, the variations in vibration of the vehicle and the passengers are again
analyzed by changing the mass of the passengers within the range [20, 90 kg]. The
envelope of bounce of the sprung mass, passengers and jerk of the vehicle is then
plotted against increasing mass ratios of the passengers and demonstrated in
Figs. 6, 7, 8 and 9.

From Fig. 6, it is interesting to observe that in the Case-1 (a) road condition, if
the mass of the passengers is within the range [20, 90 kg], the maximum sprung
mass bounce, front passenger bounce, rear passenger bounce and jerk will be
0.1141, 0.0976, 0.2185 and 19.9567, respectively.

For Case-1 (b) road condition, from Fig. 7 it is found that the expected maxi-
mum bounce of sprung mass, front passenger, rear passenger and jerk of the vehicle
will be 0.1305, 0.1003, 0.2650 and 19.6371 if the passenger masses are in the range
[20, 90 kg].

It is interesting to observe from Fig. 8 that, if the mass of the passengers lies in
the range [20, 90 kg] then, for Case-2 road condition, the maximum sprung mass
bounce, front passenger bounce, rear passenger bounce and jerk of the sprung mass
will be 0.0322, 0.0410, 0.0488 and 19.8520, respectively.

The results obtained after analysis carried out in NS and GA application are
presented in Tables 2 and 3. Finally, with the optimal suspension parameters, the
range of vibrations of the vehicle and passengers is found by varying mass of the
passengers. This result is again compared with those of NS and is presented in
Table 4. Output parameters obtained for vibration analysis are further compared
graphically and presented in Figs. 9, 10 and 11 for Case-1 (a), Case-1 (b) and
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Fig. 6 Effect of the change in mass ratio of the passengers for GA parameters over Case-1
(a) road
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Fig. 7 Effect of the change in mass ratio of the passengers for GA parameters over Case-1
(b) road
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Case-2 road situations respectably. The comparison made shows that with the GA
parameters, the maximum sprung mass bounce, sprung mass jerk and passengers
bounce, respectively, are found to be far less than those obtained by applying NS.
The GA optimization technique can serve as efficient design method for vehicle
suspension system.

7 Conclusion

This paper portraits an application of real life problem. The goal in this work is to
design suspension parameters, in such a way that the passengers comfort is not
decorated by forces induced by the road bump(s) or irregular rough surface. The
study performed by considering varying mass of the passengers further focuses on
the limits and variation of comfort, basically bounce and jerk they experience due to
their change in mass under different road conditions. The tabulated results and
graphical representations show that the suspension parameters found by GA can
serve as an efficient value to enhance comfort.
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Table 3 Range of vibration of the output parameters with varying passengers’ mass

Case-1 (a) Case-1 (b) Case-2

Sprung mass NS [0.2341, 0.2578] [0.2336, 0.2572] [0.0840, 0.0931]
Bounce GA [0.1094, 0.1141] [0.1257, 0.1305] [0.0310, 0.0322]
Front passenger NS [0.1901, 0.2831] [0.1899, 0.2834] [0.1374, 0.1676]
Bounce GA [0.0844, 0.0976] [0.0897, 0.1003] [0.0379, 0.0410]
Rear passenger NS [0.4473, 0.6226] [0.4456, 0.6211] [0.1136, 0.1225]
Bounce GA [0.1943, 0.2185] [0.2419, 0.2650] [0.0309, 0.0488]
Sprung mass NS [92.2896, 92.2932] [105.2171, 105.2227] [82.1652, 82.1676]
Jerk GA [19.9558, 19.9567] [19.6359, 19.6371] [19.8514, 19.8520]
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Performance Evaluation of Various
Classifiers in Emotion Recognition Using
Discrete Wavelet Transform, Linear
Predictor Coefficients and Formant
Features

Allen Joseph and Rajeswari Sridhar

Abstract In this paper, a comparison is made on the classifiers K*, Neural network
and Random forest for identifying emotion, based on a combination of Discrete
Wavelet Transform (DWT), Linear Predictor Coefficients (LPC) and formant fea-
tures. The feature set has been arrived after carrying out a survey on the existing
works of emotion identification. The paper finally concludes with the apt choice of
the classifier for the chosen feature set to identify emotion.

Keywords Discrete wavelet transform ⋅ Emotion identification ⋅ Formant ⋅
Linear predictor coefficients

1 Introduction

Emotions in humans are different for different ages. From a child who does not
know what will happen if he/she touches the lighted candle to an adult who touches
a lighted candle, emotions are different [1]. The child may cry whereas an adult may
not. So, it is typical that speech or sound information may be used to distinguish
between different emotions present among different ages. In our case, a child opens
his/her mouth to cry but an adult may or may not open his mouth. This simple
notion can be exploited to distinguish different emotions which are based on
acoustic information. Depending on the opening or closing of the mouth, the
acoustic information associated with it can be classified as voiced and unvoiced
sound [2]. From the voiced and unvoiced signals of the sound, we can extract

A. Joseph (✉) ⋅ R. Sridhar
Department of Computer Science and Engineering, Anna University,
College of Engineering, Guindy, Chennai, India
e-mail: allenjoseph1985@gmail.com

R. Sridhar
e-mail: rajisridhar@gmail.com

© Springer Science+Business Media Singapore 2017
S.K. Sahana and S.K. Saha (eds.), Advances in Computational Intelligence,
Advances in Intelligent Systems and Computing 509,
DOI 10.1007/978-981-10-2525-9_35

373



certain features which are used to identify the emotion associated with the input
sound.

This paper presents an overview on the features that are available from a typical
speech signal and the features that could be used for emotion recognition. In this
work, we propose a combination of features which has been used for an alternate
speech processing purpose and use them for identifying emotion. The choice of
classifier is very important and we compare the performances of three classifiers,
namely K*, Neural network and Random forest.

Organization of this paper is as follows: Sect. 2 discusses on the state of the art
work in choice of features for emotion identification, Sect. 3 on the proposed
features combination and their implications, Sect. 4 on results and discussion and
finally Sect. 5 concludes the work with possible future work.

2 Related Works

Generally, speech features could be categorized as Continuous and Cepstral [3].
Pitch, energy and formant are classified as continuous and Mel Frequency Cepstral
Coefficients (MFCC) and LPC fall under Cepstral features.

Eszter et al. [4] manipulated the differences between speakers to identify emo-
tions and they applied it to natural speech for the languages Austrian and Hun-
garian. The main disadvantage is that acted speech differs in pausing and
accentuation. So, for our purpose also, we used natural speech. For feature
extraction, MFCC is a dominant method in automatic speech recognition and is also
used for speech emotion identification; the features obtained are reduced using
Principal Component Analysis (PCA) [5]. But MFCC method of feature extraction
has become common and they have adverse effects like lack of interpretation when
used as a standalone methodology, so fusion-based approach is recommended for
emotion identification. Siqing et al. [6] worked on features extracted from an
auditory-inspired long-term spectro-temporal representation and classify the emo-
tions using Support Vector Machines (SVM) and Radial Basis Function (RBF).
Chengxi et al. [7] work on Perceptual Linear Prediction (PLP) coefficients for
feature extraction and perform classification in the tangent space.

Survey shows that for feature extraction one can observe that mostly Linear
Predictor Cepstral Coefficients (LPCC), MFCC, formant, a combination of
LPCC + formants and MFCC + formants are used for feature extraction [8].
Normally, extensive research is carried out in fusion-based algorithms. Some of the
fusion-based algorithms are fusion of DWT and MFCC [9] where they do a
six-level wavelet decomposition in which much of the information is lost, so we go
in for single level wavelet decomposition where most of the information is pre-
served. Others include fusion of pitch and MFCC [10].

Mohammad et al. [11] also describe about fusion-based analysis in their work,
wherein they discuss about segmenting the input speech signal and classify the
extracted features and fuse to obtain the result. From the above-mentioned studies,
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it is recommended that we use segment-based analysis for feature extraction and
work on natural language. This work proposes a primitive approach for
segment-based analysis on natural speech. The feature, formants (formants 1, 2 and
3) are extracted using LPC and before that DWT is applied to the segmented signal.
Using these features and using K*, Random Forest and Neural Network as clas-
sifiers, emotion is identified from the input speech signal.

3 The Proposed System

At a given instance of time, the resonances of the vocal tract system are known as
formants and they have bandwidth and amplitude which are unique to each of the
sound units [8]. These features can be observed in the frequency domain.

First, the input speech signal is preprocessed and the DWT is applied to the
preprocessed signal. After the transformation, the formants are found by taking the
approximation coefficients of a single level DWT and applying LPC. The overall
block diagram is shown in Fig. 1 and the individual modules are discussed in the
following sub-sections.

3.1 Preprocessing

Generally, preprocessing involves removal of noise from the signal. Pre-emphasis is
used to remove the DC component from the signal. In the acquired speech signal, to
compensate for high-frequency component, a digital filter as expressed in Eq. 1 is
used.

s′ðnÞ= sðnÞ− a ̃sðn− 1Þ ð1Þ

HðzÞ=1− a ̃ * z− 1 ð2Þ

Fig. 1 Block diagram of the overall system
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where n is the number of samples, and ã is the pre-emphasis filter coefficient.
Equation 2 represents the z-transform of the filter. The degree of the pre-emphasis
filter is controlled by a positive parameter, which is normally between 0.9 and 1.0
and for windowing, Hamming window is used.

3.2 Wavelet Transform

A window which is fixed is used uniformly for a spread of frequencies in Fourier
Transform [12]. However, a wavelet transform uses a window function which is
long at low frequencies and short at high frequencies [13]. This enables the char-
acteristics of non-stationary nature of speech signals to be easily examined [9].
Wavelet Transform coefficients are localized in both time and frequency domains.
But this localization has a constraint according to Heisenberg’s uncertainty prin-
ciple, which states that no transform can have high resolution in both time and
frequency domains at the same time [14]. This useful locality property is exploited
here. Since, the wavelet basis functions are generated by scaling from a mother
wavelet; they are well localized in time and frequency domains.

This property of wavelet is suitable for processing of speech signal that requires
high temporal resolution to analyze high-frequency components (mostly unvoiced
sounds) and high-frequency resolution to analyze low-frequency components
(voiced sounds and formant frequencies) [15].

Wavelets are a family of functions constructed from translations and dilations of
a single function called the “mother wavelet” denoted by ψ(t). They are expressed
as:

ψ a, bðtÞ=
1p
aj jψ

t− b
a

� �
ð3Þ

where a is the scaling parameter, and it measures the degree of compression. b is the
translation parameter which determines the time location of the wavelet. If |a| < 1
then the wavelet is compressed version of the mother wavelet and corresponds
mainly to higher frequencies and if |a| > 1, then ψ a, b (t) has a larger time-width
than ψ (t) and corresponds to lower frequencies. Wavelet transform is applied to the
input preprocessed signal and then the formant features are extracted using LPC.

3.3 Linear Predictor Coefficients (LPC)

We use the linear predictor coefficients to extract the formants. LPC are the coef-
ficients of an auto-regressive model of a speech frame. The all-pole representation
of the vocal tract transfer function is represented as:
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HðzÞ= G
1− ∑p

i=1 aiz− i ð4Þ

where ap are the prediction coefficients and G is the gain
The LPC can be derived by minimizing the mean square error between the actual

samples of speech frame and the estimated samples by autocorrelation method. The
formants (formant 1, 2 and 3) are obtained passing the signal to get LPC coefficients
first and then the roots are calculated to determine the bandwidth of the formants.

4 Results

4.1 Dataset

The data that were used contained 609 samples of different emotions of male and
female speakers. The data were obtained as.wav files and were fed to Matlab for
processing. The database was English. A 3-D plot for different emotions with
formants being the axes is shown in Fig. 2.

Fig. 2 3-D plot for different emotions
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4.2 Experiment 1

The above-mentioned procedure in Sect. 3 is used for feature extraction and then
we classify the signal using K* which is an instance-based learner that uses entropy
as a distance measure for classifying the given dataset. The perception is that the
distance between instances can be defined as the complexity of transforming one
instance into another. Table 1 shows the results obtained using K* classifier for the
various parameters of True positive, False positive, etc.

In this table

TP is the True-Positive rate which is the proportion of examples which were
classified as class x, among all examples which truly have class x
FP is the False-Positive rate which is the proportion of examples which were
classified as class x, but belong to a different class,
Precision is the proportion of the examples which truly have class x among all
those which were classified as class x
F-measure is 2*Precision*Recall/(Precision + Recall)
MCC is Mathews Correlation Coefficient is given by,

TP × TN−FP × FNð Þ p̸ TP+FPð Þ TP+FNð Þ TN+FPð Þ TN+FNð Þ

where TP is the number of true positives, TN is the number of true nega-
tives, FP is the number of false positives and FN is the number of false negatives.

ROC—Receiver Operating Characteristics
PRC—Precision recall Curve [16].

4.3 Experiment 2

In experiment no. 2, Random Forest classifier is used for classification which works
on the principle of ensemble approach. Wherein, a group of “weak learners” can
come together to form a “strong learner”. Table 2 shows the results obtained using
Random Forest classifier

Table 1 Results of K* classifier with an average classification accuracy of 95.0739 %

TP
rate

FP
rate

Precision Recall F-measure MCC ROC
area

PRC
area

Class

0.962 0.021 0.927 0.962 0.944 0.929 0.998 0.993 Neutral

1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 Sadness

0.885 0.011 0.928 0.885 0.906 0.891 0.996 0.975 Disgust

0.847 0.027 0.856 0.847 0.851 0.823 0.991 0.954 Fear

1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 Happiness

1.000 0.000 1.000 1.000 1.000 1.000 1.000 0.999 Anger

Weighted avg. 0.951 0.011 0.951 0.951 0.951 0.940 0.998 0.988
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4.4 Experiment 3

Neural networks which use multilayer perceptron are used as a classifier in
experiment 3. The neural net is grouped into a series of layers, where the input
vector enters at the left side of the network, which is then projected to a “hidden
layer”. Each unit in the hidden layer is a weighted sum of the values in the first
layer. This layer then projects to an output layer, where the output is obtained.
Table 3 shows the results obtained using neural net classifier.

4.5 Analysis

Neural network normally performs better but, here, since we have “weak learners”,
K* and Random Forest perform better. The average classification accuracy for
neural net is 31.52 % because we have the weighted average of true-positive rate to
be only 0.315, whereas for Random forest and K* the classification accuracy is
92.93 % and 95.07 % with a weighted average of true-positive rate to be 0.929 and
0.951, respectively. The various performance measures for different classifiers are

Table 2 Results of Random Forest classifier with an average classification accuracy of
92.9392 %

TP
rate

FP
rate

Precision Recall F-measure MCC ROC
area

PRC
area

Class

0.970 0.036 0.883 0.970 0.924 0.904 0.992 0.969 Neutral

0.972 0.006 0.972 0.972 0.972 0.966 0.999 0.991 Sadness

0.885 0.021 0.875 0.885 0.880 0.860 0.993 0.951 Disgust

0.776 0.020 0.884 0.776 0.826 0.798 0.986 0.930 Fear

0.979 0.002 0.990 0.979 0.984 0.982 1.000 0.998 Happiness

0.978 0.002 0.989 0.978 0.983 0.980 0.999 0.995 Anger

Weighted avg. 0.929 0.016 0.930 0.929 0.929 0.915 0.995 0.972

Table 3 Results of neural net classifier with an average classification accuracy of 31.5271 %

TP
rate

FP
rate

Precision Recall F-measure MCC ROC
area

PRC
area

Class

0.833 0.560 0.292 0.833 0.432 0.232 0.731 0.478 Neutral

0.406 0.153 0.358 0.406 0.381 0.241 0.705 0.401 Sadness

0.000 0.000 0.000 0.000 0.000 0.000 0.607 0.196 Disgust

0.255 0.080 0.379 0.255 0.305 0.207 0.606 0.268 Fear

0.082 0.045 0.258 0.082 0.125 0.063 0.658 0.274 Happiness

0.067 0.017 0.400 0.067 0.115 0.114 0.631 0.202 Anger

Weighted avg. 0.315 0.171 0.286 0.315 0.246 0.152 0.663 0.318
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shown in Figs. 3, 4 and 5. Wherein, we have the graphs to be varying with respect
to the true-positive and false-positive rate.

When we make a comparative study on the three different classifiers based on
the observations, we find that the framework gives optimal results for neutral,
sadness, happiness and anger in the case of K* classifier with a TP rate ranging
0.962 to 1, the reason being better feature extraction. And, we have optimal results
in the case of Random Forest classifier with neutral, sadness, happiness and anger
having a TP rate ranging from 0.970 to 0.979. The result of Neural Network
classifier shows that the performance is not better because the maximum TP rate is
only 0.833 for neutral and much lower for all the other emotions.
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5 Conclusion and Future Work

The work done so far projects the use of different classifiers along with the use of
DWT, LPC and Formants which is used for feature extraction. Results show that
K* and Random forest classifiers perform better than Neural network classifier.
Future work can be carried out using different classifiers in combination or
designing new set of features.
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A Quantitative Error Map Generation
for Modification of Manual Socket
for Below-Knee Amputee

Arun Dayal Udai and Amarendra Nath Sinha

Abstract Traditional prosthetic socket manufactured through manual plaster-casting

method for lower limb prosthesis consists of geometrical errors since the shape of

the cast changes due to hand impressions, pressure involved while taking out the

negative cast and finally during hand sculpting of the positive cast. As the Plaster

of Paris (PoP) model is further utilized for manufacturing of prosthetic limb, the

error gets carried over to the prosthetic limb, which results in improper fit of the

artificial limb and ultimately wounding the amputees residual limb, particularly at

the stress-prone knee. In the present work, an error map generation using reverse

engineering (RE) technique has been proposed which assists in rectifying the man-

ually prepared PoP model. The correction technique is quantitative and requires less

hand-sculpting skills of the prosthetist. With this process, the accuracy increases to

the level of a product manufactured by CNC/RP method and at a comparatively much

cheaper rate.

Keywords Reverse engineering ⋅ Prosthetic socket ⋅ CAD

1 Introduction

The process of developing of artificial human limbs for below-knee (BK) amputees

has nearly come up to the level where it is easily being manufactured through manual

as well as advanced CAD/CAM techniques. The research work still has scope to

achieve desired accuracy in the custom-fit design as well as new innovation in data
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acquisition and process refinement for its production where it nearly matches the

CAD data. Such a design process is expected to improve the quality, shorten lead

time, reduce cost and improve data acquisition process. The overall process should

be simple so that technicians can be easily trained and widespread in the developing

countries. Several attempts have been made by researchers to implement some of the

stated qualities of a custom-fit artificial limb ranging from data acquisition process to

the manufacturing process. Some of the works improve the data acquisition process

while a few of them refine the post-processing methods of the cloud data to generate a

3D CAD model. Kurt et al. [4] discuss a stump measuring system and socket mold is

prepared using NC milling machine and CAD workstation. A 3D surface scanner for

lower limb prosthetics is discussed by [3] that uses four CID cameras and three white

light projectors. Walsh et al. [9] developed a complete system for manufacturing

prostheses using RE.

The conventional manual manufacturing of artificial limbs by first developing

negative and positive cast of residual limbs does not give accuracy which ultimately

results in pain and difficulty to amputees putting artificial limbs on his residual part

of live limb [2]. Both measurement and manual manufacturing results in inaccuracy

because of the irregular shape and size of the amputees residual limb. RE is utilized

by [5] for CAD model preparation of customized artificial joint, which used a Coor-

dinate Measuring Machine (CMM). An alternative means of 3D reconstruction is

attempted by [6] using computerized tomography (CT) scanning, image processing

and RE technique. A similar process is utilized by [1] using spiral X-ray CT scan-

ning and a different CAD package for surface development. In the present work a

process is developed which uses an RE technique to prepare a quantitative error map

which is utilized to modify the manually prepared Plaster of Paris (PoP) model of the

amputees residual limb. The modified PoP model is utilized to manufacture the fiber-

reinforced composite socket which is to be fitted to the manually prepared artificial

limb.

This ongoing multistage endeavor involves acquisition of cloud points through

non-contact white light 3D scanner, development of wire frame model and finally

the surface model of the residual part of the limb as well as the manually prepared

PoP cast. The processes of RE followed in steps are preparing the residual limb sur-

face, fixing registration marks, 3D scanning, cloud registration and alignment, data

filtering, segmentation, curve fitting to build wire frame geometry and building of the

surface model. These steps thoroughly applied with few innovative techniques and

modifications to the traditional techniques in use. Each subsequent transformation,

like cloud points to curve and curves to surface are analyzed and modified iteratively,

to obtain a final shape with least possible error. The surface model for both the PoP

cast and the live residual limb is aligned together and an error map is prepared. This

process supplements traditional method of manufacturing artificial limb with more

quantitative techniques for rectification of artificial limb.
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2 Methodology

The error map generation procedure involves (a) digitizing the surfaces of amputee

limb and the manually prepared positive plaster model; (b) generating 3D surface

model for both the digitized data set using RE method; (c) aligning the surface model

to a common axis and (d) generating a quantitative error data set (a color-coded three-

dimensional image) with reference to a geometrical position on plaster model. UGS

ImagewareⓇ 12.0 is used for the above all processes as it is widely available and eas-

ier for any less skilled prosthetists to learn. Since RE is more of an art work than an

engineering it depends very much on individual skill. The method discussed quan-

tifies the prosthetists job with a more scientific data and supplements the existing

methods for the modification of manual artificial sockets.

2.1 Digitizing Surfaces

The amputees residual limb consists of soft tissues, uneven surfaces and texture, that

makes it difficult to scan using most precise white light scanner. So, the surfaces were

sprayed with a non-toxic white color and scanned with a minimum possible number

of views in very short interval, within which, the limb remains virtually stable over

the fixture. The cloud points were obtained at constant room temperature of 25
◦
C, so

as to have an uniform optical properties of the air medium. Proper registration marks

were placed at appropriate locations (as shown in Fig. 1), which assist in alignment

of multiple view cloud sets and in referencing of error map over the plaster model

in later stages of the process. Each registration mark was made visible from at least

Fig. 1 Scanning process with registration marks
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Fig. 2 Completed scanned

cloud data of amputee’s

residual limb

two views of the scanner. This made it easier to identify any particular view cloud

data during alignment of all the cloud point to a single coordinate system.

The cloud points for the limb and the plaster model were followed with cordial

deviation and space sampling method for data reduction, smoothening and filtering

of any redundant points. Similar procedure was adapted for scanning of the manually

prepared plaster model. The completed cloud points as shown in Fig. 2, of the plaster

and live limb was processed using ImagewareⓇ package to form surface models of

each in standard RE steps of segmentation, curve fitting and surface generation.

Geometrical feature-based cloud segmentation method was adapted, which segre-

gates the tubular cloud data along the length of the limb and the dome-shaped clouds

near to the lower end of the limb. Any remaining shapes were classified as transition

shapes which were covered with edge-bounded surface patches.

2.2 Generating 3D Surface Model Using RE Technique

Along the tubular cloud data a curve aligned 30–40 transverse sections was made,

which was fitted with closed B-Spline curves as discussed in [8]. This is shown in

Fig. 3. Curves being the base for surface generation, more effort was made at the

curves level to rectify any possible chances of surface error. The start points of all

the curves were aligned and curve parameters were made to flow in same direction.

Any unnecessary control points were removed to a certain tolerance and the knots

are redistributed uniformly along the length of the curve. These set of curves were

Fig. 3 Set of closed

B-Spline curves fitted over

sectioned cloud points
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Fig. 4 Surface models of

live limb and plaster cast

(a) Surface model of

live limb

(b) Surface model of

plaster cast

utilized to generate a tubular loft surface. The dome-shaped caps at the end of the

lower limb was fitted with loft surfaces as shown in Fig. 4.

In Fig. 4, at each stage of cloud-to-curve and curve-to-surface generation, the

deviation from the original cloud was inspected, and the curves or surfaces were rec-

tified to diminish the error within permissible limits. Modifications were made by

moving the control points normal to the curves or surface. A first order and second

order of continuity was established between any joining surfaces as in [7]. Surface

models for the live limb and the plaster casting were generated with similar steps.

As the cloud points for plaster were more uniform, the surfaces generated were also

smoother.

2.3 Aligning the Surfaces to a Common Axis

Axis of the prepared CAD surface model of the live limb or the plaster was derived

from the best fit line through the centers of the circle fitted over the transverse slices,

along the length of the completed scanned cloud data. The axis may also be formed

with the centroid of the sectioned cloud data. But the former method was adopted

as it is simple and also has the desired accuracy. The axes along with the surfaces

for live limb and the plaster model was brought together to form a single axis. When

fixing one of the surfaces (live model in the current case), the other one was moved

linearly along the axis and rotated about the axis to obtain a best fit through and
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(a) Initial import (b) Axis alignment (c) Rotating for best fit

Fig. 5 Alignment of surfaces along the common axis

automated iterative process. Some of the intermediate steps are shown in Fig. 5. The

other degrees of freedom (DOF) for the moving cloud was constrained.

2.4 Generating Quantitative Error Map
and Its Implementation

Considering the live model as the standard reference, the deviation of plaster model

surface was inspected. A three-dimensional color plot was obtained which shows

the maximum and minimum deviations from the standard reference. The distance

between the surfaces was calculated, based on the surface normal to the reference

surface to the plaster model surface. The deviations corresponding to any location

was outlined for manual modification to the plaster cast. The location on the plaster

model corresponding to any location on its CAD counterpart was found with respect

to the registration points fixed while scanning. The deviations were marked on the

plaster and outlined for manual modification. In the automated process the plaster

model may be directly modified on CAD platform and manufactured using NC, CAM

or any rapid prototyping system.

In the current work, a manually modified plaster cast was taken for socket prepa-

ration using fiber-reinforced epoxy resin socket. The original plaster cast was lost

while taking off the socket. However, the record may be maintained on any CAD

database.

3 Results and Discussion

Surfaces for the CAD model were compared with the original cloud obtained after

scanning and 90 % of the surfaces were within ±3.0 mm of deviation which was

manually corrected up to ±0.5 mm accuracy. A slope variation between the sur-

faces joined below 5◦ was accepted. A maximum gap of 0.05 mm existed between



A Quantitative Error Map Generation for Modification . . . 389

(a) Error-map front view (b) Error-map top view

Fig. 6 Color-coded error map

(a) Artificial leg of first case (b)Artificial leg of second case

Fig. 7 Prepared artificial legs with the modified sockets

the surface joints. Volume measurements of the solid models were found to cor-

respond within 3–5 % of surface models and direct determinations was made using

Archimedean weighing (as in [1]), higher being the live limb error. Such a model can

be exported to any automated manufacturing machine like RP or a CNC machine.

The surface difference was within limits of −1.34 mm to +0.69 mm over the working

area of the sockets as shown in Fig. 6.
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Two below-knee amputee cases were fully rehabilitated with manually prepared

artificial limbs socket modified using the current technique. This is shown in Fig. 7.

Figure 7a shows the exoskeleton and Fig. 7b shows the endoskeleton type of artificial

limb structure.

The method not only supplements the existing manual plaster-casting technique

with a quantitative method for modification, but also eliminates skill dependency

or any art work of prosthetist, with minor additions to the infrastructure cost of the

CAD systems. The proposed method is expected to be useful for clinical evalua-

tion, recordkeeping, education/research and transferring manual modification skills

to CAD system. As the work has been carried out for below-knee amputee cases

only, the discussions are made with reference to BK amputee. This may be extended

for any above-knee amputee or hand amputation case also.

4 Conclusions

The paper presents a methodology to enhance the precision of a prosthetic socket

manufactured using hand-sculpting technique. The proposed method was demon-

strated using a below-knee amputee case. However, this may be extended for any

other amputee cases as well. The paper used a CAD-based reverse engineering tech-

nique to quantify the errors existing on a hand-sculpted PoP cast and generated an

error map that may be used to enhance the precision of the final socket manufactured

out of it.
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Quality of Services-Aware Routing
Protocol for Mobile Ad Hoc Networks
for Multimedia Communication

Hiren Kumar Deva Sarma

Abstract A routing protocol for mobile ad hoc networks with Quality of Service
consideration is proposed in this paper. The protocol ensures user-specified Quality
of Service level. The proposed protocol is intended for multimedia communication
(e.g., video) over mobile ad hoc networks. The protocol discovers multiple paths
between a pair of source and destination node by using existing routing protocols
like multi-path routing protocol based on Ad hoc On demand Distance Vector
(AODV) or Dynamic Source Routing (DSR). Then discovered paths are prioritized
as per the proposed protocol. The most suitable path for ensuring user-specified
Quality of Service level is selected for further data transmission. The analytical
results presented in the paper show the performance of the proposed protocol.

Keywords Mobile ad hoc networks ⋅ QoS-aware routing ⋅ Multimedia com-
munication ⋅ Multi-path routing

1 Introduction

Mobile ad hoc networking is one of the latest paradigms in the mobile wireless
communication world. Mobile ad hoc networks are formed by a set of mobile nodes
that are capable of communicating with each other through wireless medium like
radio. Mobile ad hoc networks are self-organized and self-starting in nature.
Wireless interconnections of communication devices happen without any central-
ized authority. Such networks either extend or operate along with the wired net-
working infrastructure and depending on applications these may evolve as
autonomous networks as well. Mobile ad hoc networks suffer from different con-
straints such as limited computing resources of the devices, limited communication
bandwidth in the network, and also limited battery power which is the source of
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energy of the communicating devices in the network. It also may not be feasible to
renew the battery of a device due to harsh environment. Therefore, energy effi-
ciency is one of the major objectives considered at the time of the protocol design
for such networks. Mobile ad hoc networks have potential to apply in different areas
like civil life, industries, agriculture, post disaster recovery operations and also
military and defense. Multimedia communication over mobile ad hoc networks is a
challenging task. There shall be many applications which may demand multimedia,
e.g., video transport over the network. Since there is no fixed infrastructure and the
topology is frequently changing due to node mobility, the links are continuously
established and broken. Multimedia (video) transport typically needs stringent
bandwidth and delay guarantee [1, 2]. But it is extremely hard in mobile ad hoc
networks to maintain some specific end-to-end route which is both stable and
bandwidth sufficient. In spite of all these constraints, it is essential to maintain
certain level of Quality of Service (QoS) while multimedia transport is under
consideration over a mobile ad hoc network. Quality of Service provisioning over
mobile ad hoc networks remains an open issue. Traditional Quality of Service
management techniques cannot be applied directly to mobile ad hoc networks due
to the several constraints such networks suffer from. It is also important to mention
that Quality of Service provisions in a network are not dependent only on one layer
like network layer, rather they depend on all the layers in the protocol stack.
Improved Quality of Service can be offered by a joint and coordinated effort of all
or multiple layers.

In this work, a novel routing protocol for mobile ad doc networks is developed.
The case of multimedia communication over mobile ad hoc networks is considered.
The proposed protocol is energy efficient and also Quality of Service aware. The
protocol tries to optimize the energy utilization in the network in the process of
ensuring user specified Quality of Service parameters while multimedia (e.g., video)
communication takes place. The mathematical model proposed here tries to optimize
the resource utilization in the network considering the constraints in a given situa-
tion. Some preliminary analytical results are also reported and analyzed. Future
scopes of the work are outlined. The rest of the paper is organized as follows: Sect. 2
highlights the background of this work followed by Sect. 3, in which related works
are outlined. The protocol is proposed in Sect. 4. Section 5 presents some analytical
results and associated discussions. Finally, the paper is concluded in Sect. 6.

2 Background

Mobile ad hoc networking is gradually becoming mature. However, challenges still
exist for supporting multimedia data transportation, for example, video communi-
cation over mobile ad hoc networks. Video communication is a kind of soft real
time application in which correctness with respect to the data transmission like task
execution does not only depend on the delivery of the data at the destination node,
but also on the time at which the data packets have been delivered. Timely delivery
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of data packets at the destination node is essential in order to meet certain level of
Quality of Service by an application like video communication. Overall Quality of
Service of an application is determined by several parameters like time-bound
delivery of the packets of a video stream at the destination, high throughput in terms
of successful packet delivery against total number of packets transmitted by the
sender node, etc. The topology of mobile ad hoc network is highly dynamic and the
links between nodes may break up abruptly. This may affect the video transmission
and may cause interruptions and jerkiness in the video signal in the receiver end.
The quality of the received video signals may get also affected by the high packet
loss during transmission through a multi-hop route. Again transmission bit error
rate is very high in mobile ad hoc networks due to channel fading and interference
from other transmissions. Multimedia communication demands high communica-
tion bandwidth and also cannot tolerate delay. In the event of video transmission
over mobile ad hoc networks, the stream of frames must flow through the network
in a steady manner. It is desirable to have a uniform level of jitter. The term jitter
signifies the delays between consecutive frames. Jitter should not vary too much
during a session of video transmission. Jitter above a threshold value in a particular
flow may result in a frame at being available at the receiver after the previous frame
has been played out. Thus this phenomenon may lead to impairments in video
quality [2]. Considering all the above observations and the resource constraints
mobile ad hoc networks suffer from, it is concluded that ensuring user specified
Quality of Service in mobile ad hoc networks is a highly challenging task.

3 Related Work

Video transport over wireless ad hoc networks has been studied in [3–5]. These
techniques exploit the presence of multiple paths between a pair of sender and
receiver in a mobile ad hoc network and try to distribute the video traffic through
these multiple paths. Dynamic Source Routing is an on demand source routing
protocol for mobile ad hoc networks [1]. It obtains multiple paths between a pair of
source and destination. Split Multi path Routing (SMR) is an extension to DSR. In
[3], a cros- layer QoS provisioning algorithm is proposed. This scheme also makes
use of the multi-path characteristics of DSR protocol in order to provide multiple
source-to-destination node-disjoint and also loop-free paths. In [4] an optimization
over on-demand routing protocol is proposed to facilitate video transmission over
mobile ad hoc networks. The protocol tries to reduce the routing overhead by
limiting the route discovery process confined to a reasonable region. Thus it min-
imizes the flow of control packets in the network and available bandwidth is saved
to some extent. It tries to improve the real time video transmission quality. The
proposed protocol constructs an overlay by using Multicast Overlay Spanning Tree
(MOST) protocol. The solution also creates multiple video description of a given
video stream by making use of Multiple Description Coding (MDC).
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4 Proposed Algorithm

The objective is to ensure Quality of Service specified by users optimizing the
energy utilization in the mobile ad hoc network. The Quality of Service parameters
are specified by users. The parameters are minimum bandwidth expected, minimum
life time of the network, maximum delay that can be tolerated, maximum jitter that
can be tolerated, and maximum packet loss percentage that can be accepted. The
protocol tries to ensure the user-specified Quality of Service level. Multiple paths
are discovered between a pair of source and destination nodes. Each path is char-
acterized by three different metrics namely Reliability matrix, Mobility matrix and
Energy matrix. Figure 1 shows various components of the protocol in sequence.

Reliability matrix gives an estimation regarding the probability of transmission
error of packets in a route. Mobility matrix gives an idea about the mobility of the
nodes in a route and the stability of the route. Energy matrix gives estimation in
regard to the available energy in a route. In order to meet the specified Quality of
Service level, the protocol finds the suitable routes based on characteristics speci-
fied by Reliability matrix, Mobility matrix and Energy matrix. Multiple paths
between a pair of source destination nodes which are discovered before are now
prioritized and used alternately such that the overall life of the network is extended.

(a) User-specified input regarding Quality of Service level: User of the system
specifies various Quality of Service parameters. These parameters are mini-
mum bandwidth expected (Wmin), minimum lifetime of the network (Tmin),
maximum delay that can be tolerated (delaymax), maximum jitter that can be
tolerated (jittermax), and maximum packet loss percentage that can be tolerated
(Plossmax). Minimum lifetime of the network indicates the minimum time
users want the system to run. Again this minimum lifetime, Tmin, is dependent
on a threshold number of nodes (Nthreshold) that have to remain alive at least till
the end of Tmin, for successful operation of the network. Depending on the

Step 1: User specified input regarding Quality
of Servicelevel
Step 2: Discover multiple paths in between a
source-destination pair

Step 3: Compute Reliability matrix for each
route
Step 4: Compute Mobility matrix for each
route
Step 5: Compute Energy matrix for each route
Step 6: Prioritize the Quality of Service satisfying
routesfor use

Fig. 1 Components of the proposed QoS-aware routing protocol for multimedia communication
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user specified Tmin, the value of Nthreshold can be determined. For a given setup
of mobile ad hoc network, this mapping Tmin → Nthreshold, can be determined
by simulation. Thus the routing protocol must be energy efficient and life time
of the network (in terms of number of active nodes) must be prolonged.
Therefore, user-specified QoS requirement may be expressed as:

RequirementQoS = Wmin, Tmin, delaymax, jittermax, Plossmaxf g ð1Þ

The above-mentioned QoS parameters are related to some other parameters of
the network setup, e.g., reliability of the routes discovered by the routing
protocol, mobility of the nodes in the network, and also energy availability in
the nodes of the network. Reliability of a route is influenced by the percentage
of packet loss in that route and also it is an indication of stability of the route in
terms of links’ availability. Therefore, Reliability matrix, Mobility matrix and
Energy matrix with respect to a network setup are computed. The procedures
for computing Reliability matrix, Mobility matrix and Energy matrix are
discussed in detail in the following part of this paper.

(b) Discover multiple paths in between a source–destination pair: There are
several routing protocols in literature that can discover multiple paths in a
mobile ad hoc network setup [2]. Such protocols are generally extensions of
well-established routing protocol like AODV [2] or DSR [2]. In this proposed
protocol, multiple paths between a specific source–destination pair are
assumed to be discovered by some existing energy efficient multi-path routing
protocol. Then processing is done on the discovered path set in order to find
out QoS aware path to ensure Quality of Service specified by users.

(c) Computing reliability matrix: A Reliability matrix for each of the routes
discovered is computed. Each route is consisting of multiple links connecting
different nodes. Each link connects two nodes. First a reliability parameter for
each link is computed. Various parameters considered for computing relia-
bility of a link connecting node i and j are:

the probability that a link is bad → p(x),
link failure probability → (plink)i,j,
node failure probability of node i → (pnode)i,
node failure probability of node j → (pnode)j.

The reliability parameter (Preliability) of each link is computed in terms of
cumulative probability considering the above-mentioned four probabilities.
This cumulative probability tells the probability that at least one of the four
events happens (i.e., node failure i, node failure j, link failure i → j, bad link
i → j). Thus the cumulative probability regarding reliability of a route is
computed as mentioned below:
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Preliability
� �

i→ j =1− 1− pðxÞð Þ 1− plinkð Þi, j
� �

1− pnodeð Þi
� �

1− pnodeð Þj
� �

ð2Þ

Then another parameter, SINR of each link in the route, (e.g., SINRi→ j, etc.) is
considered and following matrix is formed (as shown in Table 1).
The above matrix gives the reliability parameter and SINR of various links in
route R. Now in order to select a particular route with QoS assurance, the
reliability matrix is studied and only those links and therefore, only those
routes are selected which possess the reliability value above a threshold value.
For example, the link i → j, will be selected only if the values of the pair
((Preliability)i→ j, SINRi→ j) are above a threshold value. This threshold value
may be determined by simulation and it also depends on the application and
QoS requirement level.

(d) Computing mobility matrix: Mobility of nodes has significant impact on the
Quality of Service. Relatively less mobile nodes are preferred in a route. Such
a work to select relatively less mobile nodes for a route is available in [5]. This
model uses received signal strength as the basis for computing relative
mobility matrix. Again in [6], this relative mobility model is used for finding
relatively less mobile nodes and classifying the nodes as motionless, low
mobility, high mobility, and very high mobility. We use this part of the work
reported in [6] as the mobility matrix.

(e) Computing energy matrix: The available energy in a route should be suffi-
cient in order to have smooth routing of packets through that route. If sufficient
energy is not available in the intermediate nodes of a route, then these nodes
may become down even at the middle of a particular transmission session.
Such instability is not desired and therefore, before identifying a route the
residual energy levels of the intermediate nodes are analyzed.
Table 2 describes different routes available between a pair of nodes. For
example, there are three routes available between N1 and N2 as per Table 2
and those are Ri, Rj and Rk. Various entries in the table shows the residual
energy level of different routes between a selected pair of nodes as source and
destination, respectively.
For each route Ri, between a pair of nodes (Nx, Ny), where 1 ≤ i≤ n and n is
the maximum number of unique routes between (Nx, Ny) → Ri(Ex,y) is the
residual energy of the route Ri between the nodes Nx and Ny. Here, Ri(Ex,y) is

Table 1 Reliability matrix for various links (e.g., i → j, etc.) in a Route R

i j – k

(–, –) ((Preliability)i→ j, SINRi→ j) ((Preliability)i→ k, SINRi→ k)
((Preliability)j→ i, SINRj→ i) (–, –) ((Preliability)j→ k, SINRj→ k)

(–, –)
((Preliability)k→ i, SINRk→ i) ((Preliability)k→ j, SINRk→ j) (–, –)
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the total residual energy of all the intermediate nodes of the route Ri between
Nx and Ny.
Now issue is which route to select if multiple routes are available between a
pair of source and destination. Following computation is done.
Consider that the total energy required to transmit a bit from source to des-
tination through route Ri is equal to (Ei)req. Also consider that the total energy
available (residual) in the route Ri = (Ei)res = Ri(Ex,y). Then compute,

E= ðEiÞreq ð̸EiÞres ð3Þ

Now, the route with minimum value of E is selected as the appropriate route
for data transmission.

(f) Prioritize the Quality of Service satisfying routes for use: After all the
previous steps suitable routes satisfying QoS requirements are identified. Then
the routes are prioritized depending on the user requirements, kinds of user
application undertaken and the quality levels of the available routes. This
prioritization is postponed till the implementation phase. The prioritization can
be done based on the situation and the final selection of the most useful route
for a particular situation it is left for the implementer. How to do it, is simple
process. For example, different available routes satisfying QoS requirements
as mentioned in earlier steps are enlisted. Then considering steps (a), (c),
(d) and (e), a normalization process (by using a suitable normalization func-
tion) can be carried out since the parameters considered in these steps are of
heterogeneous nature. And finally most appropriate route can be selected.

5 Results and Discussion

The performance of the proposed protocol is discussed through some analytical
results as given in this section.

The proposed protocol is simulated in MATLAB using the analytical model
described in this paper. The results obtained here depict the performance of the
protocol under different circumstances.

Table 2 Energy matrix showing residual energy level of different routes

N1 N2 – – Nn

N1 0 Ri(E1,2), Rj(E1,2), Rk(E1,2) – – Ri(E1,n)
N2 Ri(E2,1) 0 – – Ri(E2,n)
– – – – – –

– – – – – –

Nn Ri(En,1) Ri(En,2) – – 0
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A mobile ad hoc network of 20 nodes is considered. Each node moves with
different velocity level. The throughput in terms of number of packets delivered
against the number of packets transmitted is computed after considering different
error probabilities like link error probability, node error probability and bad link
probability. The throughput indicates the ration between the numbers of packets
delivered at the destination to the actual number of packets sent by the sender. This
throughput also indicates the number of packets delivered by meeting user-specified
QoS level.

Figure 2 shows the throughput analysis of the proposed protocol under different
error condition. It is observed that with increase in the error probability, there is
degradation in the throughput level. This increased error probability indicates
higher probability of link failure, node failure, and bad link.

The throughput level degrades along with increase in the mobility level. This
fact is demonstrated in Fig. 3. Five mobility levels are shown and these are mobility
level 1, 2, 3, 4, and 5. Mobility level 1 indicates nodes move with a velocity in the
range of (1–2) m/s. Similarly, mobility level 2 indicates a velocity in the range of
(3–4) m/s, mobility level 3 indicates a velocity level in the range of (5–6) m/s,
mobility level 4 indicates a velocity level in the range of (7–8) m/s and mobility
level 5 indicates a velocity level in the range of (9–10) m/s.

Figure 4 shows average length of the path finally chosen between a pair of
source and destination nodes. Number of intermediate hops is the measure of the
length of the path. In this situation, the mobile nodes move with different velocities
such as 1, 2, 3, 4, and 5 m/s. Moreover, the number of nodes considered is 20. It is
observed that the average path length increases along with the increased mobility
level; although the average length of the path at the speeds of 2 m/s and 4 m/s is
same. This is mainly due to the random breakage of the links because of the high
mobility of the nodes.

Fig. 2 Throughput level
under different error
conditions
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Figure 5 shows the average path length between a pair of sender and receiver in
different networks of sizes 10, 20, 30, 40 and 50 nodes. The average length of the
path either increases or remains the same along with the increased size of the
network. This is so, because with higher number of nodes more links are available
between a pair of sender–receiver.

Fig. 3 Throughput level
under different mobility
conditions
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6 Future Scope and Conclusion

In future, test bed implementations can be planned for observing the performance of
the protocol. The proposed protocol tries to ensure the user-specified Quality of
Service level in a mobile ad hoc network. This kind of protocol is more suitable
when multimedia transmission, e.g., video communication, over mobile ad hoc
network is considered. Multiple paths are found out between a pair of source and
destination by using the well-known multi-path routing protocols based on AODV
or DSR. Then discovered multiple paths are prioritized as per proposed protocol.
Then most suitable path that can ensure user specified Quality of Service level is
selected for further data communication. The analytical results demonstrate the
performance of the proposed protocol in terms of throughput.

Acknowledgments This work is carried out as a part of the research grant issued by All India
Council for Technical Education (AICTE), Government of India, with file
number-8023/BOR/RID/RPS-216/2007-08. The authors acknowledge the support of AICTE,
Government of India.

References

1. Siva Ram Murthym, C., Manoj, B.S.: Ad hoc Wireless Networks: Architectures and Protocols,
2nd edn. Pearson Education (2004). ISBN: 81-297-0945-7

2. Leon Garcia, Widjaja: Communication Networks. Tata McGraw Hill edition (2000). ISBN:
0-07-040235-3

3. Adam, G., Bouras, C., Gkamas, A., Kapoulas, V., Kioumourtzis, G., Tavoularis, N.:
Cross-layer mechanism for efficient video transmission over mobile ad hoc networks. In: Third
International Workshop on Cross Layer Design, 2011 (IWCLD 2011)

4. He, Y., Onyang, Y., Li, C., Xiong, Z.: Routing optimized video transmission over mobile ad
hoc networks. In: Proceedings of Workshop on Power Electronics and Intelligent Transporta-
tion System, 2008, (PEITS’08), 2–3 Aug 2008, pp. 18–22. ISBN: 978-0-7695-3342-1

5. Basu, P., Khan, N., Little, T.D.C.: A mobility based metric for clustering in mobile ad hoc
networks. In: Proceedings of 21st International Conference on Distributed Computing Systems
Workshop (ICDCSW’01), pp. 413–418 (2001)

6. Carrascal Frias, V., Diaz Delgado, G., AguilerIgartua, M., Alins Delgado, J., Mata Diaz, J.:
QoS provision for video-streaming applications over ad hoc networks. In: Proceedings of
IEEE EUROCON 2005, held at Serbia & Motenegro, Belgrade, 22–24 Nov 2005, pp. 640–643

402 H.K.D. Sarma



Collectively Find Spatial Objects
in Time-Dependent Spatial Network

Abdul Wahid and Md. Tanwir Uddin Haider

Abstract With the rapid revolution of GPS-equipped devices, discovery of spatial
objects with user’s requirement in a city that takes minimum travelling time is a
very big challenge. To retrieve spatial objects, we use some spatial queries that have
both textual description and location of objects. All existing queries in spatial
network focus on finding single objects rather than group of objects, and also
assume that each edge of spatial network has constant weight. But in real-world
scenario weight of each edge varies and depends on various factor for, e.g., con-
gestion, road blocking, etc. In this paper, we propose a query that collectively finds
a group of spatial objects in such a way that group’s keyword matches with query’s
keyword and sum of their traveling time is minimum using objects near to the query
location and also has lowest inter-object distance with considering the lowest
congestion in their path. The aim of this query is to help users in application like
emergency services, trip planning, etc.

Keywords Spatial database ⋅ Spatial query ⋅ Spatial objects ⋅ Time-dependent
spatial network

1 Introduction

The spatial database management system is a database management system that
handles spatial data as well as non-spatial data. In many fields, there is need of
spatial data. Spatial data mean data related to space and space may be any point of
interest like tourist point, hospital, restaurant, mall, etc. To store spatial data in
computer system, we use points, line, segments and region. In spatial database,
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there are various types of spatial query that handle spatial data. Spatial database is
widely used in GIS (Geographic Information System), CAD (Computer-aided
design), MMIS (multimedia information system and many more fields).

Rapid revolution of GPS-equipped devices (like smart phones) and online map
based services (like Google Maps, Bing Maps etc.) allow users to find location
based services, points of interests (for e.g. Hospitals, hotels, shopping malls etc.)
and their directions with their travelling time. There are various algorithms (e.g.,
[1–3]) that compute these types of query.

But most of these algorithms assume that each edge of road network has constant
weight (traveling time), while in real-world scenario, weight (i.e., traveling time) of
each path of a road network depends on various factor for, e.g., congestion on that
edge, road blocking, etc., and it is a function of the time of the day. It means that
travel time depends on the time at which the query is issued.

In Fig. 1, graph shows the actual travel time (in min) of an edge of a road
network between 6:00 A.M. to 6:00 P.M. From Fig. 1, we observe that travel time
significantly changes in very short duration of time. In Fig. 1 from 9:00 A.M. to
10:00 A.M. travel time changes from 22 to 30 min and from 10:00 A.M. to 12:00 P.
M. travel time changes from 30 to 16 min approximately. Hence, our query returns
different result at different time and it mainly depends on the time at which the
query is issued.

Figures 2 and 3 show a road network where an ambulance issues a query at 6:00
A.M. and 10:00 A.M., respectively, on same path of road network on the same day.
And it shows that travel time on the path of a same road network is different and in
both cases query would return different outputs.

After observing user needs, we present here a query that collectively meets the
user requirement. For example, a person may have multiple particular point of
interests like—a hospital (where a number of beds available are more than 100, and
specialist in orthopedics), restaurant (where special menu available), and accom-
modation (with some condition according to user’s requirement) that may be met by
several spatial objects.

Fig. 1 Actual travel time of a segment of road network
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To solve this type of user’s need, we have a spatial database that stores spatial as
well as non-spatial data and then considers how to retrieve group of spatial objects
that collectively meet the user’s requirement as location and set of keywords [4] in
such a way that (i) groups’ keyword matches with query’s keyword, (ii) the distance
of spatial objects should be minimum from query point and also have less

Fig. 2 Query at 6:00 A.M.

Fig. 3 Query at 10:00 A.M.
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congestion in their path that minimizes the traveling time and (iii) inter-objects
distance should be minimum (i.e., spatial objects or point of interest close to each
other) also with less congestion in their specified path.

Consider a set of objects O, and a query q = (q.l, q.k), where ‘q.l’ is a location
and ‘q.k’ represents a group of keywords. Now our aim is to find a group of spatial
objects o (o is subset of O) that match with query’s keyword, such that the sum of
their traveling time should be minimum. To solve this problem, first we solve the
problem of finding single spatial object (like mall or hospital or any point of
interest), whose distance from query point ‘q’ is minimum and has less congestion
in their path. After selecting one region of interest, then we move to find second
region of interest whose distance should be minimum from both query point ‘q’ and
first point of interest also with less congestion in their path (1st path from query
point to 2nd region of interest and 2nd path from first region of interest to 2nd
region of interest) and repeat this process to find next spatial objects.

The rest of the paper is as follows. Section 2 presents related work. Section 3
describes problem definition. Section 4 describes processing of type 1 spatial query.
Section 5 describes processing of type 2 spatial query. Section 6 shows analytical
results of type 1 and type 2 spatial query. Section 7 presents conclusion and future
work.

2 Related Work

In spatial query processing, spatial database uses an indexing to prune the search
space. To achieve high efficiency during query processing, various index structures
like R-tree [5], kd-tree [6] and quad-tree [7] have been developed. In the nearest
neighbor query, its aims to find objects near to the query point. Nearest neighbor
(NN) query may process in Euclidean space [8], in spatial network [9], and in
higher dimensional spaces (e.g., [10, 11]).

We have studied various types of NN search query like Aggregate k-NN
monitoring [12], Trip planning queries [13], and Continuous NN queries [8, 10, 14,
15]. Where CNN query continuously reports the k-NN while user moving along the
path. Mouratidis et al. [16] investigate a Continuous Nearest Neighbor
(CNN) problem in the road network where both query point and data’s objects
change their location. In [17], Cong presents retrieval of top k most relevant spatial
object that matches with query.

The mCK query [18, 19] retrieves group of spatial objects where mCK query
takes m keywords and returns m object that matches with query keywords. Here, it
is assumed that each spatial object corresponds to a unique keyword of query. But
in this paper, we take a query that retrieves a group of spatial objects that have both
location and set of keywords which are different from mCK query.
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3 Problem Definition

In this paper, we assume that ‘S’ be a set of keywords. This keyword takes user
input and depends on type of the applications or user’s requirement. It may be
number of beds available in hospital, department of hospital should be orthopedics,
or menu in the restaurant, etc. Let ‘D’ be a database that contains ‘N’ spatial objects
and each object ‘O’ which belongs to database ‘D’ contain location ‘O.l’ and group
of keywords ‘O.k’. Where ‘O.k’ is the subset of ‘S’.

Consider a spatial query q = <q.l, q.k>, where ‘q.l’ represents location and ‘q.k’
represents group of keywords. This spatial query finds a group of objects ‘X’
(where ‘X’ is the subset of ‘D’) in such a manner that to cover all the spatial objects
or point of interest in minimum time, i.e., ‘f(X)’ should be minimum.

We present the total traveling time function as follows:

f(X) = β ⋅ d1 q, Xð Þ v̸1 + 1− βð Þ ⋅ d2(X) v̸2. ð1Þ

where d1(q, X) represents network distance between query point ‘q’ and object in
X, and v1 is the average speed between query point ‘q’ and object in X on the road
network. d2(X) represents network distance between objects in X, (i.e., object
should be near to each other), and v2 denotes the speed at their specified path
between objects in road network. Speed v1 and v2 vary according to the congestion
in their specified path. β is a real value between 0 and 1. To minimize the traveling
time ‘f(X)’ should be minimum. We consider two types of function.

TYPE 1 traveling time function:

f1(X) = β ⋅maxðr ∈ xÞd1 q, rð Þ v̸ + 1− βð Þ ⋅max r1, r2 ∈ xð Þ ⋅ d2(X) v̸. ð2Þ

In Type 1 time traveling cost function, calculate maximum time to travel all the
spatial objects or point of interest. First part calculates maximum time to travel from
query point to any object in X and second part calculates maximum time to travel
between objects in X, without considering any congestion in their path and ‘v’ is
the free flow speed.

Type 2 time traveling cost function:

f2(X) = β ⋅maxðr ∈ xÞd1 q, rð Þ v̸1 + 1− βð Þ ⋅max r1, r2 ∈ xð Þ ⋅ d2(X) v̸2. ð3Þ

In Type 2 time traveling cost function, calculate maximum time to travel all the
spatial objects or region of interest. First part calculates maximum time to travel
from query point to any object in X and second part calculates maximum time to
travel between objects in X, with considering congestion in their path. Where v1
and v2 vary according to the congestion in their specified path.
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4 Processing of Type 1 Spatial Query

To process type 1 spatial query where query finds the set of objects that are near to
the query location and also close to other spatial object, such that time to travel all
the spatial objects or point of interest should be minimum. To calculate time to
travel all point of interest in this query, we assume that there is no congestion in
their path that means user can travel with speed of ‘v’ on each path of a road
network.

To process this query, we mainly focus on:

1. Find set of objects (m) that cover the query keywords from query location.
2. After getting the set of spatial objects

(a) if set of spatial object contains only one type of object (e) (like hospital or
restaurant, or mall), then minimum traveling time depends only on minimum
distance from query point, because we assume that its speed will remain
constant because there is no congestion or other disturbance in their path.
Traveling time (q, point e) = min Distance (q, point e)/v. (i.e., sum of network
distance of all paths of road network from query point ‘q’ to spatial object
divided by speed of vehicle on that path).

(b) if set of spatial objects (m) contains more than one type of objects, then trav-
eling time depends on two factors: (i) distance from query point should be
minimum and (ii) objects should be close to each other (i.e., inter-object dis-
tance should be minimum).

5 Processing of Type 2 Spatial Query

To process type 2 spatial query where query finds the set of objects that are near to
the query location and also closer to other spatial object, such that the time to travel
all the spatial objects or point of interest should be minimum. To calculate time to
travel all regions of interest in this query, we assume that there is congestion in their
path that affects the speed of vehicle on those paths of a road network. Here, we
take the membership value of their specified path in congestion (μ). Due to con-
gestion, speed changes from the previous value as:

VðnewÞ =VðoldÞ 1− μf g ð4Þ

where μ is the membership value of path in congestion at the time of query.
To process this query, we mainly focus on:

1. Find set of objects (m) that cover the query keywords from query location.
2. After getting the set of spatial objects
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(a) if set of spatial object contains only one type of object (e) (like hospital or
restaurant, or mall), then minimum traveling time depends on both
(i) minimum distance from query point, (ii) less congestion in their path.
Due to congestion, the time to travel all the point of interest increases. But
our aim is to cover all the points in less traveling time. So that is why we
consider only those points whose distance from the query point is less and
those paths that have less congestion in the road network.

(b) if set of spatial objects (m) contains more than one type of objects, then
traveling time depends on two factors: (i) distance from query point should
be minimum with considering congestion in their path and (ii) objects
should be close to each other (i.e., inter-object distance should be minimum)
also with less congestion in their path.

6 Analytical Result

Consider a query where user wants to cover all spatial objects (like mall, hospital
and restaurant) where hospital has at least 100 beds and whose specialty in
orthopedics, and restaurant should be veg restaurant, and a shopping mall from
query point ‘q’ with less traveling time.

6.1 Type 1 Spatial Query

To process this type of query, first we find all the spatial objects in a city that cover
the query keywords. In this section, we assume that the speed (assume V km/h)
remains same in their path and does not change due to any congestion.

Time to cover all the points is equal to the total network distance divided by
speed of vehicle on each path of the road network. So here, the time to travel all the
points depends only on distance between them, because we have already assumed
that the speed of vehicle on each path of a road network is constant.

To process this, we use the dataset of ‘hospital’, ‘restaurant’, and ‘mall’. After
applying query on the hospital dataset (i.e. hospital/s that have at-least 100 beds and
whose specialty should be orthopedics in a city C from query point q) we got some
hospitals which is shown in Table 1.

After getting the list of hospitals, we apply the query on dataset of restaurant that
provides a list of restaurants which is shown in Table 2 that cover the query
keywords.

Table 1 Hospitals in a city

Hospital H1 H2 H3 H4 H5 H6

Network distance from ‘q’ (km) 0.92 0.8 0.7 0.4 0.8 0.6
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Table 3 shows some malls which cover the query keywords. All spatial objects
that satisfy the query are shown in Fig. 4.

Now, we proceed to calculate the network distance of each spatial object from
query point q. After calculating network distance, we found that ‘M6’ (M6 are
spatial object of mall) is close to query point. After selecting 1st object (i.e., mall),
now we move to find other objects whose distance from query point ‘q’ and 1st
spatial object should be minimum. Then now, we calculate network distance of
each object of hospital and restaurant from ‘M6’. Tables 4 and 5 show network
distance from ‘M6’.

After calculating distance of each object of hospital and restaurant from query
point q and 1st spatial object ‘M6’, we found that spatial object ‘H6’ is close to both
query point ‘q’ and spatial object ‘M6’.

To find third object (restaurant in this example) that should be near to the query
point, 1st spatial object ‘M6’ and 2nd spatial object ‘H6’ we calculate network

Table 2 Restaurants in a city

Restaurant R1 R2 R3 R4 R5

Network distance from ‘q’ (km) 0.65 0.75 0.9 0.85 0.4

Table 3 Malls in a city

Mall M1 M2 M3 M4 M5 M6

Network distance from ‘q’ (km) 0.7 0.3 0.46 0.9 0.9 0.2

Fig. 4 All spatial objects in a
city
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distance of each ‘restaurant’ from point ‘M6’ and ‘H6’. Table 6 shows network
distance of each object of restaurant (or restaurant) from ‘H6’.

After overall calculation, we found third object ‘R4’ which is shown in Fig. 5.
Figure 5 shows set of spatial objects that cover the query keywords and con-

necting lines show that there is a path that connects spatial objects.

6.2 Type 2 Spatial Query

Consider a typical type of query where user wants to cover all spatial objects with
considering the specification of these objects (like spatial objects are mall, hospital
and restaurant where user wants such type of hospitals whose specialty should be
orthopedics and have at-least 100 beds available and next try for restaurant that
should be vegetable, and a mall within 1 km range from query point ‘q’ with less
travelling time.

To process this type of query first, we find all spatial objects that cover the query
keywords. In this section, speed varies due to congestion in their path from V(old) to
V(new) as

Table 4 Hospital dataset

Hospital H1 H2 H3 H4 H5 H6

Network distance from ‘M6’ (km) 0.74 0.79 1.1 0.6 0.6 0.37

Table 5 Restaurant dataset

Restaurant R1 R2 R3 R4 R5

Network distance from ‘M6’ (km) 0.55 0.78 1.3 0.55 0.62

Table 6 Dataset of restaurant (distance from H6)

Restaurant R1 R2 R3 R4 R5

Network distance from ‘H6’ (km) 0.62 1.4 1.2 0.2 1.3

Fig. 5 Three spatial objects
(hospital, mall, and
restaurant) that cover the
query keywords
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VðnewÞ =VðoldÞ 1− μf g ð5Þ

where μ is the membership value of path in congestion at the time of query.
Assume V(old) = V km/h.
Time to cover all the points = distance/V(new).
To process this type of query, we use datasets of ‘hospital’, ‘restaurant’, and

‘mall’. After applying query on hospital dataset (i.e. list of hospitals whose spe-
cialty should be orthopedics and have at-least 100 beds available within 1 km range
from query point ‘q’) we get some hospitals, mall and restaurant which is shown in
Tables 7, 8, and 9 respectively. Where Table 7 shows a list of hospitals that cover
the query keywords with congestion in their path from query point q. Table 8
shows a list of restaurants that cover the query keywords with congestion in their
path from query point q.

First, we calculate network distance of each spatial object from query point ‘q’,
with considering congestion in their path. After calculating distance, we found that
point ‘H3’ is closer to query point and also has less congestion in the path from q to
H3. After selecting 1st spatial object ‘H3’ next, we move to find 2nd spatial object
(like mall or restaurant) but it depends on both (i) closer to query point ‘q’, and
(ii) closer to 1st object (i.e., H3). To find 2nd object, we calculate the distance of
each object of mall and restaurant from ‘H3’ with congestion in their path.
Tables 10 and 11 show distance of each object from ‘H3’ with congestion.

After calculation, we get point ‘M6’, whose network distance from both query
point q and 1st spatial object is minimum and also has less congestion in their path.
After getting 2nd spatial object, now our aim is to find out the third spatial object.
To find 3rd spatial object, it should be near to query location ‘q’ and from both 1st
and 2nd spatial objects also with less congestion in their path. To find 3rd object,
we calculate the distance of each object of restaurant from ‘H3’ and ‘M6’ with

Table 7 Hospitals in a city with congestion in their path from query point ‘q’

Hospital H1 H2 H3 H4 H5 H6

Network distance from ‘q’ (km) 0.92 0.8 0.7 0.4 0.8 0.6
Value of μ from q 0.2 0.8 0.1 0.8 0.6 0.7

Table 8 Restaurants in a city with congestion in their path from ‘q’

Restaurant R1 R2 R3 R4 R5

Network distance from ‘q’ (km) 0.65 0.75 0.9 0.85 0.4
Value of μ from q 0.3 0.2 0.2 0.8 0.7

Table 9 Malls in a city with congestion in their path from ‘q’

Mall M1 M2 M3 M4 M5 M6

Network distance from ‘q’ (km) 0.7 0.3 0.46 0.9 0.9 0.2
Value of μ from q 0.4 0.8 0.7 0.2 0.3 0.8
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congestion in their path. Tables 5 and 10 show distance of each object from ‘H3’
and ‘M6’ with congestion.

After calculation traveling time from query point q and other spatial objects, we
found that ‘R5’ is the spatial object that is closer to both query point as well as from
other spatial objects which is shown in Fig. 6.

7 Conclusion and Future Work

In this paper, we describe a problem of finding group of spatial objects that are near
to query point and near to each other and also have less congestion in their path
such that it takes less time to cover all the points. This type of query helps tourist
who wants to travel all the tourist places with less travel time. Also this query helps
patient who needs emergency service, then in this case this query retrieves all the
hospitals near the query point where emergency service is available.

Here, we consider a user who is static and query to find region of interest within
some region from this query point, with consideration road congestion but user may
be moved on the path and then query to find spatial objects also with the consid-
eration of congestion in their path.

Fig. 6 Three spatial objects that cover the query’s keywords

Table 10 Malls whose distance from ‘H3’ and congestion between them

Mall M1 M2 M3 M4 M5 M6

Network distance from ‘H3’ (km) 1.1 0.4 1.2 0.3 0.8 1.1
Value of μ from ‘H3’ 0.2 0.3 0.5 0.6 0.5 0.2

Table 11 Restaurants whose distance from ‘H3’ and congestion between them

Restaurant R1 R2 R3 R4 R5

Network distance from ‘H3’ (km) 1.5 1.3 0.6 1.7 0.2
Value of μ from ‘H3’ 0.6 0.2 0.1 0.3 0.5
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Algorithm for Representation
of Call-Duration Graphs of Telephone
Graph Using Multi-layer Graph
Techniques

Bapuji Rao, S.N. Mishra and H.S. Maharana

Abstract Sometimes social networks frequently require multiple distinct types of
connectivity information which can finally be derived as layers. This type of
information retrieval can be represented as multi-layer graphs. Each layer has its
own set of edges over the same underlying vertices or nodes of actual (base) layer.
So the edges of different layers typically are related but unique in behavior which is
based on particular applications. In this paper, we propose a telephone graph for
representing as a multi-layer graph. From base layer, we try to retrieve the call
history as layers based on their characteristics. Finally, the algorithm has been
implemented in C++ programming language and observed satisfactory results.

Keywords Multi-layer graph ⋅ Directed weighted graph ⋅ Weight ⋅ Base
layer ⋅ Sub-layer

1 Introduction

The fundamental study of networks in the study of complex network systems in
biological, social, information, engineering, and physical sciences can be seen in
[1–3]. In traditional studies of networks, generally the nodes are connected to each
other by a single type of static edge that forms all connections between them. It is
overall a gross over simplification. This kind of static connection leads to mis-
leading results and lack of addressing certain problems. So the inter-layer
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connections have the ability to generate new structure in the form of dynamic
correlations between components of a system. Hence, it is necessary to develop a
framework that solves all the common problems related to the network [4].

For example, a social network user may currently be logged into Facebook but
not logged into some other social networking site such as Google+ and Twitter.
The presence of nodes in multi-layer systems of social network guarantees the
possibility of self-interactions in a particular social network. This feature is not
similar to the functions in interdependent networks, which were the ideas in
interconnected communities within a single and larger network [5, 6].

When the source of connectivity information for a group of users is more than
one, then there is a possibility of existence of multi-layer networks. The direct
communication link in a social network is the knowledge, considered as relational
information. From this, we can derive behavioral relationships based on user
interests [7].

The layer which has “relational” information between users is an extrinsic layer
which is considered as the base layer and the layer which has “behavioral” infor-
mation between users is considered as the sub-layer of the social network [7]. An
Email network has been used by [7] which is an example of social network. In this
network, two layers can be created. The 1st layer is considered as relational network
is created from the headers of emails by identifying the sender and receiver(s) of
each message, which includes CC and BCC recipients, and the 2nd layer is con-
sidered as behavioral network is recovered from using the contents of email
messages.

2 Basics of Multi-layer Network

2.1 Multi-layer Network

A multi-layer network is a quadruplet M = (VM, EM, V, L). The first two elements
VM and EM in M form a graph GM = (VM, EM). So, one can interpret a multi-layer
network as a graph whose nodes are labeled [8]. A weighted multi-layer network
M can be defined as its edges by weights in the underlying graph GM (i.e., mapping
each edge with a real number using a function W: E→R). So, a multi-layer network
M can be undirected or directed if the underlying graph GM is undirected or
directed.

An example of the most general type of multi-layer networkM = (VM,EM, V, L) in
Fig. 2a can be seen from [8]. Another example of Zachary Karate Club (ZKC) net-
work is represented as a multi-layer network in Fig. 3a can be seen from [8].
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2.2 Tensor Representations

Generally, an ordinary graph (i.e., monoplex network) can be represented using
adjacency matrices. For a node-aligned multi-layer network, it can be represented
using a order of 2 × (d + 1) adjacency tensor A ∈ {0, 1}|V|X|V|X|L1

|X|L
1
|…X|L

d
|X|L|

d

[4, 9]. In social networks, multi-dimensional arrays are sometimes called
super-sociomatrices and adjacency matrices are called sociomatrices [9].

3 Proposed Model

Based on [7], we propose a telephone graph as another example of social network
for representing as multi-layer graph. This telephone graph is considered as directed
weighted graph. The edge between two phone numbers has a direction and a weight
(i.e., total number of calls made). From this graph, we try to create four numbers of
layers. The first layer is the relational layer which is considered as the base layer,
whereas the remaining three layers are behavior layers which are considered as the
sub-layers. The base layer holds the actual telephone graph. The sub-layers hold the
behavior of the telephone graph based on particular characteristics. These behavior
layers are formed with the characteristics of call duration of the user, i.e., low-call
durations, medium-call durations and high-call durations. Hence, this proposed
telephone graph has four numbers of layers.

Figure 1 shows the representation of proposed telephone graph in multi-layer
graph form. The base layer is the actual telephone graph layer which has twenty
numbers of users ID. The user IDs are ranging from 1 to 20. Here, the telephone
graph is the directed weighted telephone graph because the edges with a specific
direction assign with a weight (i.e., the total number of calls made by the user). The
calls made by the user can be characterized into three groups, such as low-call
durations, medium-call durations, and high-call durations respectively. Due to these
characteristics of base layer graph, three sub-layers are formed. The 1st sub-layer is
low-call durations graph, the 2nd sub-layer is medium-call durations graph, and the
last one is high-call durations graph.

Each layer can be represented as weighted adjacency matrix. Based on the
definition of multi-layer network, this telephone graph can be represented as a
multi-dimensional array having the order 4 × 20 × 20, where 4 is the total
number of layers and 20 × 20 is the order of each layer. It means that the above
telephone graph has four numbers of double dimension arrays of order 20 × 20. Its
weighted adjacency matrix representations are shown in Fig. 2.
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Fig. 1 Multi-layer network of telephone graph

Fig. 2 a Base layer weighted adjacency matrix. b Sub-layer-1 weighted adjacency matrix.
c Sub-layer-2 weighted adjacency matrix. d Sub-layer-3 weighted adjacency matrix
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4 Proposed Algorithm

4.1 Algorithm CDG ()

Structure Telephone
{ 
Number id;
Structure CallerPhone
{ 
[Caller id, no. of calls, and call durations] 

Number cid, nc;
Real cd[100]; } CallerId[100]; }

nl: Number of layers.
tid: Number of users.
PhoneId.Txt: Text file contains number of layers, total 
number of users and their ids.
ANetData.Txt: Text file contains the telephone graph's 
edge (no. of calls) data.
CallData.Txt: Text file contains the telephone graph 
details such as user id, caller id, number of calls, and 
call durations of each call.
i. Open file "PhoneId.Txt"
ii. [Read no. of layers, no. of users, and ids] 

Read nl, tid
iii. Define array Id[tid]
iv. Repeat For i:=1, 2, .........,tid:

Read Id[i]
End For

v. Close file "PhoneId.Txt"
vi. Define layer of network matrices ANM[nl][tid][tid]
vii. Open file "ANetData.Txt"
viii. a.[Read data from file and assign to the 1st layer] 

Repeat For i:=1, 2, ........,tid:
Repeat For j:=1, 2, ........,tid:
Read ANM[1][i][j]

End For
End For

b. Close file "ANetData.Txt"
ix. a. Define array Degree[tid] 

b. [Assign 0s to Degree[]]
Repeat For i:=1, 2, .......,tid:

Set Degree[i]:=0
End For

c. [Count outgoing calls of all users]
Repeat For i:=1, 2, ........,tid:
Repeat For j:=1, 2, ........,tid:
If ANM[1][i][j]≠0,Then: Set Degree[i]:=Degree[i]+1
End For
End For

x. Define array of structure of Telephone kind Phone[tid]
xi. Open file "CallData.Txt"
xii. Repeat For i:=1, 2, .........,tid:

a. [Read user id]
Read Phone[i].id
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b.[Read caller id, no. of calls and calls duration] 
Repeat For j:=1, 2, ..........,Degree[i]:

1. Read Phone[i].CallerId[j].cd, nc
2. Set Phone[i].CallerId[j].nc:=nc
3. Repeat For k:=1, 2, .........,nc:

Read Phone[i].CallerId[j].cd[k]
End For

End For
End For

xiii. Call Layers_Creation(ANM, Phone)
xiv. Call Layers_Show(ANM)
xv. Exit

4.2 Procedure Layers_Show (ANM)

i. Repeat For i:=1, 2, ......., nl:
Repeat For j:=1, 2, .......,tid:
Repeat For k:=1, 2, .......,tid:

Display ANM[i][j][k]
End For

End For
End For

ii. Return
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4.3 Procedure Layers_Creation (ANM, Phone)

i. [Assign 0s to from 2nd to 'nl' layers of ANM[][][]]
Repeat For i:=2, 3, ......., nl:

Repeat For j:=1, 2, .......,tid:
Repeat For k:=1, 2, .......,tid:

Set ANM[i][j][k]:=0
End For

End For
End For

ii. Repeat For i:=1, 2, .......,tid:
a. [Find the index position of user id]

Repeat For rindex:=1, 2, ......,tid:    
If Id[rindex]=Phone[i].id, Then: Break. 

End For
b. [No. of callers from Degree[i]] 

Repeat For j:=1, 2, ........,Degree[i]:
c. Set nc:=Phone[i].CallerId[j].nc
d. [Finding the index position of caller id]

Repeat For cindex:=1, 2, .....,tid:
If Id[cindex]=Phone[i].CallerId[j].cid, Then: Break. 

End For  
e. [Counting call durations] 

Repeat For k:=1, 2, ........,nc:
1. Set Duration:=Phone[i].CallerId[j].cd[k]
2. If Duration>0 and Duration<=5 [2nd layer counting] 

Then
Set ANM[2][rindex][cindex]:=ANM[2][rindex][cindex]+1
End If

3. If Duration>5 and Duration<=10 [3rd layer counting] 
Then

Set ANM[3][rindex][cindex]:=ANM[3][rindex][cindex]+1
End If

4. If Duration>10 [4th layer counting] 
Then

Set ANM[4][rindex][cindex]:=ANM[4][rindex][cindex]+1
End If

End For
End For

End For
iii. Return
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5 Experimental Results

Three data files, namely “PhoneId.txt”, “ANetData.txt”, and “CallData.txt” are
considered as datasets to the proposed algorithm; and shown in Figs. 3 and 4. The
1st data file contains total number of layers, number of ids, and the ids. The 2nd
data file contains the actual number of calls between the users as edge weight. The
3rd data file contains the Ids, caller Ids, numbers of calls made, and the call
durations. The algorithm has been implemented in C++ programming language and
the output is satisfactory. The screen shots are shown in Figs. 5 and 6.

Finally, the Phase III of algorithm reads the details of user Id, caller Id, number
of calls made, and calls durations of each call from text file “CallData.Txt” which is
shown in Fig. 4. These details are assigned to array of structure Phone[]. Based on
the details of Phone[], the layers of telephone graph are created by calling the
procedure Layers_Creation().

Fig. 3 a Dataset of phone Id details. b Dataset of edge details
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Hence, the text files “PhoneId.Txt”, “ANetData.Txt”, and “CallData.Txt” are
considered as datasets to the proposed algorithm. The algorithm has been imple-
mented in C++ programming language and the output is satisfactory. The screen
shots are shown in Figs. 5 and 6.

Fig. 4 Dataset of call details

Fig. 5 Dataset input
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6 Conclusion

Sometimes social networks necessitate information retrieval from a multi-layer
graphs. This type of information retrieval can be represented as multi-layer graphs.
So each layer has its own set of edges over the same underlying vertices or nodes of
actual (base) layer. So the edges of different layers typically are related but unique
in behavior which is based on particular applications. This paper has proposed a
telephone graph and algorithm for representing a telephone graph as a multi-layer
graph. The algorithm has successfully retrieved the call history as layers based on
their characteristics from the base layer of the proposed telephone graph. Finally,
the algorithm has been implemented in C++ programming language and observed
satisfactory results.

Fig. 6 a Actual telephone adjacency matrix. b Low-call duration adjacency matrix.
c Medium-call adjacency matrix. d High-call adjacency matrix
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Weibull Probability Distribution
Function-Based Matched Filter Approach
for Retinal Blood Vessels Segmentation

Nagendra Pratap Singh and Rajeev Srivastava

Abstract Retinal blood vessels contain an important information that is useful for

computer-aided diagnosis of various retinal pathologies such as hypertension, dia-

betes, glaucoma, etc. Therefore, a retinal blood vessel segmentation is a prominent

task. In this paper, a novel Weibull probability distribution function-based matched

filter approach is introduced to improve the performance of retinal blood vessel seg-

mentation with respect to prominent matched filter approaches and other matched

filter-based approaches existing in literature. Moreover, to enhance the quality of

input retinal images in pre-processing step, the concept of principal component

analysis (PCA)-based gray scale conversion and contrast-limited adaptive histogram

equalization (CLAHE) are used. To design a proposed matched filter, the appropriate

value of parameters are selected on the basis of an exhaustive experimental analy-

sis. The proposed approach has been tested on 20 retinal images of test set taken

from the DRIVE database and confirms that the proposed approach achieved better

performance with respect to other prominent matched filter-based approaches.

Keywords Weibull probability distribution function ⋅ Matched filter ⋅ Retinal

blood vessels segmentation ⋅ Entropy-based optimal thresholding

1 Introduction

The automated retinal blood vessel segmentation is a prominent task for computer-

aided diagnosis of retinal pathologies such as glaucoma, hypertension, diabetes,

obesity, etc. Vessel structures are similar to a cluster of lines, hence retinal blood

vessel segmentation is a line detection problem. After an in-depth literature sur-

vey, it was found that various methods have been proposed for retinal blood vessel
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segmentation. According to Fraz et al. [1], the retinal blood vessel segmentation

approaches are mainly classified into seven categories, namely, the intensity-based

pattern recognition techniques, mathematical morphology based, vessel tracking

based, model based, parallel hardware based, multi-scale-based techniques and

matched filter-based approach.

In this paper, we concentrate on matched filter-based retinal blood vessel segmen-

tation approach, because it provides the best retinal vessel structure with respect to

other filtering approaches [2, 3]. The matched filter-based approaches compare the

variations of the intensity level of the cross-section profile of the retinal image with

the predetermined template or kernel. To design a matched filter kernel, three points

are important which include limited curvature of vessels which may be approximated

by piece-wise linear segments and the width of the vessels gradually decreases when

moving away from the optical disk of the retinal image, and cross-sectional intensity

profile of retinal blood vessels.

For the first time Chaudhuri et al. [2] stated that the cross-sectional profile of reti-

nal blood vessels has an approximate Gaussian shape. Hence the Gaussian-shaped

match filter kernel is required for the detection of retinal blood vessels. According

to the literature survey on matched filter-based approach, it was found that various

authors improved the performance of matched filter-based approach by improving

the thresholding techniques rather than changing the Gaussian-shaped matched filter

kernel. The matched filter-based approaches use the prior knowledge about the shape

and symmetry of the cross-section profile of the retinal blood vessel with respect

to their shape, location and scale parameter. Therefore, Zolfagharnasa and Naghsh-

Nilchi [4] replaced the Gaussian function-based matched filter by Cauchy probabil-

ity distribution function (PDF) and reported that the accuracy of retinal blood vessel

detection was substantially improved. Due to this reason, we examined other PDFs

to improve the accuracy of retinal blood vessel segmentation and found the Weibull

PDF more suited to the purpose. So in this paper, we propose a novel Weibull PDF-

based matched filter approach for retinal blood vessel segmentation.

If we analyze the cross-section profile and well-shaped cross-section profile of

two randomly selected gray scaled retinal images from DRIVE database, as shown in

Fig. 1a, c, and Fig. 1b, d respectively, with the actual Gaussian, Cauchy, and Weibull

PDFs curves as shown in Fig. 1e, it is found that the Weibull PDF provides a better

match to vessel cross-section profiles in comparison to Gaussian and Cauchy PDF

curves. Therefore, the Weibull PDF-based matched filter approach may lead to a

better result with respect to other existing matched filter-based approaches. This fact

is also examined and validated through experimental result shown in results and

performance analysis section.

The rest of the paper is organized as follows: Sect. 2 presents the proposed method

and model, Sect. 3 presents result analysis of proposed approach that is tested on

DRIVE database and results are encouraging. Finally, Sect. 4 presents the conclusion

of the proposed approach.
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Fig. 1 a, c Cross-section profile. b, d Approximate well-shaped cross-section profile of ‘3−test.tif’

and ‘20−test.tif’ images taken from DRIVE dataset, respectively. e Actual Gaussian, Cauchy, and

Weibull PDF curve. f Weibull PDF curve with different 𝛾 , 𝛽, and 𝜇

2 Proposed Method and Model

Our proposed Weibull PDF-based matched filter approach for retinal blood vessel

segmentation is a combination of pre-processing, Weibull PDF-based matched fil-

tering, entropy-based optimal thresholding, vessel length filtering and removing out-

liers artifacts.

2.1 Pre-processing

The contrast difference of the retinal blood vessels is low with respect to their back-

ground and decreases when moving away from the optical disk of the retinal image.

Therefore, to improve the accuracy of retinal blood vessel segmentation, contrast

enhancement is an essential pre-processing task. In the pre-processing step, various

authors [2, 3, 5–8] used only green channel image of RGB color retinal image in

the successive segmentation process. Because the contrast of the blood vessels in

the green channel image is better in comparison to the red and blue channels of the

RGB color retinal image. After that the green channel image is converted into gray

scale image and then the successive step of particular retinal blood vessel segmenta-

tion approach has been applied on gray scale image generated from respective green

channel image.
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Fig. 2 a, c Gray scale image. b, d Contrast-enhanced gray scale image of ‘3−test.tif’ and

‘20−test.tif’, respectively

In this paper, principal component analysis (PCA)-based color-to-gray image con-

version method is used to generate a gray scale image of a color retinal image,

because the PCA-based color-to-gray conversion method effectively preserves both

the texture and color discriminability by using simple linear computations in sub-

spaces with low computational complexity [9]. The generated gray scale images

of two randomly selected retinal images from the DRIVE database are shown in

Fig. 2a, c, respectively. After that, contrast-limited adaptive histogram equalization

(CLAHE) is applied on the gray scale image and the contrast-enhanced gray scale

image is generated, as shown in Fig. 2b, d for the respective gray scale retinal images.

2.2 Weibull PDF-Based Matched Filter

The matched filter-based retinal blood vessel segmentation approach compares the

gray scale cross-section profile of retinal blood vessels with the predefined kernel.

Chaudhuri et al. [2] proposed a first matched filter approach based on Gaussian func-

tion and claimed the vessel cross-section profile is in approximate Gaussian shape.

The actual Gaussian curve is shown in Fig. 1e. Zolfagharnasa and Naghsh-Nilchi

[4] proposed a Cauchy PDF-based matched filter approach and claimed the vessel

cross-section profile matched better with a Cauchy PDF curve. As shown in Fig. 1e,

the Gaussian and Cauchy PDFs are both equally diminishing toward their truncated

values on both sides of their peak, but the Gaussian function reaches its truncated

value faster with respect to the Cauchy PDF. If we analyze the well-shaped vessel

cross-section profile of the gray scale retinal image as shown in Fig. 1b, d, then it is

clear that the cross-section profile is not equally diminished toward their truncated

values on both sides of their peak value.

The Weibull PDF curve with different values of parameters as shown in Fig. 1f

is diminished towards their truncate value, but reached to its truncate value with

different diminishing rates on both sides of its peak value. This characteristic of

Weibull PDF better matched the cross-section profile of a gray scale retinal image

with respect to the Gaussian and Cauchy PDF. Therefore, in this paper, we pro-
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pose the novel Weibull PDF-based matched filter approach. The Weibull PDF is an

extreme valued probability distribution function and defined as:

f (x) = 𝛾

𝛽

(
x − 𝜇

𝛽

)𝛾−1

e−
(

x−𝜇
𝛽

)𝛾

, (1)

where x is the perpendicular distance between points (x, y) and straight line pass-

ing through the center of retinal blood vessel, 𝜇 is the location parameter, 𝛽 is the

scale parameter, and 𝛾 is the shape parameter. The length of retinal blood vessels

is assumed as piece-wise line segment in the kernel. The length of piece-wise line

segment (L) is determined experimentally, by analyzing the blood vessels in both

normal and abnormal retinal images. According to the experimental result, for L =
1 to 15, as shown in Table 1, and Fig. 3a, it is clear that the average accuracy of reti-

nal blood vessel segmentation is continuously increasing from L = 1 to 11 after that

decreases from L = 12 to onward. The highest average accuracy is achieved at L =
11. So in this paper the length of piece-wise line segment L = 11 is selected. This

step reduces the possibility of false vessel detection in non-ideal environment [2].

In case of matched filtering approach to cover the piece-wise line segments of a

whole retinal image, a set of kernel is required in every direction. In the proposed

approach 12 different kernels of size 15 × 15 are used to detect the retinal blood

vessels in every direction by rotating the kernel 15◦ with respect to the previous

one. Three main parameters are used in Weibull PDF known as the scale parameter

(𝛽), location parameter (𝜇), and shape parameter 𝛾 as used in Eqn − 1. The scale

parameter (𝛽) must be a positive real number. The behavior of 𝛽 used in Weibull

PDF is similar to the variance and scale parameter used in Gaussian and Cauchy

PDF, respectively. For small value of 𝛽, the Weibull PDF curve narrows down and

for large value, the Weibull curve expands as shown in Fig. 1f. However, the behavior

of scale parameter (𝛽) used in Weibull PDF is different from the variance and scale

Table 1 Average accuracy of proposed approach w.r.t. various sizes of piece-wise line segment

(L) for image taken from DRIVE database

Length of piece-wise

line segment (L)

Average accuracy Length of piece-wise

line segment (L)

Average accuracy

1 0.8953 9 0.9440

2 0.9041 10 0.9494

3 0.9186 11 0.9513

4 0.9171 12 0.9482

5 0.9306 13 0.9463

6 0.9344 14 0.9467

7 0.9402 15 0.9426

8 0.9422
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Fig. 3 a Graphical presentation of comparative analysis. b Accuracy graph of proposed approach

with respect to various combination of 𝛾 , 𝜇, and 𝛽

parameter of Cauchy PDF with respect to their diminishing behavior towards their

truncated value as previously discussed and clearly visible in Fig. 1e.

In Weibull PDF the location parameter (𝜇) is used to shift the graph on horizontal

X-axis. All retinal blood vessels pass through the center of the retinal fundus image.

Therefore, the selection of location parameter (𝜇) is important. The shape parameter

(𝛾) used in Weibull PDF manages the shape of the Weibull curve. This parameter is

important because it is able to select the more appropriate shape of the curve that is

well matched with the vessel cross-section profile of the retinal images and provides

better accuracy.

The proposed approach has been tested for some selected values of the shape

parameter (𝛾) from 1.0 to 2.5 with 0.5 intervals at different values of scale parame-

ter 𝛽 (from 0.5 to 3 with 0.5 intervals), and at different locations (𝜇 = 0 to 3 with

0.5 intervals). After the analysis of obtained accuracy for all 168 different possible

combinations of 𝛾 , 𝜇 and 𝛽 as shown in Fig. 3b, it is clear that the highest average

accuracy of retinal blood vessel segmentation is achieved at 𝛾 = 2.0, 𝜇 = 0.5, and

𝛽 = 1.0. So these values are used in the proposed Weibull PDF-based matched fil-

ter approach. On the basis of above selected parameters, constructing the filter set

using the Weibull PDF-based kernel, then convolved them and find the matched fil-

ter response (MFR) image. The MFR image of two randomly selected retina images

taken from DRIVE data set are shown in Fig. 4a, f.

2.3 Entropy-Based Optimal Thresholding

To obtain the binary image of the retinal blood vessel structure from the Weibull

PDF-based matched filter response (MFR) image, an efficient thresholding algorithm

is required. For this purpose, the entropy-based optimal thresholding algorithm [4]

is used. The entropy-based optimal thresholding algorithm is better than an other
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Fig. 4 a, f MFR image. b, g Classified retinal vessels from their backgrounds. c, h Retinal vessel

after removing isolated and misclassified pixels. d, i After removing outer artifacts. e, j Compli-

mented segmented image of ‘3−test.tif’ and ‘20−test.tif’, respectively

thresholding algorithm. Reason for using the above thresholding algorithm is that

the dependencies between the pixel’s intensity of MFR image allows us to preserve

the spatial structure of the thresholding images and capable of correctly classifying

the blood vessels of retinal image from their backgrounds as argued in [4]. The seg-

mented retinal blood vessels from their background are shown in Fig. 4b, g for image

‘3−test.tif’ and ‘20−test.tif’ taken from a test set of DRIVE database, respectively.

2.4 Length Filtering and Removing Outer Artifacts

Some isolated and misclassified pixels are present in Fig. 4b, g. Therefore, to remove

them length filtering is applied on Fig. 4b, g by using an eight-connected neighbor-

hood and pixel label propagations after that find a retinal blood vessels structure

without isolated and misclassified pixels, as shown in Fig. 4c, h. In Fig. 4c, h some

artifacts may be present outside the retinal boundary. Therefore, to remove them the

mask generated by particular retinal image is applied, as shown in Fig. 4d, i. Finally,

a compliment of the segmented image is generated as shown in Fig. 4e, j which is

used for evaluating the performance measures such as TPR, FPR and accuracy with

respect to ground truth image available in DRIVE database.
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3 Results and Performance Analysis

The proposed Weibull PDF-based matched filter approach has been implemented

on a publicly available DRIVE database of retinal image [10]. The images taken

from the DRIVE database were obtained from a diabetic retinopathy screening pro-

gram in the Netherlands [10]. The ground truth image was manually segmented by

observers and computer science students. They have been trained by an experienced

ophthalmologist, Abramoff et al. [11]. The proposed vessel-segmentation approach

has been implemented on Matlab R2013a in a PC having AMD E-450 APU, with

1.65 GHz processor and 2 GB RAM. The average execution time of entire process

for 20 images of DRIVE database took 2.34 min.

To compare the performance of the proposed approach, the quantitative perfor-

mance measures, an average accuracy, average true positive rate (ATPR), and the

average false positive rate (AFPR) are evaluated. The accuracy of the segmentation

algorithms is defined as the ratio of total correctly classified pixels with total number

of pixels in the selected image. The TPR is the ratio of total correctly classified ves-

sel pixels in total number of vessel pixels in the respective ground truth image and

similarly the FPR is the ratio of total correctly classified non-vessel pixels in total

number of non-vessel pixels in the respective ground truth image. These quantitative

performance measures are widely used and defined in the literature [2, 3, 5–8, 10,

11].

In this paper, the proposed approach is compared with three prominent matched

filter approaches, namely a classical Gaussian matched filter approach introduced by

Chaudhuri et al. [2], improved matched filter approach introduced by Al-Rawi et al.

[3], and Cauchy matched filter approach introduced by Zolfagharnasab and Naghsh-

Nilchi [4] as well as some other segmentation approach based on matched filter, pro-

posed by Zhang et al. [6], Jiang and Mojon [5], Cinsdikici and Aydın [7], and Amin

and Yan [8]. The values of quantitative performance measures for 20 retinal images

taken from a test set of DRIVE database are shown in Table 2 and the comparative

analysis with respect to matched filter-based segmentation approaches exist in the

literature are shown in Table 3. The graphical presentation of comparative analysis

is shown in Fig. 5a. On the basis of result analysis the performance measures (ATPR,

AFPR, average accuracy) of the proposed approach are found better with respect to

prominent matched filter approaches as well as other segmentation approaches based

on matched filter.

Other than the quantitative performance measures, the receiver operating charac-

teristic (ROC) curve is used to justify the effectiveness of the segmentation approach.

ROC curve is a graphical representation of TPR (sensitivity) on the y-axis and

FPR (1-specificity) on the x-axis. The area under the curve (AUC) is an important

component of ROC which is used for justifying the effectiveness of the segmenta-

tion approach. The maximum value of AUC is 1 which indicates the segmentation

approach is perfect [12] that is practically not possible in case of retinal blood vessel

segmentation. The value of AUC closer is to 1 indicating better performance of the

segmentation approach [12].
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Table 2 Quantitative performance measures of proposed approach

Image TPR FPR Accuracy Image TPR FPR Accuracy

01−test.tif 0.8105 0.0343 0.9518 11−test.tif 0.7325 0.0372 0.9422

02−test.tif 0.7532 0.0210 0.9558 12−test.tif 0.7345 0.0269 0.9525

03−test.tif 0.7427 0.0386 0.9396 13−test.tif 0.7190 0.0306 0.9449

04−test.tif 0.6501 0.0110 0.9578 14−test.tif 0.7611 0.0295 0.9536

05−test.tif 0.7543 0.0249 0.9544 15−test.tif 0.8136 0.0503 0.9399

06−test.tif 0.5493 0.0075 0.9494 16−test.tif 0.6736 0.0178 0.9543

07−test.tif 0.7196 0.0284 0.9486 17−test.tif 0.6020 0.0148 0.9529

08−test.tif 0.6883 0.0322 0.9438 18−test.tif 0.6957 0.0172 0.9601

09−test.tif 0.6259 0.0149 0.9560 19−test.tif 0.8326 0.0330 0.9559

10−test.tif 0.7043 0.0246 0.9531 20−test.tif 0.7791 0.0270 0.9587

Average TPR FPR Accuracy => 0.7171 0.0261 0.9513

Table 3 Comparative analysis of proposed approach w.r.t. existing matched filter approach for

DRIVE database

Matched filter approach ATPR AFPR Average accuracy

Chaudhuri et al. [2] 0.6326 0.0936 0.8709

Al-Rawi et al. [3] 0.5993 0.0447 0.9096

Zolfagharnasab and Naghsh-Nilchi [4] 0.6239 0.0286 0.9269

Zhang et al. [6] 0.7120 0.0286 0.9382

Jiang and Mojon [5] – – 0.9212

Cinsdikici and Aydın [7] – – 0.9293

Amin and Yan [8] – – 0.9200

Proposed approach 0.7171 0.0261 0.9513

Fig. 5 a Graphical presentation of comparative analysis. b ROC curve for DRIVE data set
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Therefore, to justify the effectiveness of the proposed approach, plot the ROC

curve and calculate the AUC by using the ATPR and AFPR for the 20 retinal images

taken from the DRIVE database as shown in Fig. 5b. The value of AUC of our pro-

posed approach is 0.9140 which is closer to 1 that indicates the proposed Weibull

PDF based-matched filter approach is good and efficient for retinal blood vessel seg-

mentation.

4 Conclusion

An accurate retinal blood vessel segmentation is a prominent task in computer-aided

diagnosis of various retinal pathologies. In this paper, we proposed a novel matched

filter approach with the Weibull probability distribution function as its kernel. In the

proposed approach, a popular Gaussian function used by prominent researchers [2,

3] and the Cauchy probability distribution function used by [4] could be replaced

by Weibull probability distribution function and a higher accuracy obtained. The

proposed approach achieved higher accuracy because, the gray scale cross-sectional

profile of retinal image matched better with Weibull PDF-based kernel. In addition,

to design a new matched filter an appropriate value of parameters by exhaustive

experimental analysis and enhancing the retinal image in pre-processing step by

using the concept of principal component analysis (PCA) and contrast limited adap-

tive histogram equalization (CLAHE) is selected. The performance of the proposed

approach is compared with the prominent Gaussian distribution function and Cauchy

PDF-based matched filter approach and achieved better performance for all 20 retinal

images selected from the test set of DRIVE database.
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Assessment of Values of Time-Domain
and Frequency-Domain Parameters
for ECG Signals Through HRV Analysis
Using Symlets for Arrhythmia Prediction

Alok Chakrabarty, Narottam Das and Dipankar Das

Abstract In this paper, we present a work on HRV analysis of ECG signals using
three time-domain parameters namely SD ratio, pNN50 and RMSSD and one
frequency-domain parameter namely LF/HF ratio. For this work we obtained the
ECG signal data from the MIT-BIH database. A total of 40 ECG signals, 10 each
for normal sinus rhythm, for atrial fibrillation, for supra-ventricular fibrillation and
for premature ventricular contraction, were used for experimentation. All ECG
signals are of 30 min duration. The R-peak was detected using the Symlet5 wavelet
at second level of decomposition. The accuracy of R-peak detection was found to
be 97 %. Through R-peak detection and through the determination of the RR
intervals, we estimated the values of mean and of standard deviation of the 4
parameters. Using the information from RR intervals, we also obtained the Poincaré
plots and the power spectral density plots for the 40 signals. Based on the obtained
values of the parameters we comment on the nature of values of the parameters in
the paper, for normal and abnormal conditions. We further observe that by visual
inspection also of the Poincaré plot and of the power spectral density plot of an
unclassified ECG signal, the signal can be classified as normal or abnormal.
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R-peak ⋅ Atrial fibrillation ⋅ Supra-ventricular ⋅ Premature ventricular con-
traction ⋅ Poincaré plot ⋅ Power spectral density

1 Introduction

The heart rate, or pulse, is the speed of the heartbeat which is the number of
contractions of the heart per unit of time. The heart rate is typically expressed in
terms of beats per minute (bpm). The heartbeat rate or the heart rate or the pulse is
an inexpensive and noninvasive symptomatic medical tool for disease determina-
tion. The heart rate conveys significant information for prediction of cardiovascular,
non-cardiovascular as well as psychological diseases.

With the invention of electrocardiography, the scientific and technological
monitoring of heart rate has advanced. Electrocardiography is a technique of
recording the bioelectric current generated by the heart muscles. The graph of
voltage versus time of this recording is called the electrocardiogram (ECG). As
shown in Fig. 1, a typical ECG waveform of one heart beat comprises five
deflections arbitrarily named as “P” to “T” waves. Sometimes there is an additional
“U” wave which follows the “T” wave. The ECG waveform of one heart beat has
an initial upward deflection called P wave followed by a downward deflection
called Q wave followed by a sharp upward deflection called R wave followed by a
downward deflection called S wave followed by an upward deflection called T
wave [1]. The Q, R and S waves occur in quick succession and together these three
waves reflect the single event of depolarization of the right and left ventricles of the
human heart, and thus the waves are usually considered together under the name
QRS complex. The QRS complex is the central and the most visually obvious part
of an ECG recording. Thus the heart rate can also be defined as the number of QRS
complexes in a minute. The count and shape of the QRS complex varies between a
normal person and a diseased person. The heart rate becomes slow or fast according
to situations. Different types of emotions, thoughts and changes in environmental
conditions, also cause immediate change in the heart rate. The instantaneous heart
rate is called the ‘Heart Rate Variability’ (HRV) and it varies between two con-
secutive heart beats [2]. The analysis of HRV, called the Heart Rate Variability
analysis, is a recognized technique to obtain valuable information from ECG signals
that can be used for prediction of abnormal cardiac conditions [3] and other
non-cardiovascular diseases. The activity of detection of QRS complexes for the
identification of the R waves is referred to as R-peak detection. It is the principal
activity in HRV analysis of an ECG signal, based on which the RR intervals
(inter-beat, i.e., one R wave and its adjacent R wave, intervals) are estimated and
based on which the values of the time-domain and the frequency-domain param-
eters are estimated for the ECG signal.
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2 The Time-Domain and the Frequency-Domain
Parameters

For the HRV analysis, we used the time-domain parameters SD ratio, pNN50 and
RMSSD and the frequency-domain parameter LF/HF ratio.

The SD ratio is the ratio of the length of the semi-minor axis and the length of
the semi-major axis of the Poincaré plot of an ECG signal. The Poincaré plot of an
ECG signal is a plot of each RR interval of the signal against its adjacent RR
interval [4, 5]. Thus two consecutive RR intervals represent one point in the plot.

The parameter NN50 is the number of interval differences between adjacent RR
intervals that are greater than 50 ms. The parameter pNN50 is obtained by dividing
the value of NN50 by the total number of RR intervals in the ECG signal [2].

The parameter RMSSD is calculated as the square root of the mean squared
differences of successive RR intervals. This parameter depends on the total number
of RR intervals and the lengths of the RR intervals [2, 6].

The parameter LF/HF ratio is a ratio of two spectral power values called the
low-frequency (LF) power and the high-frequency (HF) power. To estimate the
value of LF/HF ratio, the time series data of RR intervals are transformed from
time-domain to frequency-domain using fast Fourier transformation (FFT). The
value of the component LF is then obtained as the total spectral power of all RR
intervals between 0.04 and 0.15 Hz and the value of the component HF is obtained
as the total spectral power of all RR intervals between 0.15 and 0.4 Hz [7].

The parameter LF/HF ratio is generally not used for the analysis of long-term
ECG recordings; this is why we have used SD ratio, pNN50 and RMSSD which
can be used for HRV analysis of both long-term and short-term ECG recordings.

3 Experiments

The ECG data used for the experiments were obtained from the MIT-BIH database
available at http://physionet.org [8]. We investigated a total of 40 ECG signals, 10
each for normal sinus rhythm (NSR), for atrial fibrillation (AF), for
supra-ventricular fibrillation (SVF) and for premature ventricular contraction
(PVC) from the database. Each ECG signal considered is of 30 min duration. The
sampling frequency of normal sinus rhythm and supra-ventricular fibrillation is

Fig. 1 A typical ECG
waveform of one heart beat
with P wave, QRS complex, T
wave and U wave
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128 Hz; 250 Hz for atrial fibrillation and 360 Hz for premature ventricular con-
traction. Since ECG signals can contain various types of noises such as baseline
wander noise, power line interference, electrode contact noise, internal amplifier
noise, muscle noise, motion artifacts, etc., the raw ECG signals were pre-processed
using low-pass filters, high-pass filters and differentiators [9]. After noise removal,
we decomposed every pre-processed ECG signal up to second level using the
Symlet wavelet Sym5. The wavelets comprise a family of basis functions that
describe signals in a localized time and frequency format. The Symlets are nearly
symmetrical, orthogonal and bi-orthogonal wavelets proposed by Daubechies as
modifications to the Daubechies ‘db’ family wavelets. The names of the Symlet
family wavelets are written as ‘SymN’, where ‘N’ is the order, and ‘Sym’ is the
surname [10]. In Fig. 2 the Symlet wavelet ‘Sym5’ is shown.

In a multiple-level wavelet decomposition process, a time-domain signal is
broken down into many lower resolution components. At each level, filtering and
sub-sampling is done which results in halving of the time resolution and doubling
of the frequency resolution. The signal denoted by the sequence x[n] is passed
through several levels of low-pass and high-pass filtering. At each level of
decomposition, the high-pass filter produces detailed information g[n] and coarse
approximations h[n]. Figure 3 shows a schematic diagram of the multiple-level
wavelet decomposition process. Figure 4 illustrates the trend of R-peaks in normal
sinus rythm signals and Fig. 5 illustrates the trend of true R-peaks and abnormal
peaks in abnormal signals. We considered the second-level decomposition for better
R-Peak detection yet with lesser computation [6]. By using a search algorithm and
using a threshold of 0.75 × mean of all detected peaks, the R-peaks were found
out with their respective locations. The detection accuracy was 97 % when we
compared our R-peak counts for the 40 signals, against those available in the
MIT-BIH database. The RR intervals were calculated both w.r.t. time and number
of samples. Using the information from RR intervals, we also obtained the Poincaré
plots and the power spectral density (PSD) plots for the 40 signals. We used the
well-known MATLAB software for writing the programs.

Sym5

Fig. 2 The Symlet 5 wavelet
‘Sym5’
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Fig. 3 Multiple-level wavelet decomposition

Fig. 4 R-peak detection of a sample NSR signal (R-peaks are indicated using ‘*’ symbol)
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4 Results

Tables 1, 2, 3 and 4 show the values of mean and of standard deviation of the
time-domain parameters SD ratio, pNN50 and RMSSD and the frequency-domain
parameter LF/HF ratio obtained by HRV analysis of the 40 classified ECG signals
obtained from the MIT-BIH database [11]. Figure 6 presents some Poincaré plots
and Fig. 7, some PSD plots.

Fig. 5 R-peak detection of a
sample abnormal signal
(R-peaks are indicated using
‘*’ symbol)

Table 1 Means and standard deviations for NSR

Signal
type

Parameters
SD ratio pNN50 RMSSD LF/HF ratio

NSR 0.5461 ± 0.2014 7.8393 ± 1.995 4.4653 ± 1.7115 1.5868 ± 0.2645

Table 2 Means and standard deviations for AF

Signal
type

Parameters
SD ratio pNN50 RMSSD LF/HF ratio

AF 0.9767 ± 0.0263 14.403 ± 6.268 10.8201 ± 3.0778 0.8699 ± 0.0435

Table 3 Means and standard deviations for SVF

Signal type Parameters
SD ratio pNN50 RMSSD LF/HF ratio

SVF 0.8637 ± 0.0866 32.430 ± 9.358 7.004 ± 0.9067 0.9568 ± 0.1131

Table 4 Means and standard deviations for PVC

Signal
type

Parameters
SD ratio pNN50 RMSSD LF/HF ratio

PVC 1.4059 ± 0.4602 61.792 ± 8.960 19.5751 ± 2.4868 0.7188 ± 0.1220
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4.1 Plots

See Figs. 6 and 7.

A NSR signal An AF signal 

A SVF signal A PVC signal

Fig. 6 Poincaré plots
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4.2 Tables

See Tables 1, 2, 3 and 4.

5 Conclusion

In this work, we obtained the values of mean and standard deviation of time-domain
parameters such as like SD ratio, pNN50 and RMSSD and a frequency-domain
parameter named LF/HF ratio which are useful parameters for HRV analysis of
ECG signal. The HRV analysis of ECG signals helps in the prediction of abnormal
heart conditions and of other non-cardiovascular diseases also. In this work, our aim
of HRV analysis was related to prediction of the common cardiac ailment known as
arrhythmia. We obtained the values of mean and standard deviation of the HRV
analysis parameters by studying 40 classified ECG signals of the MIT-BIH data-
base. From the obtained values in Tables 1, 2, 3 and 4, we can propose that the SD
ratio should be higher for abnormal signals than for normal sinus rhythm. For

A NSR signal An AF signal 

A SVF signal A PVC signal

Fig. 7 PSD plots
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pNN50 we comment that its value should be least for NSR. The value of RMSSD
should be higher for abnormal signals than for NSR. The value of LF/HF ratio
should be lower for abnormal signals compared to that for NSR. We also obtained
Poincaré plots and power spectral density plots from the data collected through the
HRV analysis. We make this comment that the Poincaré plots should look elliptical
for NSR and scattered for abnormal signals. Regarding PSD plots, we comment that
in PSD plots for NSR the maximum power distribution should be visible at low
frequencies; whereas, for abnormal signals power distribution can be visible at
higher frequencies also. Thus we can say that by visual interpretation also of the
Poincaré plots and the PSD plots of ECG signals, ECG signals can be classified as
normal or as abnormal.
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