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“Herhangi bir kisinin, yasadik¢ca mutlu,
bahtiyar olmasi i¢in gerekli olan sey,
kendisi i¢in degil, kendisinden sonra
gelecekler icin calismaktir.”

Any individual shall not work

themselves but the future generations into
success, in order to gain happiness in their
own life.

M.K. Atatiirk (Yiicel Dergisi, 02/1935)



Preface

Engineers may have different aims and abilities; however, they have a common
task: modeling and solving a physical system. In reality, the systems are complex
and can only be modeled by nonlinear and coupled equations. Nowadays, even
laptops are capable of solving such equations numerically. Therefore, an engineer
can model and solve such problems numerically, just by using a laptop.

The underlying work balances between two extremes: being a programmer
without duty and being a theoretician without any useful results. The first one, let
me call them a pro, is able to write an efficient code but pro lacks the knowledge
of the governing equations. The second one, let me call them a theo, believes in the
lengthy and complicated equations. Theo claims that the humanity cannot com-
prehend the utmost importance of the theory, but theo never performs a useful
calculation. An engineer ought to be the fusion of pro and theo; trying to model and
compute the reality.

This work aims for one single target: modeling and computing various engi-
neering applications. The theory leading to nonlinear and coupled equations will be
discussed and applied by simulating continuum mechanics problems. Open-source
packages are utilized for creating a computational reality, where complex engi-
neering problems are solved. Learning by doing is the key concept in this book;
theory and practice are served on a silver platter!

Theory and the collection of engineering applications have been realized over
the years with the aid of colleagues:' Wolfgang H. Miiller, Christina Véllmecke,
Andreas Brandmair, Holger Worrack, Arion Juritza, Guido Harneit, Biarbel Minx,
Tabea Wilk, Paul Lofink, Felix Reich, Cheng-Chieh Wu, Robert Kersting, Wolfram
Martens, Heino Henke, Ingo Miiller, Dimitri V. Georgievskii, Maria Kashtalyan,
Hans Walter, Wolfgang A. Wall, Volker Gravemeier, Ata Mugan, Holm Altenbach;
with assistance of students: Jorg Christian Reiher, G. Gabin Noubissi M., Andre
Klunker, Aditya Desai, Fanny Roziere, Wilhelm Hiibner, Matthias Steinbach, Elias
Biichner, Philipp Diercks, Vyacheslav Boyko, Mario Kierstein; and with support of

'No specific order has been used by noting the names.
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viii Preface

invaluable friends: Cagri Déner, Ata Iyiyazict, Cagri Uziim. Special gratitude is
owed to Richard Murray, Chaitanya Raj Goyal, and Mark Searle for perusing
different parts of the book and providing amendments to the text.
Moreover, I have been recharged by the motivation and love of my family,
namely, Elisabeth Kindler-Abali, G. Ipek Abali, Lale Abali, and A. Ertan Abali.
Tons of thanks go to everyone helped me for putting science to work!

Berlin, Germany Bilen Emek Abali
May 2016
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Acronyms

A possibly incomplete list of symbols used in the book is given in the following. It
has been a great effort to attain a unique use of every introduced symbol. There are
no standards or rules, how to choose a symbol for a physical variable, however,
conventions have led to many of the choices below.

Latin Symbols

Symbol | ST units Description
A Wb/m =HA/m=Tm= Magnetic or vector potential

! =V s/m = J/(A m)
B T £ Wb/m?2 V s/I£12£ Magnetic flux (area) density

! = N/(A m) = kg/(s” A)
Bj; - Left CaucHy—GREEN deformation tensor
¢ J/(kg K) Specific heat capacity

m/s? Speed of light in vacuum

Cij Pa = N/m> Stiffness tensor
Cjj - Right CaucHY—GREEN deformation tensor
da m> Infinitesimal area element in current frame
dA m? Infinitesimal area element in reference frame
dv m’ Infinitesimal volume element in current frame
dv m? Infinitesimal volume element in reference frame
D; C/m? Charge potential (electric displacement)
d; m/(m s) Symmetric part of velocity gradient
e Jikg Specific (per mass) total energy
ejj m/m EULER—ALMANSI strain tensor
E; N/C = V/m = kg m/(s® A) Electric field

(continued)
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xii

Acronyms

(continued)
Symbol | SI units Description
E; m/m GREEN-LAGRANGE strain tensor
f Pa’ Flow potential
Specific supply of linear momentum,
/i Nike vglumetric %I; )‘t/)ody force
fer: N/kg Specific Lorentz force
F; W/m? Flux of total energy
Fj m/m Deformation gradient
8ij - Metric tensor
G; K/m Temperature gradient
h W/(m? K) Convective heat transfer coefficient
H; A/m Current potential (magnetic field strength)
J - Jacosr determinant (of deformation gradient)
Ji A/m?= Cl(s m?) Electric current (area) density
Jl.fL A/m>= C/(s m?) Free electric current (area) density
M; A/m Magnetic polarization (magnetization)
n; - Plane normal in current frame
N; - Plane normal in reference frame
p N/m*= Pa Pressure
P; C/m? Electric polarization (polarization)
Pa = N/m> Nominal, engineering, PioLa,
Py
or first PloLA-KIRCHHOFF stress
qi W/m? Flux of internal energy or heat flux in current frame
0 W/m? El:ri(leof internal energy or heat flux in reference
- Wikg Speciﬁc suppl)./ of internal energy, internal heating,
or radiant heating
Re - REYNOLD’S number
s Wrkg Specific supply of total energy
Sii Pa = N/m’ Second ProLA—KIRCHHOFF stress
T K Absolute temperature
u J/kg Specific internal energy
u; m Displacement
v; m/s Velocity of massive particles
o7 m/s Velocity of charged particles
w J/m? Stored energy density
w; m/s Domain velocity
X; m Coordinates in a Cartesian system
z Cl/kg Specific (electric) charge
Zi m Coordinates in an arbitrary system




Acronyms

Greek Symbols

Xiii

Symbol SI units Description
o 1/K Coefficient of thermal expansion
By Pa = N/m? Back stress
b Not always used as the same variable
F}k 1/m CHRISTOFFEL symbols
r W/m*= J/(s m®) Production of internal energy
r - Gamma function
0jj - KRONECKER delta
5 - Variation symbol
€ijk - Levi-Civita symbol
‘% li/m =C/(Vm)= Vacuum permittivity
= A s/(Vm)
glejl F/m Materials dielectric permittivity
gl?jl- - Materials relative permittivity
{ Not always used as the same variable
n J/(K kg) Specific entropy
0 Not always used as the same variable
1 Not used at all
K W/(m K) Thermal conductivity
i Pa = N/m? LAME constant for solids
Pas = N s/m? Volume viscosity for fluids
A 1/(Pa s) Plastic multiplier
Pa = N/m? LAME constant for solids
K Pas = N s/m? Shear viscosity for fluids
Ho H/m =T m/A = V s/(A m) Vacuum permeability
y;‘ag' H/m Materials magnetic permeability
nmae - Materials relative permeability
\ - PoissoN’s ratio
£ Not used at all
b V/K Thermoelectric coupling coefficient
m - Number pi
p kg/m3 Mass density in current frame
Po kg/m3 Mass density in reference frame
gjj N/m? CAUCHY’s stress
c S/m = 1/(Q m) = A/(V m) Electrical conductivity
z W/(K m?) Entropy production
Tq, T S Time-delay parameters for heat flux

(continued)



Xiv Acronyms
(continued)

Symbol SI units Description

v Not used at all

¢ v =]J/C Electric or scalar potential

@; W/(K m?) Entropy flux

P - Electric susceptibility

e - Magnetic susceptibility

V] J/kg Specific free energy

w m/s Characteristic velocity

Script and Calligraphic Symbols

Symbol SI units Description

D, C/m? Free charge potential

Ei N/C Electromotive intensity, objective electric field
F* Thermodynamic fluxes

i A/m Free current potential

x* Thermodynamic forces

M; A/m Objective magnetic polarization

Ji A/m® Material electric current (area) density

jl_ft A/m? Free (material) electric current (area) density
L Jm® LAGRANGEAN density

S Js Action




Introduction

The author and the reader are simply denoted by “we” henceforth. In this book we
will exploit the standard tensor calculus notation and rules of continuum mechanics
in order to understand, describe, model, and compute engineering problems. Some
hints and key explanations belonging to the tensor notation are given in the first
sections, however, we skip a brief tensor calculus chapter and start directly with
mechanics in Chap. 1, proceed with thermodynamics in Chap. 2, and finish with
electromagnetism in Chap. 3.

The book consists of 20 sections gathered in the three chapters. We follow a
bottom-up approach, therefore, we suggest to experience the sections in the written
order. In each section we discuss and model another type of an engineering system,
and compute its primitive variables by solving the corresponding field equations.
A field equation is a differential equation, solution of which results in the primitive
variable as a function in space and time. Different systems may have different
primitive variables:

e A solid structure like a bridge, building, or a vehicle deforms under a
mechanical loading. The sought-after primitive variable is displacement.

¢ A fluid flows in a pipe due to the pressure difference applied on both ends of the
pipe. In this case velocity and pressure are the primitive variables.

e A laser welding on a steel plate produces heat leading to a temperature increase.
Temperature is the primitive variable. If we also want to compute the defor-
mation caused by the temperature distribution, then temperature and displace-
ment are both primitive variables. The field equations for the primitive variables
are coupled and nonlinear.

e A conductor creates electric and magnetic fields. Electric and magnetic poten-
tials are the primitive variables to be computed. By conducting an electric
current, a wire heats up leading to a temperature increase followed by a
deformation. Then we need to compute in addition to the electric and magnetic
potentials, displacement and temperature as primitive variables satisfying the
coupled and nonlinear field equations.

XV



XVi Introduction

Even many more engineering examples are theoretically discussed and numer-
ically computed in the present book. We will analyze mechanical, fluid dynamical,
thermodynamical, and electrodynamical systems. All is established by using the
method known as continuum mechanics. The strength of the continuum mechanics
is its abstraction in obtaining governing equations. For many different systems we
can obtain field equations by following a general receipt in three steps:

First we write a balance equation for each primitive variable.
Second, we select adequate constitutive or material equations.

e Third, we insert the constitutive equations into the balance equations for
acquiring the field equations. These are the governing equations of the under-
lying engineering system and their solutions result in the primitive variables that
we search for.

This approach seems to be complicated at first, honestly, it is the simplest
method enabling to cover so many different subjects in one book. The continuum
mechanical framework is the strength of the computational reality created in this
present book.

An engineering system is described by the primitive variables satisfying field
equations. Different primitive variables like displacement, temperature, electric and
magnetic potentials result in a multiphysics problem. The field equations of mul-
tiphysics problems are coupled and nonlinear, in other words, difficult to solve. In
order to compute the coupled, nonlinear system of partial differential equations in
space and time, we will exploit a novel collection of open-source packages
developed under the FEniCS project [1] and start exploring FEniCS by reading
Appendix A.1 on p. 293. All codes in this book are written in Python and tested in
FEniCS version 1.6.0.

Every section starts with a theoretical treatise leading to the necessary governing
equations. We attain in each section a so-called weak form that is used in a code to
solve an example on a simple geometry, like a beam, cube, or rectangle. The weak
form is valid for any geometry, so the code can be used for other geometries, too.
Indeed, in many real-life engineering problems the geometry is much more
complicated than just a box. In such a case the complicated geometry can be made
ready by preprocessing with the open-source program Salome. We have
explained step-by-step how to transfer the complicated geometry into FEniCS in
Appendix A.3 on p. 297 by using Salome version 7.5 and Gmsh version 2.8.°

Chapter 1 deals with mechanics for a continuum body. We start with deformable
solids and observe linear and nonlinear elastostatics followed by hyperelasticity. By
incorporating time we start elastodynamics in rheology and proceed with plasticity.
Solid mechanics uses a LAGRANGEan frame, which is beneficial for material systems.
Then we move on to open systems like a fluid flowing in a pipe described in an
EuLErian frame. Linear and nonlinear fluids are discussed and computed. We crown

2See release notes for newer versions in [1].
3See [2, 3].
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this chapter by using both frames simultaneously for computing a fluid-structure
interaction like a spoon stirring a coffee.

Chapter 2 amends the computational reality by involving thermodynamics. The
applied thermodynamics aims at modeling the temperature distribution in a con-
tinuum body. We apply thermodynamics differently in macroscopic and micro-
scopic length scales. The theoretical thermodynamics answers the question of how
to select the constitutive equations. We introduce and use in every following section
a methodology allowing a formal derivation of the appropriate constitutive equa-
tions. This method is presented in viscous fluids and utilized in viscoelastic and
plastic solids.

Chapter 3 embodies electromagnetism in the computational reality. Electric
current producing heat is discussed. Polarized materials are introduced by motivating
MaxweLL’s equations from balance laws. The coupling effects are discussed, for
example, for the thermoelectric coupling in conductors the governing equations are
deduced from the balance equations with the constitutive equations derived using
thermodynamics. Deformation, temperature distribution, and electromagnetic
potentials are solved monolithically. We further develop the approach for incorpo-
rating polarized materials in electrodynamics and acquire thermodynamically con-
sistent constitutive equations for piezoelectricity as well as magnetohydrodynamics.

A range of applications is presented by using continuum mechanics for obtaining
governing equations, by exploiting thermodynamics for deriving the constitutive
equations, and by utilizing FEniCS project to compute engineering examples by
solving nonlinear and coupled equations monolithically. Information contained in
this book may be difficult to grasp and internalize at once, even for an expert in
engineering. For the purpose of a deeper understanding, every step in the formu-
lations is shown, as well as every line of code in the computations. Moreover, the
reader is encouraged to try to accomplish the challenging tasks at the end of each
section, since Albert Einstein convinced the author by his saying:

“Learning is experience. Everything else is just information.”

References

1. FEniCS project: Development of tools for automated scientific computing, 2001-2016. http://
fenicsproject.org (2016)
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Chapter 1
Mechanics

For a new engineering design, we have to perform various analyses. Many of these
analyses belong to mechanics. As a consequence of a static or dynamic loading,
deformation and stress occur in the continuum body. If the stress lies below the
yield limit, the deformation is recoverable upon unloading. This behavior is called
an elastic response. This elastic response is instantaneous, i.e., rate of loading does
not matter. In order to bring in the effect of the loading rate, we need a viscoelastic
response. This behavior is modeled by changing the constitutive (material) equation.
The deformation is still recovered upon unloading. In case of remaining deformation
after unloading, we need a constitutive equation modeling a plastic behavior. In all
of the aforementioned phenomena, we ignore any change in temperature, thus the
process is isothermal.

In this chapter we will discuss mechanical systems and compute the motion of
particles belonging to a continuum body. We start with the linear elasticity in Sect. 1.1
and setup the three necessary steps for obtaining the so-called weak form. First, the
necessary balance equations are derived. Second, the material equations are employed
to close the system of equations. Third, the variational formulation is utilized to
obtain the weak form. These three steps are going to be used in the whole book
without being mentioned further. In Sect. 1.2 we present the solid body mechanics
in a LAGRANGEan frame' and solve a problem with geometric nonlinearities. In
Sect. 1.3 we introduce an abstraction of the method and discuss the real variational
formulation, moreover, we employ and solve a problem with material nonlinearities.
All of these computations belong to elastostatics. By including time rate in the
equations, we start off with dynamics in Sect. 1.4. Examples of linear and fractional
rheology are presented in Sects. 1.4 and 1.5, respectively. In Sect. 1.6 the plastic
deformation is addressed, where the material starts flowing beyond the yield stress.
We change the understanding of motion from a solid body to fluid by introducing a

Tt is named after Joseph-Louis Lagrange.

© Springer Nature Singapore Pte Ltd 2017 1
B.E. Abali, Computational Reality, Advanced Structured Materials 55,
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2 1 Mechanics

EULERian frame” in Sect. 1.7 and present the computation of flows of linear fluids.
We discuss the linearization of coupled field equations by examining a fluid flow
problem of a nonlinear fluid in Sect. 1.8. An amazing feature of the simultaneous
use of the LAGRANGEan and EULERian frames results in the fluid-structure interaction
presented in Sect. 1.9.

1.1 Linear Elastostatics

A design has to hold under known loading conditions. Suppose that we want to verify
a design by using a simulation. The structure in the design can be a part of a vehicle
(car, plane, train) or a part of a bridge construction. This structure is designed to
hold on “forever.” In other words, the design shall avoid any plastic deformation
such that the deformation will be recovered upon unloading. For example, a truck
crossing a bridge applies a loading such that the structure deforms. After the truck has
crossed the bridge—after unloading—the bridge turns back to its designed shape, any
deformation is recovered. In short, the structure shall be loaded below the yield limit.
For most of the engineering materials, this limit is known as the yield stress measured
with a one-axial tensile test. In the simulation we will obtain the so-called CAUCHY
stress’ tensor, o; > which has 9 components in a three-dimensional continuum,

011 012 013
Ojj = | 021 022 023 | - (L.1)
031 032 033

Unfortunately, in a tensile test we determine a single value for the yield stress that
sets the upper limit for our engineering design. Below this value only elastic (but
not plastic) deformation occurs. For example, the engineering steel, AISI 1006 (cold
drawn), possesses a yield stress® of g¥ield = 285 MPa (MPa = N/mm?). The 9 com-
ponents from the simulation shall be reduced to a scalar value in order to compare
with ¢¥! obtained from the one-axial test. We use the VON MISES equivalent stress,
0%, for this purpose’

3 1/2 1
o = (zamam) + Ol = 0ij = 30w (1.2)

which has to be lower than the allowed upper limit. If we would design a lightweight
structure—in a plane or race car design—then the allowed limit might be chosen

2The frame is named after Leonhard Euler.
3The stress is named after Augustin-Louis Cauchy.
4See [12] for materials data.

SKRONECKER delta, &; 7, is simply the identity matrix having 1 on its diagonal and zero as the
non-diagonal components. It is named after Leopold Kronecker.



1.1 Linear Elastostatics 3

near to the yield stress. In other words, the equivalent stress has to be lower than the
yield stress, 0% < ¥, Often the allowed limit is lower than the yield stress. The
allowed stress is found by dividing the yield stress by a safety factor. This factor is
proposed by “know-how” and it depends on the specific construction.

Throughout the book we will use a standard indicial notation. In order to explain
the notation in Eq. (1.2), we write some terms explicitly:

3
Okk = E Ok = 011 + 02 + 033,
k=1
3.3 (1.3)
01ij|10ij| = E 2 ,U\ij\a\ijl = oo + o202+
i=1 j=1

+o310013) + op11op1 + -+ 03310133 -

We are too lazy to write the summation symbols in continuum mechanics and hence-
forth we understand a summing up over doubly repeated indices, i.e., we apply
EINSTEIN’s summation convention.®

In this section we want to simulate a simple geometry and answer the following
question: How can we obtain the stress tensor in elastostatics? For this aim, we briefly
outline the linear elasticity and present the variational formulation leading to the weak
form. The general procedure of obtaining the weak form consists of three steps. The
step number one is to choose the appropriate balance equations. The second step
is finding the constitutive or material equations capable of modeling the elasticity.
The third step is to utilize both of them and to employ the variational formulation
leading to the weak form. Out of that weak form, we obtain a numerical solution of
the primitive variable. The primitive variable in elastostatics is the displacement in
three-dimensional continuum that we want to compute numerically. As the numerical
solution technique, we are going to apply the finite element method. In the end, we
write a code and solve the displacement.

Step I: Balance equations

We aim at the computation of stress in three-dimensional space, which is calculated
from the primitive variable: displacement. Without arguing, i.e., in an axiomatic
manner, we simply assume that the primitive variable exists. We set our goal to com-
pute the primitive variable (displacement), therefore, we need a differential equation,
which will be deduced from the balance equations. The displacement, ; (x), in three-
dimensional space is expressed in a Cartesian coordinate system x; = (x, y, z). A
continuum body deforms under a known (given) external mechanical loading force.
The connection between the deformation and the given forces is formulated by using
the balance of linear momentum:

6The summation convention is named after Albert Einstein.



4 1 Mechanics

L=pf;, (1.4)

where the summation convention is utilized over the index “j.” Velocity, v;, is the
rate’ of displacement, v; = u}. Mass density, p, is the weight per volume and the
rate of velocity is simply the acceleration. The CAUCHY stress tensor, o;;, needs to
be related to the displacement by means of a constitutive or material equation. A
volumetric or body force, p f;, is a given quantity. A typical example in mechanics
is the gravitational force. The specific force (per mass), f;, in a coordinate system
directed toward the Earth’s center with the z-axis reads

fi=(009.81) Nikg . (1.5)

In general, the external loading on the surface of the continuum body deforms the
body much more than the body force. Therefore, the deformation due to the weight
is omitted. The balance of linear momentum reads

aaj,-

8x_,-

v — -0, (1.6)

An elastic response is instantaneous. Of course this is a simplification, we know
that an instantaneous motion is impossible. In reality, every particle moves with a
velocity, however, its motion is quicker than we can measure. The easiest way of
visualizing this phenomenon is a tensile test in a hydraulic machine. Suppose we
perform experiments at different loading rates and compare stress-strain plots. For
an elastic material, e.g., for an engineering steel, all results are identical. Although
the loading rates are different, the response is the same. The speed of loading is
limited with the response time of the fluid used in the hydraulic system, which
is greater than the response time of steel. In other words, the elastic response of
steel is instantaneous with respect to the measurement system. Actually, it is only
quicker than our measurement system such that the hydraulic system is not capable
of detecting it. Since we fail to observe the rate of velocities, we simply neglect them,
v; = 0, in statics. Now the balance of linear momentum reads

an,' -0
8xj ’ (17)
_Uji,j =0.

We have introduced a shorthand notation for the space differentiation where again
EINSTEIN’s summation convention is applied,

7Rate means a change in time, given by the derivative in time.



1.1 Linear Elastostatics 5
Oji,j = 01,1 +02i2+ 033 . (1.8)

For the sake of clarity, we rewrite the three equations:
—0j1,j =0, —0j2;=0, —0j3,;=0. (1.9)

With three equations we will compute the three components of the primitive variable
in space:
ui(x;)
up = | ux(x;) | , (1.10)
uz(x;)

since the deformation is instantaneous we cannot speak of time. In order to solve
u; we need differential equations in or field equations of u;. For obtaining field
equations, we need to discuss the second step and set ¢;; in relation to u;.

Step 11: Constitutive equations

We present a material or constitutive equation connecting CAUCHY stress, o;;, with
the primitive variable, u;. Displacement of a particle is intuitive. It is the motion from
the initial position (before loading) to the current position (after loading). Displace-
ment gradient, i.e., neighboring particles having different displacements, creates a
tension in the matter, called stress. We need to relate the stress to displacement gradi-
ent by means of a constitutive equation. For the moment we just state that the stress
tensor is symmetric, 0;; = oj;. The reason behind this assumption will be discussed
later. Since the stress tensor is symmetric we also want to use the symmetric part of
the displacement gradient:

Eii=UG )= — = —
t @, J) axj) 2

Oug 1(%+%)=l(w-+u~) (111)
8)Cj 8)(1‘ 2 " Sty ’
which we call the strain tensor. It is also called the kinematic condition. This strain
measure is linear and appropriate for small displacements. Linear elasticity is mod-
eled by the constitutive relation between the stress and strain, referred to as HOOKE’s
law:3
oij = Cijuen » (1.12)

with the elasticity or stiffness tensor of rank four (four indices), Cjjx. In three-
dimensional space four indices make 3 x 3 x 3 x 3 = 81 components for C;j;.
In one-dimensional case, for example in a one-axial tensile testing, the relation
simply reads o) = Eey;, where the elasticity or YOUNG’s modulus, E, is the

8The law is named after Robert Hooke.



6 1 Mechanics

only component, Cy;, of the stiffness tensor. For a three-dimensional structure
we need all components of the stiffness tensor—they shall be determined exper-
imentally. It is quite difficult to construct 81 different experiments for determin-
ing the material parameters. Fortunately, this number gets reduced. The CAUCHY
stress tensor is symmetric, o;; = 0j;, and it is related to the symmetric strain
tensor, ¢;; = €;. Therefore, reduction of the number of experiments is possible.
Since 0; = Cijen = 0ji = Cjimen and ey = (Cijr) ~'0i; = e = (Ciji) “'oy; it
is obvious that Cjj; = Cjix and Cjj; = C;ji. In each block of “ij” or “kI” we have
6 independent parameters. Hence, we can rewrite the stiffness tensor of rank four in
a 6 x 6 matrix, known as the VOIGT notation:’

Ciin Cri22 Cizs Crizz Criiz Crinz
Cai11 Cox2z Cozzz Coa23 C213 Caop2

C,) = Ci311 C3322 C3333 C3323 C3313 Ca3n2 (1.13)
Caz11 Cozzn Coazz Co3nz Co313 Coznn
C1311 C1322 Cr333 Ci323 Ci313 Cian2
Cio11 Ci222 Ci233 Ci223 Ci213 Cio12

where / and J run from 1 to 6. This matrix is just an ordered list without any
tensorial character. Tensors are objects with the same transformation properties as
the coordinate frame transformations, thus they are reliable for constructing material
relations. When the material response is defined with tensors and it holds in one
coordinate system; then it holds in any coordinate system. Here we have introduced
VOIGT notation just for an easier notation of a rank four tensor. In the computation we
use the tensor notation. By employing symmetric stress and strain, we have reduced
the number of different components to 36.

We will reduce the number furthermore by explaining the meaning of linear in
linear elasticity. First we need to give the definition of work. As a consequence of
a loading on the surface of the continuum body, 9B, there occurs a displacement,
u;, in the unit of length. By multiplying it with the force, F;, directed toward the
displacement direction gives the work done in the system,

W = Fu; =/ u;dF; =/ u;t;dA ,
0B aB (1.14)

dim (W)=J(oule) , dim (7;)=N(ewton)/m(eter) ,

where the traction vector #; is an area density of the force. Using the CAUCHY tetra-
hedron argument, it is possible to change the traction vector to the stress tensor,
ti = njoj;, where n; is the plane normal on the surface OB directed outward the
body. By using the tetrahedron argument we can transform the surface integral into
a volume integral with the help of GAUSS’s law'?

°It is named after Woldemar Voigt.
10The law is named after Carl Friedrich GauB.
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0(0jiu;
w :/ u;t;dA :/ u[njdj[dA :/ MdV =
0B 0B B ax]

=/ (aajiui—i-aji%)dV:/ wdV | dim (w)=)/m3 .
B i an B

(1.15)

The first integrand vanishes owing to the balance of linear momentum, the work or
energy density (energy per volume) reads

W = 0jiljj . (116)

Any tensor of rank two, thus the displacement gradient can be decomposed into a
symmetric and an antisymmetric part:

1 1
Ui,j) = E(ui,j tup), upj) = E(ui,j —uji) (1.17)

Wi j = Ug,j) + Ug,j -

Since the CAUCHY stress is symmetric, 0j; = o, its contraction with the antisym-
metric part of the displacement gradient vanishes

1 1
ojilli j] = E(Uﬁuz‘,.z‘ — ojiji) = E(Uz‘.fui,j —ojij;) =0, (1.18)

This fact allows us to rewrite the energy density,

W =0jiuj; = Uji(u(i,j) + M[i,j]) = 0jill@,j) = 0ji€ij » (1.19)
dim (ajiei_,)éN/mz x m/m = Nm/m® = J/m’ . ’

Suppose we have a monotonic strain, for example in a tensile test, the machine is
steered by the displacement. Then the energy density, w, can be calculated w =
[ 0jide;;. In a one-dimensional tensile test, this integral is the area underneath the
curve on x y-plot with strain on abscissa and stress on ordinate. Now consider another
tensile test where force is controlled such that the energy density is w* = f gijdoj;.
This integral is the area underneath the curve on x y-plot with stress on abscissa and
strain on ordinate. When the curve is a straight line, then w = w*, and the material
response is linear. The linear relation between stress and strain is given by a material
parameter, called modulus. The components of stiffness tensor, moduli, are constant
numbers, they are not functions of strain. Since C; jx; consists of constants, we obtain

w =/Ujid€ij =/Cjik1d€ij =Cjik1/5k1d5ij,
*
w =/5ijd0ji =/5ijd(cjikz€k1) = Cjikz/EijdEkl = Cklji/gkldgijv

(1.20)
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hence for linear elastic materials, the energy density is

w=w"= Cjiy = Cji . (1.21)
In the VOIGT notation, this condition generates a symmetric stiffness matrix:

Cinn Cu22 Ciisz Criz Crisz Crne
Cax Conzz C23 Co13 Coop2
Cry=C, = C3333 C3323 C3313 Casn2 ‘ (1.22)
Ca323 Co313 Co312
symm. Ci313 Ci312
Con

The number of different (independent) components, simply the number of material
parameters in the stiffness tensor is reduced to 21 for the case of linear elasticity in
three-dimensions.

Many engineering materials consist of a crystalline structure. This structure brings
additional symmetries, which reduce the number of independent parameters further.
For the case of no symmetries—the full group of anisotropic material—21 different
moduli need to be determined. There are more than thirty different crystal classes
and their symmetries are inspected under group theory calculations.!! For the case
of isotropic material, the number of different material parameters is only two, the
LAME parameters,'? ), u1. The stiffness matrix of linear elastic isotropic material in
the VOIGT notation:

A2 A A 000
A+2 A 000
A+24000

w00’

symm. ©0

I

Ciy=Cy = (1.23)

can also be written in the tensor notation (expressed in Cartesian coordinates)
Cijut = A0ijon + p(0ixdj1 + 6irdji) - (1.24)

Hence the CAUCHY stress for linear elastic isotropic materials, like steel, aluminum,
magnesium reads
oij = Cijuen = Aewdij + 2ueij (1.25)

For a clear treatment of all the classes you can refer to the lessons of Bernhard J. Wuensch
in MIT freely available under: http://www.academicearth.org/courses/symmetry-structure-and-
tensor-properties-of-materials

12They are named after Gabriel Lamé.


http://www.academicearth.org/courses/symmetry-structure-and-tensor-properties-of-materials
http://www.academicearth.org/courses/symmetry-structure-and-tensor-properties-of-materials
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where we have used
€l = €k = €11 FE€n + €33 . (1.26)

The constant parameters, A and p, can be expressed in terms of the widely known
engineering parameters:

\ o Ev _ 2Gv _ (E-2G)G
A+v)yd-2v) (1 -2v) 3G-—E ’
E

20+

(1.27)
I

’

this notation is more useful since YOUNG’s modulus'? E, shear modulus G, POISSON’s
ratio'* v can all be determined by appropriate measurements.

Step I11: Weak form

The balance of linear momentum in Eq.(1.7) is augmented by the constitutive
(material) Eq. (1.25) for a linear elastic and isotropic material. We sum up the gov-
erning equations for linear elastostatics

—0jij = 0 , Oji = )\Ekk(sj',’ + 2/LE]',‘ s Eij = U,y - (128)

This field equation needs to be satisfied for all particles within the continuum body,
Vx; € B. Additionally, for particles on boundaries, Vx; € OB, we need to define the
boundary conditions:

ui|xk = ﬁi , Yxi € JBp ,

A (1.29)
I’le'j,‘|xk =1, Vx, € OBy .

For the so-called DIRICHLET boundary condition,!® the displacement on 0Bp is
given, ii;. Analogously, for the so-called NEUMANN boundary condition,'® the trac-
tion vector on By is given, 7;. We have to define the whole boundary by using the
boundary conditions. In this section we assume that the DIRICHLET and NEUMANN
boundaries are disjunct, 9Bp N 0By = ¥, and they compile the whole boundary,
0Bp U 0Bn = 9B. In other words, a particle on the boundary belongs either to a
DIRICHLET or to a NEUMANN condition. This condition is just necessary to under-
stand the example better, it is by no means necessary for the variational formulation

131t is named after Thomas Young.

141t is named for Siméon Denis Poisson.

151t is named after Peter Gustav Lejeune Dirichlet.
161t is named for Carl Gottfried Neumann.
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below. We will complement Eq. (1.28) with Egs. (1.29) in order to obtain the weak
form necessary for the finite element method. This method is a numerical approxi-
mation to the solution, where the residual equation is weighted by multiplying by a
test function, 3u;. The variational notation § will be explored later. For the moment,
du; is an arbitrary function that can be varied. We multiply the residual by the test
function globally (in the whole computational domain, i.e., the continuum body B)
as follows

—/ Oji,j SM,dVZO, (130)
B

in Cartesian coordinates. The volume element,'” dV, is
dVv = dxldedX3 . (131)

Since the solution on the DIRICHLET boundary is known, i.e., the exact values of the
displacement is given on the DIRICHLET boundary, we skip the computation of the
displacement on the DIRICHLET boundary. Usually, this fact is motivated mathemat-
ically that the test function vanishes on the DIRICHLET boundary. The DIRICHLET
boundaries are implemented directly such that they are never presented in the vari-
ational formulation. The NEUMANN boundary condition has to be satisfied, too. We
cannot apply it directly. In order to incorporate the NEUMANN boundary, we use
integration by parts for tensors: First, we employ the product rule

/(Uj,' Su,‘),jdVZ/ Oji,j 8M,dV+/ Oji aui,jdV, (1.32)
B B B

secondly, we apply GAUSS’s (or GAUSS—OSTROGRADSKIY’s) theorem'®

/ (Uj,' Bu,-),jdV = % n;o;i Su,dA , (133)
B 0B

where ¢ denotes the whole boundary. This notation is actually not necessary since we
impose the integration over the whole boundary by writing the integration domain as
OB = 9Bp U 9Bn. We will mostly omit ¢ and use [ instead. The following equation
deduced from above is also called GREEN’s identity'’

—/ Oji,j du;dV = / Oji Sui,jdv —/ n;ojj dSu;dA . (1.34)
B B IB

17Mathematicians use the notation dx = dx;dx»dx3 for a three-dimensional volume element in
space x = (x1, x2, x3), in order to generalize this to dx = dx;dx;...dx, for an n-dimensional
volume element in space x = (X1, x2, . .. X;,). Also for the area element they use ds by referring to
surface element. This notation is also used in the code that we will employ.

!8The theorem is named after Carl Friedrich GauB and Mikhail Vesilyevic Ostrogradskiy.

191t is named after George Green.
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Fig. 1.1 Deformations, scaled 100 times, colors denote the magnitude of the displacement field

On the DIRICHLET boundary we know the displacement such that §u; 9By = O results

in
0= —/ Oji,j Su,dV =/ 0ji 8I/t,"jdV —/ n;o;; 8u,dA . (135)
B B BN
Now by recalling the boundary condition in Eq. (1.29),, we obtain
/ i du; jdV =/ f; Su;dA | (1.36)
B OBx

where the stress tensor is defined by the constitutive equation as given in Eq. (1.25).
The latter integral form is called a weak form since we have reduced the necessary
continuity of displacements by interchanging o ;; ; with ¢; in the formulation. The
weak form can be discretized by using GALERKIN’s method,? where the test func-
tions Ju; are chosen in the same vector space as the solution function, u;. We apply
GALERKIN’s method with linear continuous elements and solve directly by employ-
ing the GAUSS elimination method?! (LU for lower/upper decomposition). The code
is written in Python by using Unified Form Language developed under the FEniCS
project. After the code has run, we visualize the displacements with ParaView.?
We use a simple geometry, a rectangular beam of length ¢ clamped on one side and
loaded on the other side. The deformed structure can be depicted in Fig. 1.1 and its
code is given below.

20The method is named after Boris Grigoryevich Galerkin.
21t is named after Carl Friedrich GauB.
228ee [17].
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1 Mechanics

Computational reality 01, elastostatics beam deflection under

mechanical loading

_—author__. = ”"B. Emek Abali”

__license__. = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

# import all packages from fenics into cache

from fenics import x

# geometry is a 3D box, looks like a beam, with 15x15x75
— elements in x,y,z

xlength=500.0 #in mm

ylength=100.0 #in mm

zlength=100.0 #in mm

mesh = BoxMesh (Point (0, 0, 0), Point(xlength, ylength,
< zlength), 50, 10, 10)

# vector space with polynomial degree 1

V = VectorFunctionSpace(mesh, 'P', 1)

# element surfaces , facets are 2D surfaces for 3D cells
# or they are 1D line boundaries for 2D elements (cells)
# or they are the edges of 1D elements (cells)

cells = CellFunction('size_-t ', mesh)

facets = FacetFunction('size_t', mesh)

dA = Measure('ds', domain=mesh, subdomain_data=facets)
dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

# search for domains on the surface for clamping and loading

left = CompiledSubDomain( 'near(x[0], 0) && on_boundary')

right = CompiledSubDomain( 'near(x[0], length) && on_boundary'
— , length=xlength)

# marking the parts of the surface

facets.set_all (0)

# integrating over dA(1l) shall mean a surface integral

# over the domain 'right'

right .mark(facets , 1)

# traction vector

tr = Expression(('A+ Bxx[1] + Cxx[2]"','0.0','0.0"'), A=2.0, B
<~ =0.5, C=0.5) #in MPa

# a zero for the left clamped in the wall

null = Constant ((0.0,0.0,0.0))

# stating the Dirichlet boundary values

# they will be applied after the assembly

bc = [DirichletBC (V, null, left)]

# definition for the variational formulation

u = TrialFunction (V)

del_u = TestFunction(V)

# material parameters of an AISI steel
nu = 0.3

E = 210000.0 #in MPa

G =E/(2.0%«(1.04+nu))

# Lame parameters
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la = 2.0«Gsnu / (1.0 — 2.0%nu)

mu = G

# Kronecker delta in 3D

delta = Identity (3)

i,j,k = indices(3)

# strain tensor

eps = as_tensor (1.0/2.0«(ufi].dx(j)4u[j].dx(i)) , (i,j))

# Cauchy stress tensor

sigma = as_tensor (laxeps[k,k]xdelta[i,j]+2.0smuxeps[i,j] , (i
— i)

# Variational form

a = sigma[]j,i]xdel_ufi].dx(]j)=dV

L = tr[i]xdel_uli]xdA(1)

disp = Function (V)

solve(a==L, disp, bcs=bc)

# write out

file. = File('/calcul /CR0O1/CRO1l_elastostatics.pvd")

file. << disp

# get the value of deflection on the tip

print 'tip deflection reads', disp(xlength,6ylength /2.0,

— zlength /2.0) [2]

To-do

Get a pen and paper and redo the steps for integration by parts for tensors. Try to
rewrite the code in Python and change the loading conditions in order to implement a
tensile loading. Then apply a torque on the tip. Finally, apply a shearing force on the
tip. Now get a technical handbook of mechanics and find for a simple beam, called
a BERNOULLI beam, the analytical solution with the beam theory for the case of a
shear loading on the tip. Try to find convenient answers for the following questions:

e Compute the deflection, u3, on the tip, x; = £, and determine the accuracy of the
numerical solution by comparing it to the analytical solution.

e Try to change the number of elements by increasing and decreasing them; how
does the numerical solution change?

e Is the geometry chosen in the code appropriate for the beam theory? The
BERNOULLI beam is slender, what is the ratio of length to thickness for a slender
beam.

e We compute in a three-dimensional continuum; however, the beam theory is only
one-dimensional. Which material parameter is excluded in the analytical solution?

Moreover, try to implement the following code and obtain the same results:
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import numpy

def

C_voigt = numpy.array ([ \

[la4+2.«mu, la, la, 0, 0, O],

[la, la4+2.xmu, la, 0, 0, 0],\

[la, la, la+2.«smu, 0, 0, 0],\

[0, 0, 0, mu, O, O],\

[0, 0, 0, 0, mu, O0],\

[0, 0, 0, 0, O, mu] )

C = VoigtToTensor (C_voigt)

eps = as_tensor (1.0/2.0x(uf[i].dx(j)4+ul[j].dx(i)) , (i,j))
sigma = as_tensor (C[i,j,k,1]xeps[k,1] , (i,j))

VoigtToTensor (A) :

All, A12, A13, Al4, Al5, Al6 = A[0,0], A[0,1], A[0,2], A
— [0,3], A[0,4], A[0,5]

A22, A23, A24, A25, A26 = A[1,1], A[1,2], A[1,3], A[1,4],
— A[l,5]

A33, A34, A35, A36 = A[2,2], A[2,3], A[2,4], A[2,5]

Add, Ad5, A46 = A[3,3], A[3,4], A[3,5]

A55, A56 = A[4,4], A[4,5]

A66 = A[5,5]

A21, A31, A41, A51, A61 = Al2, Al13, Al4, Al5, Al6

A32, A42, A52, A62 = A23, A24, A25, A26

A43, AbB3, A63 = A34, A35, A36

AB4, A64 = A45, A46

A65 = A56

return as_tensor ([ \

[
[

[A11,A16,A15], [Al16,A12,A14], [A15,A14,A13]] , \
[ [A61,A66,A65], [AG6,A62,A64], [A65,A64,A63]] , \
[ [A51,A56,A55], [A56,A52,A54], [A55,A54,A53]] \
ISR
[ [A61,A66,A65], [A66,A62,A64], [A65,A64,A63]] , \
[ [A21,A26,A25], [A26,A22,A24], [A25,A24,A23]] , \
[ [A41,A46,A45], [A46,A42,A44], [Ad45,Ad4,A43]] \
ISR
[ [A51,A56,A55], [A56,A52,A54], [A55,A54,A53]] , \
[ [A41,A46,A45], [A46,A42, A44], [A45,A44 A43]] , \
[ [A31,A36,A35], [A36,A32,A34], [A35,A34,A33]] ] \
]

)

GPa:

Since the stress is coded by using the VOIGT notation, we can easily implement an
anisotropic material. Copper is a cubic material with the following parameters in

169.1 122.2 1222 0 0

169.1 1222 0 0

169.1 0 0

Cry= 0 (1.37)
5.

4
7

symm. 7

Noocoooo

4
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Try to find out the crystal structure of a cubic material. The above parameters are
valid when the coordinate system is along the material axis. Solve a bending beam
out of a one-crystal copper material with the given material parameters.

1.2 Nonlinear Elastostatics

The linear elastostatics is accurate for small deformations. This assumption has been
incorporated in Sect. 1.1 into “Step II”” by using a linear strain measure and a linear
constitutive equation. The first one; the linear strain measure simplification can be
improved by choosing a nonlinear strain measure that is referred to as a geometric
nonlinearity. The latter assumption; the linear constitutive equation can be changed to
anonlinear material equation that is called a material nonlinearity. In this section we
will amend the simulation by generalizing our model for structures with a geometric
nonlinearity. This generalization is necessary for deformations of the same order
as geometric dimensions, in other words, for deformations that we can observe by
a visual inspection. For structures like plates, which have a small size in one of
dimensions, such large deformations occur. For their accurate computation we need
to include the geometric nonlinearity in modeling.

The goal is to compute the deformation of each particle belonging to the continuum
body. We can visualize the deformation as a change from a body of shape B at
initial time, #(, to a body of shape B at current time, ¢. The (initial) shape By is
known such that we can identify the particles with their positions at #, expressed in
Cartesian coordinates. The initial positions of particles, X;, are used to define the
motion of particles, i.e., the sought-after displacement is a function of particles and
time, u; (X, t). The primitive variable is again the displacement field satisfying the
balance of linear momentum in the current continuum body B at ¢, written in the

global form
(/ pv,-dv) :/ Uj,njda—i—/ pfidv, (1.38)
B B B

where p, 0;;, and f; stand for mass density, CAUCHY (symmetric) stress tensor,
and body force, respectively. Caused by the displacement u;, the material particles
(identified by their initial positions) X; move to their current positions x;. For the
same quantity (position) we use a capital letter X; at fy and a small letter x; at 7.
Therefore, we obtain

Xi :Xl'+l/l,' . (139)

Next we introduce a concept of invariance. In order to identify or observe a physical
quantity, we need a coordinate system. We simply choose Cartesian coordinates.”?

231n analytical mechanics the choice of the coordinate system is of importance. In a particular
coordinate system the analytical solution might be much easier than in another coordinate system.
In numerical mechanics this is very rarely the case, so we simply select Cartesian coordinates.
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The orientation of axes is completely arbitrary. However, the coordinates of a partic-
ular position depend on the chosen axes, in other words, the description of a position
depends on the coordinate system, we call that frame dependence. By using two
coordinate systems, we can express the same position with respect to these two sys-
tems; the numerical values of position coordinates vary in different frames.?* It is
beneficial to use a quantity that is invariant under a frame change. Length is such a
quantity. Suppose we have a deformable structure and a small rubber band of length
dS attached to the system. It can be glued on the surface of the structure such that
the deformation of the structure is mimicked by the rubber band—this idea is used
in strain gauges. We measure the rubber band before the loading, d.S, and also after-
wards, ds. Indeed, this measurement is invariant and frame independent, thus, we
have no necessity to introduce a coordinate system for the length measurement itself.

For the numerical treatise we have a (Cartesian) coordinate system, in which we
realize a length measurement. Suppose that we mark two neighboring particles and
draw an arrow between them. Before the deformation, at #, the arrow or vectoris d X;.
This vector changes to dx; at ¢ after the deformation. Both vectors, dX; and dx;, are
expressed in the same coordinate system. The length of this vector corresponds to the
length of the rubber band since the rubber band is (infinitesimally) small by having
chosen neighboring elements. In order to express this fact, we use the differential
“d” in front of the length dS at 7y and ds at ¢. The length can be calculated, either by
means of the vector at the current time

(ds)* = g—;dxi%dxj = g;;dx;dx;
1.40
dS)? = g—jdxig—;dxj = ¢;;dx;dx; o
or with respect to the vector at the initial time
(ds)? = %dxi%dxj = C;dX,dX; ,
1.41
dS)? = s—;dX,-;—;de = G;;dX;dX; . e

The difference between them denotes the length change and is the measure of
stretching,
(d])* = (ds)* — (dS)” . (1.42)

24There is a small difference between a coordinate system and a frame. A frame is only the observer
in any coordinate system. Of course, in order to define physical quantities, the observer uses a
coordinate system in its frame. We use them together in a sense that we immediately append a
coordinate system to the frame.
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We can express this measure either at the current time
dn? = (gij - Cij)dxidxj , (1.43)
or at the initial time
(d)? = (Cij - G,-j)dxidxj . (1.44)
The deformation tensors, g;;, cij, Cij, Gij, represent the state of the continuum body

with respect to the initial vector, dX;, or with respect to the current vector, dx;.
Between these vectors we find a mapping® as follows

d 6)(,‘ dx F 8xi (1 45)
Xi = oo j s ij = Av .
an / / 8Xj
where Fj; is called the deformation gradient. Analogously, we obtain
0X; 0X;
dX; = —dx;, (F);=—". 1.46
8xj X j ( )1] an ( )
Obviously, F and F~' are inverse leading to
ox; 0X;  0x;
Fi(FY)y=—2L=220. 1.47
J( )]k an 8)Ck 8xk k ( )

We can comprehend the stretching or deformation in two different manifestations,
asin Eq. (1.43) or in Eq. (1.44). Both have the same information but lead to different
formulations. We demonstrate both in the following.

One possibility is to present the deformation with respect to the current vector,
dx;. One of the marked particles possesses the coordinates, x;, at the present time, ¢.
Since the marked particles are infinitesimally close to each other, it is not important
which particle’s coordinates we choose. It is important to recall that we choose
the coordinates at the present time. Thus, this manifestation is configured with the
current coordinates such that it is referred to as a current or present frame. The
distance vector after the deformation, dx;, is defined in the current frame. However,
the distance vector before the deformation, dX;, needs to be rewritten. We utilize
Egs. (1.40) in the current frame,

(dS)2 = dx,»dxi = 5,-jdx,-dxj

(1.48)
= gij =i ,

25This mapping is according to the fensor transformation rules, as we will see it in Sect.1.4
on p. 34.
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as well as ox ax
(dS)? = dXedXe = 2k gy, P2k gy J
3xl 8xj 1 49)
oy = 2EOX gy "
Cij = i .
J ax, 8xj k ki
Therefore, the length measure in Eq. (1.43) becomes
dn? = (g,-,,» - cij)dxidx ;= (5,«.,- - (F’l)ki(F*I)kj)dxidxj . (1.50)
In the current frame the displacement gradient reads
0
(e 1) = % = X 1) |5
k (1.51)
% =6 — (F7Y;
an ik ik -

We introduce the left CAUCHY-GREEN deformation tensor B;; and its inverse
(B™") i, which is also called FINGER-HENCKY deformation tensor,? as follows

_ Ox; ax] _ F.F.,— FFT
ij an 8Xk = Lkl jk — s
(1.52)
I an 8Xk 1 1 T e
(B )i = =F WwiF w=F"F
8 8
Now the EULER-ALMANSI or HAMEL’s strain®’ tensor e; ; 1s introduced
_ OXy(xp, 1) OXy(xp, 1)
B 1 ii — =
( )j (9x,~ 8xj
0 0
= — — , 1 _ — , 1 =
o (xk up(x; )) ox; (xk ur(x; )) (153)
Ouy, Ouy, Ou; Ou;  Ouy Ouy
=0 — 1) =0 ——L —— 4+ ——" =
( M o )( b ax_,-) T ox; Ox; + Ox; Ox;
= 0;j — 2eij ,
leading to
1
€ij = U@, j) — Euk,iuk,j , (1.54)

261t is named after Augustin Louis Cauchy, George Green, Josef Finger, and Heinrich Hencky.
271t is named after Leonhard Euler, Emilio Almansi, and Georg Karl Wilhelm Hamel.
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that defines the length change in the current frame
(d1)? = 2e;;dx;dx; . (1.55)

The EULER-LMANSI strain, ¢;;, is defined by means of the current displacement vector
and it is non-linear in displacement gradients, u; ;.

The second possible choice relies on the description by means of the initial frame,
where the description is based on the initial coordinates, X. This configuration is
also called a LAGRANGEan frame. Initial coordinates of particles are known such that
we refer to every single particle uniquely by using its coordinates. The configuration
is also called a reference frame.”® Moreover, it is a material system since all particles
are included in the formulation. Before and after deformation, the totality of particles
remains the same, i.e., a closed system. Within a closed or material system, no mass
change applies. In the LAGRANGEan frame all functions have to depend on X;. The
distance vector, dx;, has to be transformed from the current to the LAGRANGEan
frame. By employing Eqgs. (1.41) we obtain

Oxy Oxy Oxi Oxy
ds)? = dxpdxy = —dX;—dX,;, = Cjj = — — = F; Fy; ,
(ds) Mk ox; 'ox; ! 0X,; 0X, ki Tk (1.56)
(dS)? = dX;dX; = 6;;dX;dX; = G;j = &;; .

Hence, the length measure Eq. (1.43) becomes
@n? = (cy - G,»j)dxidxj = (Fk,»ij — 67)dX;dX; (1.57)
In the LAGRANGEan frame the displacement gradient is expressed as

0
w (X0 = 6K 0 = Xi |

8ui
00Xy

(1.58)
= Fix — ik -

The deformation tensor in the LAGRANGEan frame is referred to as the right CAUCHY—
GREEN deformation tensor:
_ Oxg Oxi

= ———— = FuyF,;=F"'F. 1.

28The simplest choice is to refer to the particles at the initial time, since we know their initial
positions. The LAGRANGEan frame has no restrictions of using the initial frame as the reference
frame. Positions of particles at any moment can be chosen as the reference frame. In this work we
will use the initial frame as the reference frame.
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Therefore, the so-called GREEN-LAGRANGE strain tensor, E;;, reads

8xk (9xk 0

0
Ci; = 5'_X,G_Xj = a—Xi(uk(Xz,t) + Xk)a_Xj(Mk(le 1)+ Xk) =

Ouy, Ouy, Ouy Ouy Ouj Ou;
= (2 s V(2 g, ) = D O O O s oR s,
(axi+ k)(axj+ ”) X, 0X, " ox, Tox, U= EuT

Eij = Suwitj + ) -
(1.60)
The length change is now in the LAGRANGEan frame

(dI)? = 2E;;dX;dX; . (1.61)

Strain tensor is quadratic in displacement gradients, uy ;. Therefore, large displace-
ments can be calculated more accurately than with the linear strain tensor used in
Sect. 1.1.

We have seen two different configurations to setup the same problem. In the current
frame we have obtained a strain by means of displacement derivatives with respect to
x;. In the initial, reference, or LAGRANGEan frame, however, strain is displacement
gradients in X;. In both configurations the shorthand comma notation is used with
different meanings. The factors 2 in front of the strains have no particular meaning.

Although both formulations are correct, the LAGRANGEan frame is used in solid
mechanics owing to its simplicity. The current frame uses the present positions of
particles to define the functions; however, before calculating displacements, u;, we
lack the knowledge of the current positions of particles, x;. Hence, the initial frame
is more beneficial, especially for material systems. We can always switch between
different strain measures by using

By = 5(Cy ~85) = 5 (FuFis — 6) (1.62

such that

1 1
Ej;(F ) ju(F )y = 5(5k16km — (F Y (F ™ Yy) = 5(6lm — (B Ym) ,

E;(FYm(F i =em,
(1.63)
or equivalently,
Enk = €Im ka Fln . (164)

In this section we use the LAGRANGEan frame with the GREEN-LAGRANGE strain
tensor and solve a deformable solid body in its initial frame.

We define a continuum body at initial time, By = B(¢y), with the coordinates
expressed in a Cartesian coordinate system, X;, and want to find its deformed shape
B at ¢ in the LAGRANGEan frame, i.e., we search for the displacement field, u; (X ;, 1).
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In the LAGRANGEan frame we use the GREEN-LAGRANGE strain tensor, E;;. The
balance equations are given in the current frame; we will transform them from the
current to the initial frame in the following. We postpone the derivation of these
identities? to Sect. 1.4 on p. 34 and transform the volume and area elements in the
current frame, dv, da, as follows

dv = det (ﬁ)dv = Jdv ,
X
(1.65)
Ox

N !
da = (=L — -1y, .
njda = ( an) JN A = J(F~) NdA

where dV and dA are the volume and area elements in the initial frame. Plane normal
in the current frame, n;, and plane normal in the reference frame, N;, are both of
length 1, but they point to different directions.*® The JACOBI determinant,?! J, is the
volume contraction; if the initial mass density py is given, the current mass density
can be determined by p = py/J, which is the balance of mass in the initial frame.
We postpone its derivation to Sect. 1.4 on p. 34, by using p = poJ we will satisfy the
mass balance in the initial frame. The balance of momentum is given in the current

frame .
(/ pv,-dv) :/ Uj,njda—i—/ pfidv, (1.66)
B B B

so we transform it from the current to the initial frame by inserting the transformation
of volume and area elements

(/ pv,-Jdv) =/ aji(F_l)ijdeA—i—/ pfiJdV . (1.67)
Bo 0By Bo

The numerical values of velocities v; as functions in the current frame (xi, t) are
equivalent to the numerical values of v; as functions in the initial frame (Xy, ¢). For

the sake of a simplified notation we define a so-called nominal stress:**

Py = (Foid , (1.68)

29 An identity is just an equation being true for any chosen arguments, here the left side is equal to
the right side in every coordinates.

30Plane normals have no units, they just show the directions. Hence, it is also useful to write
njda = da; or analogously N;dA = dA;.

31t is named after Carl Gustav Jacob Jacobi.

32There are many names for this stress in the literature: PIOLA’s stress named after Gabrio Piola,
the first PIOLA-KIRCHHOFF stress, named after Gabrio Piola and Gustav Robert Kirchhoff, nominal
stress, and engineering stress are the most prominent names. Some textbooks distinguish between
nominal and PIOLA’s stresses and use PIOLA’s stress as the transpose of the nominal stress as
introduced as in this book.
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which is not symmetric, while the deformation gradient, F;;, does not have to be
symmetric. However, the strain tensor is symmetric such that it is difficult to relate
the nominal stress to the strain tensor.> This inconvenience can be rectified by
introducing the second PIOLA-KIRCHHOFF stress tensor:

S =F")iPy=F " (FYod, (1.69)

which is obviously symmetric. The ST.VENANT-KIRCHHOFF constitutive model* for
isotropic, linear elastic materials gives a tensor-linear relation between the symmetric
stress and the symmetric strain

Sij = CijuEn , Cijr = Mijor + pdixdji + pdidji (1.70)
S,‘j = )\Ekk(sij + 2/1E,‘j . ’

The LAME parameters, A, u, have the same values as in Sect. 1.1. The linear con-
stitutive equation is the reason, why the formulation is limited to applications with
small strains—we will amend the formulation for material nonlinearities in Sect. 1.3
on p. 26. The strain measure is itself nonlinear, so the model is valid under large
deformations, in other words, geometric nonlinearities are captured accurately.

Now we use the balance of mass, pg = Jp, in Eq.(1.67), and obtain the balance
of linear momentum in the initial frame:

(/ pov,-dV) =/ PkideA+/ pofidV,
By 0By Bo

/ va;dV =/ PN dA ~|—/ pofidV |
Bo 0B Bo

where we have used the fact that the initial mass density as well as the initial vol-
ume element remains constant in time, py = 0, (dV)" = 0. After utilizing GAUSS’s
theorem we acquire the local form

0Py
/ pov;dvz/ —de+/ pofidV |
Bo Bo an Bo

(1.71)

OPy;
? = —-— [ N ].72
PoY; X, + pofi (1.72)
L, P = O .
MY~ X, po fi

33 Although we skip a discussion about the objectivity, the transformation properties of the strain
and nominal stress are different. It is easier to construct constitutive equations between terms with
equal transformation properties.

341t is named after Adhémar Jean Claude Barré de Saint-Venant and Gustav Robert Kirchhoff.
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The rate of velocity, v;, is ignored in statics as aforementioned in Sect. 1.1. Moreover,
we neglect the effect of gravity and obtain the balance of linear momentum in the

LAGRANGEan frame:
OPy;

=0, 1.73
X, (1.73)

where this equation is also called the equilibrium condition in statics. Obviously, the
differential equation is of same type as in Eq. (1.28). Once again we use the simplified
notation

—Piir=0, (1.74)

where comma denotes a (partial) derivative with respect to X in the LAGRANGEan

frame. For the variational formulation we multiply by a test function, §u;, and obtain
after an integration by parts the weak form:

—/ Py du;dV =0,
Bo

/ Py du;  dV —/ fi suidA =0,
By BN

where the traction vector, 7; = N i Pji, is given on the NEUMANN boundaries, denoted
by BY. In order to sum up: the nominal stress reads

(1.75)

P = FijSij » Skj = AEu0j + 2pEy;

] (1.76)
Ey = E(ij —0y)» Cij = FuFyj, Fij=uij+0;.

Since the strain tensor is quadratic in u; ; the weak form is nonlinear. Therefore,
we need to linearize and solve the equation. We postpone the theoretical treatise
to Sect. 1.8 on p. 86 and apply the NEWTON—RAPHSON linearization method.® It is
fully automatized in FEniCS and we only need to utilize the code with the following
nonlinear form:

Form = [ Py su;dV — / f; Su;dA . (1.77)
By OBy

Consider a thin plate of engineering steel with the dimensions of 100 x 50 x 11 mm.
We model the plate as a three-dimensional continuum body. A mechanical loading
is applied by using the traction vector, #;, on top of the plate within a circle of 10 mm
radius. Its magnitude is 200 MPa and loads the plate in thickness direction. Therefore,
the deformation is large and can be seen by the naked eye (without any scaling) in
Fig. 1.2. This large deformation results in high equivalent stresses. The code below
is used to compute the deformation with geometric nonlinearities.

351t is named for Isaac Newton and Joseph Raphson.
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Computational reality 02, plate deformation with

geometric nonlinearities

_—author__ = ”B. Emek Abali”

__license__ = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
“~— http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import x

xlength=100.0 #in mm

ylength=>50.0

zlength=1.0

#origin is in the middle of the plate

mesh = BoxMesh (Point (0,0,0), Point(xlength,ylength ,zlength),
— 100, 50, 1)

V = VectorFunctionSpace(mesh, 'P', 1)

cells = CellFunction('size_t ', mesh)

facets = FacetFunction('size_t', mesh)

dA = Measure('ds', domain=mesh, subdomain_data=facets)
dV = Measure ('dx', domain=mesh, subdomain_data=cells)

left = CompiledSubDomain( 'near (x[0],0) && on_boundary')

right = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=
< xlength)

top = CompiledSubDomain ( 'pow (x[0] =X, 2)+pow (x[1] =Y, 2)<pow
< (10.0,2) && near(x[2],1) && on_boundary' ,X=xlength /4.,
< Y=ylength /3.,1=zlength)

facets.set_all (0)

top .mark (facets , 1)

tr = Constant ((0.0,0.0,200.0)) # MPa

null = Constant ((0.0,0.0,0.0))

bcl=DirichletBC (V, null, left)

bc2=DirichletBC (V, null, right)

bc = [bel,bc2]

# definition for the variational formulation for a nonlinear

<~ form

du = TrialFunction(V) # Incremental displacement
del_u = TestFunction(V) # Test function

u = Function(V) # Displacement

# material parameters of a stainless steel

nu = 0.3

E = 210000.0 #in MPa
G =E/(2.0«(1.04+nu))

# Lame parameters (lambda has another meaning in python,

# better it is not overwritten)

lambada = 2.0%xGsnu / (1.0 — 2.0xnu)

mu = G

delta = Identity (3)

# index notation

i, j, k, 1 = indices(4)

# deformation gradient

F = as_tensor (u[i].dx(j) + delta[i,j] , (i,]j))
J det (F)

# right Cauchy—Green deformation tensor
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17 |C = as_tensor (F[i,k]«F[i,j] , (k,j))
48 |# Green—Lagrange strain tensor
19 |E = as_tensor (1./2.x( C[k,j] — delta[k,j] ) , (k,j))
50 |# second Piola—Kirchhoff stress tensor
51 |S = as_tensor (lambadaxE[]1,1]xdelta[k,j] + 2.0xmuxE[k,j] , (k,
= j))
52 |# nominal stress
53 |P = as_tensor (F[i,j]*S[j,k] , (k,i))
54
55 |Form = P[k,i]xdel_u[i].dx(k)*dV — tr[i]«del_u[i]*dA(1)
6 | Gain = derivative (Form, u, du)
7 | solve (Form==0, u, bc, J=Gain, \
8 solver_parameters={"newton_solver”:{”linear_solver”: ”lu”
< , 7relative_tolerance”: le—3} }, \
59 form_compiler_parameters={" cpp-optimize”: True, ”
— representation”: ”quadrature”, ”quadrature_degree”
— 2} )
60
61 |# write out
62 |pwd="'/calcul /CR02/"'
63 | file = File (pwd+'nonlin_elastostatics_.deformations.pvd")
61 | file << u
65 |# Cauchy stress tensor
66 | sigma = as_tensor (1./J«F[j k]|«P[k,i] , (j,1))
67 | sigma_dev = as_tensor (sigma[i,j]—1.0/3.0xsigma[k,k]xdelta[i,]
— 1, (i,]))
68 | eqStress = as_tensor ((3.0/2.0xsigma_-dev[i,]]|*sigma_-dev[i,j])
— *x0.5 , ())
69 |# now we have displacements , u, so we can calculate
70 |# the equivalent stress by projecting
71 |eqS = project (eqStress , FunctionSpace (mesh, 'P', 1))
72 | file = File (pwd+'nonlin_elastostatics_eqStress.pvd')
73 | file << eqS
Fig. 1.2 Color indicates the lul inmm
magnitude of displacement 7.25

field. The deformation is
shown without scaling,
therefore, the deformation is
as big as the geometric
dimensions

F o
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To-do

‘We have solved a nonlinear differential equation:

e Which term introduced the nonlinearity?

e [s there an analytical solution for this problem?

e Visualize the equivalent stresses and try to find a steel with such a high yield stress.
How should we change the boundary conditions in order to reduce the equivalent
stress?

1.3 Hyperelastic Materials in Statics

The balance of momentum is used to compute the deformation. By transforming
the balance equation from the current to the reference frame, we have addressed
the geometric nonlinearities and computed large deformations. The used material
or constitutive equation was linear. In order to consider the material nonlinearities,
we need to employ a nonlinear constitutive equation in this section. We may simply
introduce a constitutive equation modeling hyperelasticity and implement it into the
code given in the last section. Instead of doing so, we will present an alternative
method for obtaining the weak form based on energy. This approach is by no means
more or less beneficial than the method utilized in the last section, but it helps to
comprehend the methodology used in the variational formulation better. The energy-
based method sheds light on the real meaning of the variational formulation.

The first notion is energy. Any process evolves by utilizing energy. A box on a
(horizontal, plain) desk will move, if one supplies mechanical energy into the system
by simply pushing the box. We still solve problems in statics, therefore, we need to
visualize a snapshot of the box before and after the motion. Suppose that we have
pushed the box by a mechanical loading; after unloading the box rests in another
position. It fails to recover its initial position, i.e., the process is not reversing back.
The energy we have brought in the system is lost, probably it is dissipated as heat
energy due to the friction. Now we change the system and connect the box with
an elastic spring. As a consequence of loading, the box will move and the spring
gets longer (or shorter). The energy will be stored in the (elastic) spring and upon
unloading the process will reverse back to its initial state (position). We control the
motion by a linear motor and measure the energy directly by counting watts in time.>¢
The supplied energy is stored in the spring. Mathematically, we can calculate this
energy (density) as already discussed in Sect. 1.1 from the first snapshot to the second
(denoted by 1 and 2)

36W(att) is the unit of power named after James Watt. Power is the rate of energy. The energy used
from the wall is measured in kWh (kilo-Watt-hours).
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2 2
w :/ dw Z/ Ujidgij . (178)
1 1

If the material model is linear

oji = Cjinien , (1.79)
we obtain
£ _ 1 1
w=Cju | &udé; = Cjinzcncij = z0jici;j (1.80)
A 2 2

since Cjijiy = Cyj; is constant in €y, and we start from a state without strain (zero
strains in the first snapshot). This energy density is per mass, in other words, it is the
energy for a material particle of the continuum body. The whole deformation energy
in the current body, B, reads

w =/ wdv . (1.81)
B

If the geometric nonlinearity shall be included then we use EULER—-ALMANSI strain
tensor:

|
eij = 5 (0 — (B™)y) , (1.82)

instead of the linearized strain tensor, ¢;;. In this case the energy reads

1
w :/ —Jmlelmdv . (183)
5 2

Energy is a scalar, in other words, its value remains the same for the current frame
or for the reference frame. We may calculate the energy in the initial frame

1
W= —omiemJdV (1.84)
By 2

or even rewrite energy by using Eq.(1.63)3 and obtain

1 1
W= [ ZomemldV =/ G Eif(F™Y) o (F~ 1), JAV (1.85)
By 2 By 2

Furthermore, by using Eq. (1.69) we acquire

1
W= ESjiEijdV . (1.86)
Bo

Therefore, the stress-strain pair, 0 j;, ¢;;, in the current frame can be exchanged with
the stress-strain pair, Sj;, E;;, in the initial frame. Another way of seeing this relation
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relies on the power, i.e., the rate of energy,

2 =t =t
w :/ dw :/ w'dt_:/ inelfjdt_, (1.87)
1 f=ln E=In

since dw = o j;de;;. In order to discover another conjugate relation, we calculate the
power in the whole continuum body:

1 .
w* =/ O'jie;-jdv Z/ Sle;jdV Z/ Sj‘(_(FniFnj - (S,j)) dV =
B By By 2

| (1.88)
:/% Sj,-E(F,;,.F,,j + Fui Fyj)dV,
0
since §;; = S;; we obtain
W= Sk, FydV =/ P, F,dV . (1.89)
E(] 30

Hence, the stress-deformation gradient pair, P;;, Fj;, is also conjugate and can be
used instead of S;, E;;, or 0j;, e;;. Furthermore, owing to the relation:

2 2
w :/ dw =/ Pj,'dFij s (190)
1 1

we acquire CASTIGLIANO’s theorem:®’

ow
Pji= o (1.91)

We need to have a constitutive relation in order to obtain P;;. Now we can define
an alternative way by using Eq. (1.91). Instead of defining a relation for Pj;, we can
define the energy, w, and then by deriving it with respect to F;;, we obtain P;;. The
so-called stored energy, w, is a scalar potential field. In other words, only the values
in the states 1 and 2 are of interest. The values between the states are not important.
Moreover, the change from the state 1 to the state 2 can happen in an arbitrary way;
the amount of necessary energy remains the same. This property is the reason why
we are allowed to write its so-called first-integral:

2
w :/ dw . (1.92)
1

37 Alberto Castigliano never wrote the equation in this way but he found out the variational method
on a one-dimensional beam by using the relation: force is the energy differentiation with respect
to the displacement. We can extend this theorem and motivate the relation that stress is the energy
differentiation with respect to the strain.
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The same phenomenon is known in the case of the gravitational potential energy,
where the work is done by lowering or altering weights. The total work depends on
the height difference; only the states 1 and 2 are important, not the states in between.
Therefore, the stored energy may depend on the deformation gradient but not on the
velocity.

We employ the neo-HOOKEan energy density used often for rubber like materials

FjiFji

1
w(Fiy) = Az In*(det(Fn)) + u( 5

- % - ln(det(FkI))) . (1.93)

The LAME parameters, A, u, are the material parameters to be determined by the
experiments. As aforementioned we can recall the weak form in Eq. (1.77) (multiplied
by minus one and the gravitational force is incorporated)

Form = [ (— Py duix + pof; du;)dV +/ fi Su;dA . (1.94)
Bo BN

By using Eq.(1.91) and the stored energy in Eq. (1.93) we can setup the problem as
follows

Py = 10])’

ow A 1 oJ
20— 22 4 Fubudy — — 22
n(J) —i—,u( ki Oki 01 JoF,

oF; 2 J OF;
1o
T OF,

(1.95)

An(J) — p) + pkij

The derivative of the determinant can be calculated as follows

J =€ FiFj F3
oJ oJ oJ

R =0, —F;=J, —F;; =0,
oF; oF,; OF;;

(1.96)
oJ
—Fj=J+0+0=1J,

oF; "
since the latter has to hold for arbitrary F;; we obtain

aJ
9F. (F™YJ. (1.97)
ij

Therefore, the nominal stress reads
Pji=\In(J) — w(F i + pFy; . (1.98)
We can change the code in Sect. 1.2 and get the material nonlinearity modeled with

this neo-HOOKEan material equation. In the literature, for the neo-HOOKEan material
equation, the second PIOLA-KIRCHHOFF stress is given by
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Si=F NP =\n(J) — W(F ) (F™ i + p(F~1), Fyj =

. (1.99)
= (AIn(J) = @) (C ™) jy + b

The derivative of the stored energy is cumbersome and this can be handled by an

automatized method. Moreover, we can introduce an abstraction to the formulation as

an alternative method, which explains the real meaning of the variational formulation.

This abstraction starts with the definition of the so-called action:

S = / LdVde —|—/ WdAdz , (1.100)
T 'B(] T 830

which is an energy integral over time with a LAGRANGEan density, £, to be defined
and a potential work on surfaces, W, to be given on the boundaries. Since the time
definition is redundant in statics, we reformulate the action

8* =/ LdV + WdA . (1.101)
By By

The variational formulation is based on the action definition and can be applied by
using the principle of least action stating that the variation of action:

88* =/ SLdV—i-/ dW.dA (1.102)
By 9Bo

vanishes
38 =0, (1.103)

such that the action is minimum by assuming that action is always positive valued.
The principle of least action is based on the formulations made by Pierre Louis
Maupertuis, Leonhard Euler, and Joseph Louis Lagrange. In the way that we use
herein, the variational principle is applied by William Rowan Hamilton and Lord
Rayleigh®® in the mid-19th century.

We aim at calculating the displacement field that is the primitive variable. The
LAGRANGEan density depends on the primitive variables and their derivatives. For
hyperelasticity in homogeneous materials the LAGRANGEan density depends on dis-
placement and its first derivative:

L =L@, uj). (1.104)
The potential on the NEUMANN surfaces depend only on displacement:

We = Wo(u;) . (1.105)

38John William Strutt, 3rd Baron Rayleigh.
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Now we can calculate the variation of action in statics:

) oL oL oW,
Form = §8 =/ — du; + —du; ; |dV + du;dA . (1.106)
Bo 5‘u,~ 8”,‘,]' 9Bo 814,-

An integration by parts would lead to the EULER-LAGRANGE equations leading to
the balance equations. Since we only need to obtain the weak form, we have accom-
plished the variational formulation. The weak form in Eq. (1.106) has to be identical
with the weak form in Eq.(1.94). If we define the LAGRANGEan density and the
potential as

L=—w+pofiu;, Ws=rtu;, (1.107)

then the weak form reads

ow

Form = (poﬁ du; —
Bui,j

Bui,j)dV+/ fi Su;dA (1.108)
Bo 9By

since the stored energy depends only on the deformation gradient. By using

ow Ow OFy P Oug + )

aui,j - 8Fk1 8141"]' — T (’)u,-J-

= Pybidj = Pji , (1.109)

we can convince ourselves that the chosen L leads to the same weak form as in
Eq. (1.94). The action formulation is quite abstract, however, really useful. We define
the action and the balance of linear momentum comes out with the help of the varia-
tional formulation. It is an ongoing discussion between researchers, which axiom is
less restrictive: postulating an action or postulating a balance equation. An energy-
based method is beneficial for detecting the material response, since measuring an
energy is much easier than measuring a stress. Consider a tensile testing. The force
can be measured by an accelerometer, simultaneously and independently, the dis-
placement can be tracked by an optic sensor. Force times displacement is the energy.
More easier is to measure the energy directly on the motor, since the power supplied
to the motor as well as the standard losses of the motor are known a priori. Basically,
the measurement of energy is quite natural. However, if we want to calculate the
stress from the force we need to know the cross-sectional area. We cannot measure
the area correctly since it is changing throughout the experiment; mostly this change
is neglected. Especially for hyperelastic materials, we have to take account the cross-
sectional change, hence, the energy function, w, is a more accurate observable than
the stress.

We simulate 40 x 100 x 100 cm sample of a silicone gel loaded with a line force.
This force has been applied by using a GAUSSian distribution®® on yz-plane at y =
500 and along z in the direction of plane normal:

31t is named after Carl Friedrich GauB.
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;= (a exp (b(y — 500.0) + c(y — 500.0)2))N,- : (1.110)

A sketch of the GAUSSian distribution can be seen in Fig. 1.3 by using a = —50,
b =0, c = —0.001 as in code. The deformation field is shown in Fig. 1.4, consider
the large deformation with respect to the geometric sizes. The computation is real-
ized by using the symbolic differentiation capabilities in FEniCS. We implement the
weak form asin Eq. (1.108). The stored energy function is differentiated symbolically.
Thus, one can use the same code even for more complicated energy formulations.
The geometric and material nonlinearities are captured accurately by using the lin-
earization at the partial differential level, again by using the symbolic differentiation.
For modeling the line force accurately we have used a fine meshing leading to a high
number of freedoms. Therefore, an iterative solver with preconditioning has been
used for the computation. The code is given below.

Fig. 1.3 The GAuUsSsian
distribution for 7 is also
called the bell-curve for
obvious reasons

Fig. 1.4 Deformation as in lul in mm

reality (scale factor = 1), 10 20 30 40
colors indicate the magnitude S
of the displacement field 0 40.76469
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Computational reality 03, example of a nonlinear

hyperelastic material for silicon gel.

_—author__ = ”"B. Emek Abali”

__license__. = ”GNU LGPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
“~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =

xlength=400.0 #[mm]

ylength=1000.0 # [mm]

zlength=1000.0 # [mm]

mesh = BoxMesh (Point (0, 0, 0), Point(xlength, ylength,
< zlength), 15, 45, 25)

V = VectorFunctionSpace(mesh, 'P', 1)

cells = CellFunction('size_t ', mesh)

facets = FacetFunction('size_t ', mesh)

dA = Measure('ds', domain=mesh, subdomain_data=facets)
dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

left = CompiledSubDomain( 'near(x[0],0) && on_boundary')

right = CompiledSubDomain( 'near (x[0], length) && on_boundary'

— ,length=xlength)

bottom = CompiledSubDomain( 'near(x[1],0) && on_boundary')

top = CompiledSubDomain( 'near(x[1],length) && on_boundary'
— length=ylength)

back = CompiledSubDomain( 'near(x[2],0) & & on_boundary")

front= CompiledSubDomain( 'near (x[2],length) && on_boundary'
— length=zlength)

facets.set_all (0)

right .mark (facets , 1)

# like a gel filled in a box

bcl = DirichletBC (V, (0.0,0.0,0.0), left)

bc2 = DirichletBC (V.sub (1), (0.0), top)

bc3 = DirichletBC (V.sub(2), (0.0), top)

bc4 = DirichletBC (V.sub (1), (0.0), bottom)

bcs = DirichletBC (V.sub(2), (0.0), bottom)

bc6 = DirichletBC (V.sub (1), (0.0), back)

be7 = DirichletBC (V.sub(2), (0.0), back)

be8 = DirichletBC (V.sub (1), (0.0), front)

bc9 = DirichletBC (V.sub(2), (0.0), front)

bc=[bcl,bc2,bc3 ,bcd ,bch, beb,bc7 ,bc8 ,bc9]

# def1n1t10n for the variational formulation

du = TrialFunction (V) # Incremental displacement
del_u = TestFunction (V) # Test function
u = Function(V) # Displacement from previous

< iteration
# material parameters of a silicone gel TSE3062
rho.0 = 1.1E-9 #in ton/mm3
nu = 0.4
E = 89.0 #in MPa
lambada = Constant(E+nu/(1.0+nu)/(1.0—-2.0%nu))
mu = Constant(E/(2.0%(1.0+nu)))
i, j, k, 1 = indices(4)
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delta = Identity (3)

def stored_energy(g-u):
F = delta + g-u
return as_tensor (lambada+1.0/2.0x1In(det(F))**2 + mux(F[j,
— i]xF[j,i]/2.0 — delta[i,i]/2.0 — In(det(F)) ), [])

grad_u = variable(grad(u))

stored = stored_energy (grad-u)

# traction vector

distr = Expression('axexp(b*(x[1] —=500.0) + c*(x[1] —=500.0) =(x
< [1] =500.0) )',a=-50.0,b=0.0,c=—0.001)

N = FacetNormal (mesh)

tr = distrxN

f = Constant((0.0,0.0,0.0)) # body force

Form = (rho_Oxf[i]xdel_u[i] — diff(stored,grad_u)[i,]j]*grad(
«— del_u)[i,j] )*dV + tr[i]xdel_u[i]*xdA(1)
Gain = derivative (Form,u,du)
solve (Form==0, u, bc, J=Gain, \
solver_parameters={"newton_solver”:{”linear_solver”: ”cg”
< , "preconditioner”: ”ilu”, "relative_tolerance”: 1
— 6_3} }7 \
form_compiler_parameters={"cpp-optimize”: True, ”
< representation”: ”quadrature”, ”"quadrature_degree”
— : 2}

pwd = '/calcul /CRO3/"'
file = File (pwd+'displacement.pvd')
file << u

To-do

We have solved a silicon gel by using a hyperelastic material model. The variational
form has been defined in an abstract manner by using the principle of least action.

o Identify the symbolic differentiation of the stored energy and the symbolic differ-
entiation for linearization in the code.

e We use another solver from Trilinos packages. Conjugate gradients is an iterative
solver used for large problems with symmetric matrix. Is it possible to print out
the number of degrees of freedom in the computation?

e Find the energy function for material models named as MOONEY—RIVLIN and
BLATZ-KO for rubber materials. Try to apply them into the code.

e Derive the stored energy for the linear model called ST. VENANT’s law.

1.4 Linear Rheology

A continuum body with boundary conditions forms a system. Due to the applied force
(input) the response of this system (output) is computed. All aforementioned material
models respond the same under different loading rates. In order to include the effect
of the loading rate we need to use the so-called rheological material models. The
structure responds stiffer upon quicker loading—this phenomenon is called a viscous
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behavior. It can be realized easily on a bicycle pump that is a dashpot filled with a
fluid (air). If we want to pump quicker, the necessary force is higher. In a solid body
this viscous behavior occurs and it can be modeled by incorporating stress rate and
strain rate into the constitutive equation. In this section we will apply such models
and simulate a nanoindentation experiment for a viscoelastic material.

The primitive variable is the displacement field in space and time. In a
LAGRANGEan frame, space denotes the initial positions of particles, X;. Time can be
seen as subsequent snapshots: ¢t = [0, At, 2At, 3A¢, ...nAt]. We use the same time
step, At. There is no restriction about using a variable time step, in some cases it may
even shorten the computation time by improving the convergence rate. In reality, or
as we try to understand our observations, we do assume that time is continuous by
utilizing an infinitesimal time step, At — 0. The time discretization becomes more
accurate by applying a smaller time step. A natural way of discretizing in time reads

. Oy v — v? v — v?

VvV, = — = =
! ot t—10 At
ou;  u;j —ul

ot At

’

(1.111)
vi(X, 1) =u}(X,1) =

where this method relies on the (finite) difference schema and is an implicit method,
often called the backward EULER method—we refer to Appendix A.5 on p. 304 for the
meaning of implicit. Basically, we exchange the partial derivative with a difference
function.

The balance of linear momentum is defined in the current frame for an arbitrary
coordinate system*’ as follows

(/Qgpvidu) :/093 aj,-daj+/ pfidv, (1.112)
B

where da’/ = n/da. We have not chosen a coordinate system, yet. The latter equation
holds for any coordinate system since we employ the co- and contravariant notation.
The lower suffix denotes the covariant components and the upper suffix identifies the
contravariant components. The summation convention is between upper and lower
indices. In an arbitrary coordinate system, z, the covariant components, z;, are the
orthogonal projections to the base vectors, whereas the contravariant components,
7', are the parallel projections to the base vectors.*! The relation of the coordinates

40A cylindrical and a spherical coordinate system are curvilinear orthogonal coordinate systems,
where the base vectors are orthogonal to each other. If the base vectors are not orthogonal then we
use the term oblique. An oblique and curvilinear coordinate system is called an arbitrary coordinate
system. We use coordinate systems fixed in time (they do not move according to the observer).

4IFor tensor calculus, see [7, 15], or [26].
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in the coordinate system, z, to the coordinates in the Cartesian coordinate system, x,
is given by the metric tensor:

8xk 8xk
, ) 1.113
8ij = 97 0z ) )

We recall that in Cartesian coordinates the parallel/orthogonal projections are iden-
tical, x' = x;, such that we utilize only lower suffix. In the case of an arbitrary coor-
dinate system, the distinction is of importance since 7 # z;. The covariant (lower
suffix) and the contravariant (upper suffix) can be interchanged by using the metric
tensor,

vigijzvj, (1114)
or its inverse,
. 07 07/ i j i
ij —1yij Vg, — gl = § (1.115)
8 = e o =@ ), 88k =8 =0,
as follows N A
vig’ =vl. (1.116)

An often used notation for the determinant of metric reads
1 y
g =det(g;;), — =det(g"). (1.117)
g

The permutation symbol e"/* = ¢;;, = £1 if [i jk] is cyclic/anticyclic else zero. For
example, ejp3 = 1, and e3p; = —1, but e115 = 0. The permutation symbol leads to
the LEVI-CIVITA symbol (in three-dimensions):

1 iy i,
€ijk = —e,jk, Eljk:geijk, Eijkeljk:3!=6. (1118)
8

Now we introduce an identity for an arbitrary A;; given in z as follows
6ijkAirAjsAkt = det(Amn)erst . (1.119)

By using the above identity we obtain

y 0z 0z; Ozk
_ijk g (D) 3.2 4.3) _ zk i (Hr Y<j 2)s 3)
dv = €/%dz; 'dz;"dz = €’ 57 547 6ZVdZ 37 —o-dZ"
0z
— det ( )e” dzWrdz®sdz®" = det (—)dV — Jdv .
0ZJ 0z
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The relation dv = JdV is the transformation of the volume element from the current
frame, dv, to the initial frame, dV. Since the volume element denotes the size, the
JACOBIan, J, gives the volume contraction. For the sake of clarity, the deformation
gradient in arbitrary coordinates reads

_ 82,‘ i (9Zi

i =g Fh=50r (1.120)

The deformation gradient is not an objective tensor of rank two, thus we do not use the
metric tensor for lowering or raising the indices. Similar to the volume element we
can transform the area element, for example for an area showing in the zg Y direction

% 0z

i _ i ijky.,2) 1.3 _ ijk 2)s 3 _
n'da = da' = €' dzj dz;” =€ astZ _GZ’dZ =
9z \ ! Ozm
B (8;) det (azzn)ers,dzmdzw = (1.121)

= (F,)"'JdA, = (F ™Y JN,dA .

We have already applied the transformations of volume and area element in Sect. 1.2.
In this section we see that these transformations hold for arbitrary coordinate systems,
indeed, they hold also for the Cartesian coordinate system. By using these identities
we transform the balance equations in the current frame into balance equations in
the initial frame. We start with the balance of mass for a closed or material system,
i.e., throughout the simulation the number of particles are preserved. The total mass
of the continuum body is constant in time. Of course the mass density changes due
to the deformation, however, no particle enters or leaves the continuum body. The
total mass of the continuum body is preserved and its rate (change in time) vanishes
in case of a material system. The balance of mass in the current frame reads for a

material system
(/ pdv) =0. (1.122)
B

The mass density varies in time, as well as the volume element in the current frame.
By transforming it from the current to the initial frame, we obtain

/ (pJ)dv =0, (1.123)
Bo

since the volume element in the beginning fails to vary in time, (dV)" = 0. Its local
solution is a constant in time:

pJ = const.|, = po , (1.124)
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where py denotes the mass density in the initial frame—we recall that J is the volume
contraction. Therefore, the balance of mass in the LAGRANGEan frame is pJ = py.
The balance of mass in the initial frame is an equation, not a differential equation, we
have one equation less to solve. Only the balance of momentum needs to be solved.
By using pJ = pp we implicitly satisfy the balance of mass without further ado. In
order to transform the balance of momentum in the current frame:

(/ pvidv) =/ aj,-daj+/ pfidv, (1.125)
B OB B

into the balance of momentum in the initial frame:

(/ ,ov,-JdV) =/ (F_])k-jajiJdeA+/ pfiJdV | (1.126)
Bo 9By Bo

we use Egs. (1.120), (1.121). After inserting the balance of mass, pJ = py, and using
the fact that neither pp nor dV changes in time we acquire

/ pov;dV = (F*l)kfajiJdeA+/ pofidV . (1.127)
Bo 9By Bo

As in Eq. (1.68) we use a shorthand notation and introduce the nominal stress:

k —1\kj
Plz(F )]Jj,'],

/ pov;dv:/ P’;deA+/ pofidV .
Bo 9By Bo

We apply GAUSS’s law, however, for an arbitrary coordinate system

(1.128)

/ P’;deA=/ Pk .av, (1.129)
By By

where a semicolon denotes a covariant derivative. A Cartesian coordinate system
possesses orthonormal base vectors and this triad is constant in whole space. In other
words, its metric tensor, d;;, is constant in space, d;; x = 0. For an arbitrary coordinate
system the base vectors are oblique and the space is curvilinear such that the triad
varies in space. The metric tensor is not a constant in the space, its partial derivative
in space fails to vanish, g;; x # 0. For example, in a cylindrical coordinate system
the lengths of the base vectors remain the same, however, their directions change.
Consider a constant vector field, A;. In every point of space same length and
direction is a constant vector field. We want to express this constant vector field in
an arbitrary coordinate system. When the coordinate system is curvilinear then in
two different points of space we have different base vectors: metric varies in space.
Although A; is constant, its coordinates in two points in space are different due to
the varying base vectors. We obtain A; ; # 0 for a constant A;. This fact makes the
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generalization of the tensor calculation in arbitrary coordinates difficult. It is much
more intuitive and easier to analyze if the coordinates of a constant vector remains
constant in space, i.e., derivative of A; has to vanish. Thus, we want to have a special
derivative operation in which the change of the triad is considered implicitly. In
other words, since the metric varies in space, the derivative operation shall co-vary
in the same space, g;;.x = 0. This covariant derivative is denoted by a semicolon
instead of a comma and it allows us to generalize a space derivative in Cartesian
coordinates to arbitrary coordinates. We simply exchange partial derivatives with
covariant derivatives. Since the numerical evaluation will be in Cartesian coordinates,
we will not make use of it, however, we give the definition for arbitrary coordinate
systems for the sake of completeness. For a tensor of rank two with mixed, i.e., co-
and contravariant components the covariant derivative reads

Aji;k = Aji,k + FikAni —THAS (1.130)

where we have introduced the CHRISTOFFEL symbols,*? giving the curvature of space:

1
I‘llcn = Eg]m (gmk,n + 8mnk — gkn,m) s

I _ !
1—‘kn_l—‘nk'

(1.131)

For the sake of clarity, a partial derivative is in z in the current frame and in Z in the
initial frame. In solid mechanics we work in the initial frame such that the comma
notation denotes a partial derivative in Z as follows

90

= —=. 1.132
BYZ (1132

OF

We recall that the chosen arbitrary coordinate system is constant in time. Therefore,

we know the coordinate system at the beginning such that we can calculate the metric
tensor,

00Xy 0Xy

:ﬁﬁzx’”x’“f' (1.133)

8ij
The notation X denotes to the positions of particles at initial time in the Cartesian
coordinate system, Z are the positions of particles at initial time in the curvilinear
and oblique coordinate system. The numerical values of metric tensor are the same if
calculated by using the current positions, x, in the Cartesian coordinate system and
in the curvilinear and oblique system, z, as follows

“2The symbol is named after Elwin Bruno Christoffel.
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8xk 6)Ck

= 92 02 (1.134)

8ij
Both coordinate systems are constant in time. Cartesian coordinates are also constant
in space. Now by applying GAUSS’s law we obtain the balance of linear momentum
in LAGRANGEan frame expressed in arbitrary coordinates:

pov; — PA, —pofi =0. (1.135)

By using Eq.(1.111) we utilize the time discretization

0
Vi —V;
P~ Piu—pofi =0,
ui — 2u? + u® X (1.136)
POW—Pi;k—POﬁ=O-

This formulation is universal, in other words, the formulation is valid for any material
model. Now we need to use a constitutive equation for rheological materials. In
arbitrary coordinates we rewrite the GREEN—LAGRANGE strain tensor from Eq. (1.60)
by switching from the partial derivatives to the covariant derivatives

1 1
k Kl
Eij = St + Uej) = 58" Ukiths:j + U - (1.137)
The GREEN-LAGRANGE strain tensor is symmetric, E;; = E;;, moreover, it is an
objective tensor of rank two, thus we can use metric to lower and raise indices. We
want to use the second PIOLA-KIRCHHOFF stress tensor from Eq. (1.69):

Skl — (Ffl)ll'P/lf , P/f — F‘ilskl ,

. . . A (1.138)

Fy = % = % =u;;+(g;Z%); .
As so far we have employed stress as a tensor function of strain, S;; = S;;(Ex), so
that stress has a dependency solely on the strain. In rheology, more dependency is
included such that stress may depend on rates of strain and stress. For simplicity, we
include only the first rate of stress and strain. The generic representation of the stress
tensor depends on strain, strain rate, and stress rate, S;; = S;; (Eu, E;;, S;).

The material response, S;;, which is symmetric, S;; = §;;, can be divided into a
volumetric, Sy, and a deviatoric, Sy, part

Sij = Sjy + Sijr »
1
3

1 (1.139)

k k
Stijy = 358ij » Sijl = Sij — 3Skgij .
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Of course, the same holds true for the symmetric strain tensor of rank two

Eij = Euj + Ejijy »
| L . (1.140)
Eijy = 3 Ex8ij» Eiuji = Eij — 7 E48ij -
3 3
The volumetric and deviatoric parts can be varied independently. This mathematical
fact can be seen by using the stored energy from the last section,

1

1 o y y
w= Sy EY = 2 (Sup + Sij) (B + EW) = = (S EY) + Sy EM7)

2 2 2
(1.141)
since the mixed terms vanish, for example
il L TRy Veermi - onpr,i i i
SijEM = _Skgij(Ej - _Elgj) =SE - SEg . & =06=3.
3 3 3 9
(1.142)
We can easily separate the energy into its volumetric and deviatoric parts
vol 1 {ij} dev. 1 lijl
w' =SS B wtt = S8 BV
2 2 (1.143)

w = wvoL + wdev. .

Energy is supposed to be additive in its independent parts, the well-known example is
the separation of energy into kinetic and potential energies in rigid bodies. Since we
have found out that the stored energy is additively decomposed into volumetric and
deviatoric parts, they must be independent, too. In other words, the volumetric part
of the energy can be changed without affecting the deviatoric part. The volumetric
part of the stress and the deviatoric part of the stress can be modeled with different
material models. Moreover, the latter calculation shows that the volumetric part of
the stress depends solely on the volumetric part of the strain and deviatoric part of
the stress on the deviatoric part of the strain. The same shall hold for the strain rate,
too.

For a better understanding we start with modeling the simplest linear model where
stress depends only on strain. First we choose a linear model for the volumetric part
of stress depending on the volumetric part of the strain tensor:

a
Sijy = aEqjy = §E;’§gij : (1.144)

Secondly, we choose a linear model for the deviatoric part:

b
Siij| = bEyijy = bE;j — gE,fg,»,- : (1.145)
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Therefore, we obtain the following linear equation:
a+b
Sij = Sijy + S = TE,fg,-j + bEij . (1.146)

The latter becomes the ST. VENANT-KIRCHHOFF material model for isotropic mate-
rials by renaming (a + b)/3 = X and b = u. This method of employing material
models for the deviatoric and volumetric parts separately makes a straight-forward
generalization of constructing material equations in rheology.

We want to obtain a viscoelastic material model for the simulation in this section.
For the volumetric part we choose again a linear elastic model:

Sijy = \E{gij - (1.147)

This model is often visualized as a linear spring. For the deviatoric part we employ
the so-called ZENER model.* It is motivated as a parallel connection of a spring with
a spring-dashpot in series. The spring is of stiffness £ and the spring-dashpot E», ,
where the dashpot responds to the rate of displacements, thus, brings in a time lag to
response of material—the viscous behavior. The ZENER model is a common linear
rheological model. The deviatoric part reads by obtaining a differential equation from
the spring parallel to spring-dashpot system
E\+E

S‘,‘j‘ + E%S\'iﬂ = E]E‘m + M(IE—ZZ)El.ijl . (1.148)
We have completed the definition of the stress tensor. The material parameters, E|,
E>, u, A, shall be determined upon experiments.

In order to acquire the variational form we use Eq.(1.136),. For the compu-
tation we choose a fixed (in time) Cartesian coordinate system, g;; = d;;, in the
LAGRANGEan frame. Moreover, we simplify the computation by choosing linearized

strains,
Eij = U, j) - (1149)

After utilizing the implicit time discretization as well as the linearized strains
we obtain

0
ASij; Sl = Siijy

Ot At ’
0

1z b o w(E + E) €lij) — €jij)

S,~(1 —):—Su Eey; . (1.150)
i\ T Bar) T o T EE T Y;

7 0 E\E,At /L(El + E») 0

Siil = T a7 3, il €ij| (€1ij| — €ijp) -
2 I+M EQAZ‘—FM E2Al+/~t

431t is named after Clarence Melvin Zener.
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By including the volumetric part

Sij = Siijy + Siiji » (1.151)
the constitutive relation reads
Iz 0 EVEp At w(Ey + E2) 0
Sii = AexkOij Sy e T T (e — V)
U A vy vl Ly e (¢ Elléll)wz)

We implement this constitutive equation. After discretizing in time, we apply an
integration by parts, and obtain the weak form in Cartesian coordinates:

u; — 2u? + u?o
At At

OBy

where Py; = F;;Sj and Fjj = &;; + u; ;.

We simulate a nanoindentation experiment with fictitious material parameters.
The geometry is a small cube which is clamped at its bottom and a tiny needle
presses down on the top surface. It is a point loading and we model it as pressing
within a small circle. By measuring the force and position of the needle, the mate-
rial parameters can be determined. Therefore, a nanoindentation device is used for
determination of material parameters. Especially for micro-mechanics such an exper-
imental possibility is of interest since for a tensile testing in micrometer length-scale,
samples might be difficult to produce.

Consider a small box in 20 um in each dimensions and a really sharp diamond
needle, which is indenting to the sample and deforms a tiny shape in it. The material
response is viscoelastic and the output is a force regarding the indentation depth.
We apply some refinement techniques to get an accurate solution on point loading,
see Figs. 1.5, 1.6, and 1.7. Owing to the high number of elements, the code uses

Form = (,00 dui + Pri duix — pofi ?Sui)dV—
Bo

(1.153)

Fig. 1.5 The mesh of the 20 x 20 x 20 um sample with a local dense refinement for a better
loading. The amplitude of the loading evolves in time by means of the indentation height
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Fig. 1.6 Magnitude of the displacement field is shown for a nanoindentation experiment of 20 x
20 x 20 wm cubical viscoelastic material at 0.7 s. Left: Whole sample. Right: Detailed view with
deformation scaled 10 times

Fig. 1.7 The force to 25
indentation depth from the
simulation is often collected

. 2.0
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an iterative solver with a preconditioner. A nanoindentation machine is applying
a force until a specific indented depth is arrived and then the machine holds this
particular force and measures the deformation under constant stress.** The viscous
part is responsible for this behavior and upon unloading the material gets back to
its initial deformation. This process can be investigated in Fig. 1.7 as the force over
indentation depth. In reality the contact area between the indenter and the sample
changes, A = 24.5u2__, holds for a BERKOVICH indenter. The unloading at the end
happens quicker than the material response. Hence the curve does not goes back to
the zero displacement (initial) state. After reaching the zero force, the simulation
goes on for a couple of time steps in order to visualize how the deformed body tries
to attain the initial state. When we wait long enough, depending on the material
parameters, then the curve reaches the origin. This is indeed the visco-elasticity. The
term elasticity means exactly that phenomenon: upon unloading, sooner or later, the
body reaches its initial state. The code is given below in two parts. The first part
below creates the geometry and mesh.

44This phenomenon is called creep in the nanoindentation test, however, creep is a plastic defor-
mation under constant stress such that we omit to use this term in this section.
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777 Computational reality 04, mesh generation for a
<~ mnanoindentation simluation.”””

_—author__ = ”"B. Emek Abali”

__license__ = ”"GNU LGPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~— http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =
xL=20.0 #micrometer
yL=20.0
zLL=20.0
# origin is on the middle of top surface
mesh = BoxMesh (Point(—xL/2, —yL/2, —zL), Point(xL/2, yL/2, 0)
<, 30,30,30)
center=Point (0,0,0)
def refine_interval (radius ,mesh):
markers = MeshFunction(” bool” , mesh, 3)
markers.set_all (False)
# Mark cells for refinement
for cell in cells (mesh):
if cell.midpoint().distance(center) < radius:

markers|cell.index ()] = True
# Refine mesh
mesh = refine (mesh, markers)
print 'DOFs: ', mesh.num_vertices ()*3

return mesh

num-refinements = 2

refine_radiusl =

refine_radius2 =

refine_radius3 =

refine_radius4 = 0.05

for i in range(num_refinements):
mesh=refine_interval (refine_radiusl ,mesh)
mesh=refine_interval (refine_radius2 ,mesh)
mesh=refine_interval (refine_radius3 ,mesh)
mesh=refine_interval (refine_radius4 ,mesh)
plot (mesh, title=("Mesh %d” % (i + 1)))

O O N
= oo

print mesh

pwd="'/calcul /CR04/"

meshfile = File (pwd+'mesh.xml")
meshfile << mesh

After generating an adequate mesh with necessary refinements around the needle of
the indent, the computation is done by using the code below.
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?7” Computational reality 04, simulation of an nanoindentation
<~ modeled with a Zener model.”””

_-author__ = "B. Emek Abali”

__license.. = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~— http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =*
set_-log-level (ERROR)
pwd='/calcul /CR04/"

mesh = Mesh (pwd+ 'mesh.xml")
mesh . order ()

D = mesh. topology () .dim ()
xL=20.0 #micrometer
yL=20.0

zLL.=20.0

V = VectorFunctionSpace(mesh, 'P', 1)
T = TensorFunctionSpace (mesh, 'P', 1)

left = CompiledSubDomain( 'near (x[0],1) && on_boundary',6 l=xL

— /2)

right = CompiledSubDomain ( 'near (x[0],1) && on_boundary',h l=xL
— /2)

back = CompiledSubDomain( 'near(x[1],1) && on_boundary',l=—yL
— /2)

front= CompiledSubDomain( 'near(x[1],1) && on_boundary',l=yL
— /2)

bottom = CompiledSubDomain( 'near (x[2],1) && on_boundary',l=
— zL)

top = CompiledSubDomain( 'x[2] ==0.0 && x[0]+x[0]+x[1]*x[1] <=
< rxr',r=0)

cells = CellFunction('size_-t ', mesh)

facets = FacetFunction('size_t ', mesh)

dA = Measure( 'ds', domain=mesh, subdomain_data=facets)

dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

facets.set_all (0)
nanoindent = Expression(('0.0','0.0", '-Amp"') ,Amp=1.)

bc = [DirichletBC (V, (0.,0.,0.), bottom)]
f_gr = Constant((0.,0.,0.))

du = TrialFunction (V)
delu = TestFunction (V)
u00 = Function (V)

u0 = Function (V)

u = Function (V)
S=Function (T)
S0=Function (T)

print 'initializing , time in ms'
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t = 0.0
tend = 3000.0
dt = 100.

init = Expression(('0','0','0"))
u.interpolate(init)

u0. assign (u)

u00. assign (u0)

print 'initializing , space'

rho0 = 9000.0E—15 #kg/mikrometer "3

lambada = 90.0 # mN/mikrometer "2 (=GPa)

El, E2 = 200.0, 200.0 # mN/mikrometer "2 (=GPa)
mu = 2.0E5 #mN ms / mikrometer "2 (=N s/mm"2)

i, j, k, r = indices(4)
delta = Identity (3)

F = as_tensor (delta[i,j]+u[i].dx(j), [i,j])

eps= as_tensor (1.0/2.0*(u[i].dx(k)+u[k].dx(i)), [i,k])
epsO= as_tensor (1.0/2.0*%(u0[i].dx(k)+u0[k].dx(i)), [i,k])

eps-dev= as_tensor (eps[i,j]—eps[k,k]*1.0/3.0xdeltali,j], [i,]

< ]
epsO_dev= as_tensor (epsO[i,j]—epsO[k,k]*1.0/3.0«xdelta[i,]],
— i,j])

devSO0= as_tensor (SO[i,j]—SO0[k,k]x1.0/3.0«xdelta[i,j], [i,]j])

S = as_tensor (lambadasxeps[j,j]*delta[i,k] + mu/(E2xdt+mu)*
— devSO[i,k] \

+ E1xE2xdt /(E2xdt+mu) xeps_dev [i,k] + mux(EI+E2) /(E2xdt-+mu) * (
< eps_dev[i,k]—epsO_dev [i,k]), [i,k])

N = FacetNormal (mesh)

Form = (rho0/dt/dt*(u—2.#u04+u00) [i]+delu[i] + F[i,k]*S[r, k]=
— delu[i].dx(r) — \
rhoOx«f_gr [i]*delu[i])*dV — nanoindent[i]*delu[i]+dA(1)

nz = as_tensor ([0.0,0.0,1.0])
forceZ = as_tensor (F[i,k]|*S[r,k]*nz[r],[i,])

Gain = derivative (Form, u, du)
file_u = File (pwd+'displacement.pvd")

#file_list = file ('list4 .xml','w")
u-max = 0.1

A = 24.5%xu_max*x2

radius = sqrt (A/pi)

top.r =radius

top.mark (facets , 1)

[
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time_values =[0.0]

u_max_values =[0.0]

forceZ_values=[0.0]

import matplotlib as mpl

mpl.use('Agg')

import matplotlib.pyplot as pylab

pylab.rc('text', usetex=True )

pylab.rc('font', family='serif', serif='em', size=30 )
pylab.rc('legend', fontsize=30)

pylab.rc (( 'xtick .major ', 'ytick.major '), pad=15)

#pylab .ion ()

fig = pylab.figure (1, figsize=(12,8))

fig.clf()

pylab.subplots_adjust (bottom=0.18)

pylab.subplots_adjust (left =0.16)

pylab.xlabel(r'indentation depth $u_{\mathrm{max}}$ in $\mu$m
— ")

pylab.ylabel(r'force $f(t)$ in mN'")

pylab.grid (True)

tic ()
while t<tend:
t += dt
print 'time: ', t, ' indent: ', u.max,
— seconds'
tic ()
if t<1000.: nanoindent.Amp = 0.002xt/A
if t>=1000. and t<=1500.: nanoindent.Amp = 2./A
if t>1500.: nanoindent.Amp = (2.-0.002%(t—1500.))/A
if t>=2500.:nanoindent.Amp = 0.

"in ',toc(),"'

solve (Form==0, u, bc, J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:
— ”cg”, "preconditioner”: ”hypre_amg”, ”
— relative_tolerance”: 1E—2, ”"absolute_tolerance
— 7: 1E—5, "maximum-.iterations”: 30} }, \
form_compiler_parameters={” cpp_optimize”: True,
< representation”: ”quadrature”, ”
< quadrature_degree”: 2} )

”»

file_u << (u,t)
time_values.append(t)

u_max = abs(u((0,0,0))[2])

#if u_max <0.02: u_-max=0.02
u_max_values.append (u_-max)

fZ = project (forceZ ,V)

fZvalue = abs(fZ((0,0,0))[2]) «A
forceZ_values.append(fZvalue)
#print time_values ,u_max_values ,forceZ_values
S0. assign (project (S,T))

u00. assign (u0)

u0. assign (u)
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#file_list . write(” time=\"%s\” u(0,0,0)=\"%s\” force
— (0,0,0)=\"%s\” \n” % (t, u_max, fZvalue))

pylab.plot (u_max_values, forceZ_values, 'ro—"')

pylab.savefig (pwd+'CRO4_nanoindent . pdf"')

#file_list .close ()

To-do

We have included time into our computational reality, i.e., from statics we have
“upgraded” it to dynamics. For linear rheology there exists many different material
models:

e Find couple of different rheological constitutive equations with their corresponding
spring/dashpot models.

e Try to draw the ZENER model and obtain Eq. (1.148).

e Rewrite the code for a one-axial tensile testing, plot stress-strain hysteresis plot,
and vary the material parameters in order to investigate their effects.

e Try to determine all units, especially for mass density and time. Recall that the
numerical computation fails to have a unit system. All units need to be consistent
with each other, no matter which system we are using.

1.5 Fractional Rheological Materials

In linear rheology stress depends on strain, strain rate, and stress rate. The first rate
of stress is defined

_ dIO'ij

o= i (1.154)

in a fixed Cartesian coordinate system, where the number “1” denoting the first rate
is superfluous and normally omitted. The second rate of stress reads

. d’oy;

o =73 (1.155)
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Integers are used for time derivatives. We have an intuition for derivatives via integers.
However, formally, we can define fractional time derivatives:

do oij

o (1.156)

’

where « is a positive real number. As we have seen in the last section, we can build
rheological models by using the volumetric and deviatoric part of stress and strain.
For simplicity we assume that the material is isochoric, i.e., volume preserving such
that €4 = 0. Then the material equation containing first rates becomes

do ij de ij
gii +c1— =i + 35— . (1.157)
EAERY > dt
In this section we ignore material and geometric nonlinearities. Technically, we
approximate Fj; & ¢;;, thus J ~ 1, hence 0;; ~ S;;. Furthermore, we use ¢;; = u_ j
instead of E;;. Since real numbers can be used instead of integers in fractional time
derivatives, we can generalize the latter constitutive equation as follows

,dﬂ’Eij

=C25ij+C;/ a s (1158)

@ ..
« 2
% T g

where « and y are positive real numbers. We can rewrite the latter equation:

do;; sd7;;

= Goey + 765 2) + Gorg - (1.159)
with a and 3 denoting the fractional differentiation. The material parameters are
70, Ge, Go. Different well-known material models can be deduced from the latter
constitutive equation by choosing specific « and /3 values. We can choose o« = § = 0
and acquire the linear elastic material equation

Go
oij = (Ge + 7)% , (1.160)
for an isochoric material. We can choose @ = 0, 3 = 1 and it reduces to the linear
viscoelastic material equation

G()T() d{:‘ij
2 dt

01 = Gaeij + (1.161)
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Another choice is @« = 1 and 3 = 0 and in this case we obtain the linear rheological
model called the ZENER model in the last section

do_

dej;
& (Ge + Go)eij + Gero—— (1.162)

oii + 70
g dt

Obviously Eq. (1.159) is a general linear material equation. The values of material
parameters, viz., G, G, Ty, @, (3, can be determined by means of experiments.45
The process of repeated differentiation and integration is represented by the nota-

tion:
/ .../dtl....dr,,. (1.163)

For an extended version of these operators we choose n as a positive real number.

Actually, the idea is a very old one to employ real numbers instead of integers for
a derivative. In a letter*® dated September 30, 1695, Guillaume Frangois Antoine de
L’Hopital wrote to Gottfried Wilhelm Leibniz asking him about a particular notation
he had used in his publications for the nth-derivative of the linear function f(x) = x
and d" f/dx". I’Hopital posed the question to Leibniz, what the result would be
if n = 0.5. Leibniz’s response: “An apparent paradox, from which one day useful
consequences will be drawn.” In these words fractional calculus was born.

There are different definitions for a fractional derivative. Mathematicians prefer
to use the RIEMANN-LOUVILLE definition*’ of the fractional derivative, however, we
will use the GRUNWALD-LETNIKOV definition*® as it is easier to implement in numer-
ical calculations. The two definitions are equivalent.* The GRUNWALD-LETNIKOV
definition of the fractional derivative reads

t/h

f ~ Tla+y
2 1" , 1.164
e i e 24D m! Tl (g Fla=m (1164

where £ is the time step and the so-called gamma function is

r

=TI'(x)= /w exp(—)t“Vdr . (1.165)
x 0

43See [9] for such experiments.

46This historical note is taken from [11].

471t is named after Georg Friedrich Bernhard Riemann and Joseph Liouville.
481t is named for Anton Karl Griinwald and Alexey Vasilievich Letnikov.
498ee [18] for these definitions and their equivalence.
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The fractional derivative utilizes a time step, &2, which we can exchange with At for
the time discretization in our computation, as exactly we have done it for the first
and second derivatives in the last section. For the left hand side of the constitutive
Eq. (1.159) we apply the fractional derivative

1/ At
SR S pr—Tlatn ) _
Voo — At“ m! I (q—m+1) Yla=man
t/At
= 0ij + i Z (e = (L16e)
A[“ At my F'(a 1) (t—mAt)
o t/At

1 m Tlas
= 9ij (1 + A[o‘) +T mz Ate (_ ) m! Fl(a—m-H) O.ij’(t_mAt) .

By using the latter we express the stress tensor:

t/At

1 , 1 Il (at1y
= _ L _1m .
i 1+ T(S"/Atﬂ( gk VE Al‘”( ) m! Fl(a—m-‘rl) O-J‘(t_mAt) "

) (1.167)
a da&'i‘ ﬁd Eij
+6e (50 4 ) + 0ol ).
where
o
die; 1 t m_ Tlary
e A 2D m! Tl i) €iiloman - =08 (1.168)
’n_o a—m

The weak form remains the same, we recall that we have simplified the problem
by neglecting the geometric nonlinearities (large deformations), Fj; =~ 6;;, J ~ 1,
oij ~ Sij, €ij = U, j) instead of E;;. In this constellation the form reads

F ui = 2u) +u? Sui +0ji 8 fisu; )dv
orm = ————— 0U; i OU; i OU; —_
5, = At At 71 o 0

—/ l,‘\,‘Su,'dA .
OBY

(1.169)
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Fig. 1.8 Hysteresis plot of polycarbonate under shear loading for different loading rates

Consider a polycarbonate™ typically used for CDs, DVDs, BluRays, and also in
Nokia N9’s case, IPhone 5c’s case, or Samsung Galaxy III’s battery cover. It is a
transparent, hard, and impact resistant thermoplastic polymer with the following
materials data:

a=0.844, 5=0.844 -0.364, 10 =214700s,

) . 3 (1.170)
Gop=2.152-10°Pa, G,=1.185-10"Pa, py=1200kg/m’ .
We shear a simple 2D geometry out of Makrolon M2200 sinusoidally and plot the
hysteresis plot for two different loading rates. The rate-dependency of the material can
be observed in Fig. 1.8. This behavior is due to the viscous character since the model
includes a strain rate and stress rate dependency. The rate dependency is applied
by fractional time rates. The hysteresis curve in Fig. 1.8 is typical for a viscoelastic
response subject to a cyclic loading. The enclosed area denotes the dissipated energy
due to the viscous behavior. Under a slower loading rate, the material possesses more
time to respond viscously and dissipates more energy. If the loading rate is so high
that the response time is larger than a complete cycle’s period, then the material
shows an elastic behavior.
In order to comprehend the effect of the fractional time rate, we apply a har-
monic loading for many cycles, see Fig. 1.9. In the case of integer rates we obtain a
steady-state in the hysteresis plot after couple of cycles. The integer rate dependency

50Makrolon M2200 is a commercial polycarbonate manufactured by Bayer, for the material para-
meters with 5 % multi-wall carbon nanotubes from Baytubes, see [10].
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Fig. 1.9 Hysteresis plot of polycarbonate under shear loading for the loading rate 0.1 Hz and 10
cycles

represents a limited memory of the material. In other words, the deformation in his-
tory affects the stress and this history is implemented by using a rate dependency.’’
For a viscoelastic model with first rates of stress and strain, we have a short memory
in the material such that after one or two cycles we expect the steady-state. For a
second rate model, more history is involved such that we may expect after four or
five cycles. These are all rough estimations in other to explain the effect of a frac-
tional time rate. In the definition of the fractional time rate we incorporate the whole
history. Owing to the gamma function the effects diminish exponentially, concretely
the parameter 7y is controlling how many seconds of history is involved in. The used
material has a huge 7y parameter with respect to the total simulation time. Therefore,
the steady-state does not occur even in the first 10 cycles. Therefore, the fractional
time rate facilitates a history dependency by using a material parameter. In a model
with integer time rates, the materials dependence on history is limited by the highest
number of the time rate. For computation we use an efficient implementation of the
gamma function from SciPy packages. A simple two-dimensional rectangle is used
as the geometry, where right and left boundaries are handled as periodic boundaries.
This boundary condition has the physical interpretation of a material much wider
than the geometry used in the computation. The following code has been used for
simulations.

SIMathematically, we should expand in time by using a TAYLOR expansion up to nth integer rate.
Then the history is involved in for a limited interval of time given by nth derivative.
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?7” Computational reality 05, linear rheology with fractional
<~ time rates”””

__author__. = ”B. Emek Abali”

__license__. = ”"GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
“ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =*

import scipy

from scipy.special import gamma
from scipy.misc import factorial
import numpy as np

set_-log_level (ERROR)
pwd='/calcul /CR05/"'

xlength =0.100 #[m]
ylength =0.025 #[m]
mesh = RectangleMesh (Point (0,0) ,Point (xlength ,ylength) ,20,5)

class PeriodicBoundary (SubDomain) :
def inside(self, x, on_boundary):
return near(x[0],0) and on_boundary
def map(self, y, x):
#this maps right side x[0]=xlength to the left
x[0] = y[0] —xlength
x[1] = y[1]

PeriodicBC = PeriodicBoundary ()

Space = VectorFunctionSpace(mesh, 'P' 1, constrained_domain=
— PeriodicBC)
TensorSpace = TensorFunctionSpace (mesh, 'P' 1,

< constrained_domain=PeriodicBC)

delu = TestFunction(Space)
du = TrialFunction (Space)
u = Function (Space)

u0 = Function (Space)

u00 = Function (Space)

print 'initializing ,time'
t_start=0.0
t_.end = 10.0

# a class in dolfin saves the data (binary) in time

stress_history = TimeSeries (mesh.mpi_comm (), pwd+'hist/
— stressHist ")

strain_history = TimeSeries (mesh.mpi_comm (), pwd+'hist/
— strainHist ')

stress_history .parameters [’ clear_on_write”]| = False

strain_history .parameters [’ clear_on_write”] = False

#setting initial conditions

initialcond = Expression(('0"','0"'))
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u0.interpolate(initialcond)
u00. assign (u0)

#Defining boundary conditions

left = CompiledSubDomain( 'near(x[0],0) && on_boundary")

right = CompiledSubDomain( 'near (x[0],1) && on_boundary',l=
— xlength)

bottom = CompiledSubDomain ( 'near(x[1],0) && on_boundary"')

top = CompiledSubDomain( 'near (x[1],1) && on_boundary',l=

— ylength)
cells = CellFunction('size_t "', mesh)
facets = FacetFunction('size_t ', mesh)
dA = Measure('ds', domain=mesh, subdomain_data=facets)
dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

facets.set_all (0)

# a cyclic shear on top

shear = Expression(('0.0001*sin (2.% pi*xfxtime)','0.0"),{=0,
— time=0)

bcl = DirichletBC (Space ,shear ,top)

bc2 = DirichletBC (Space ,(0.0,0.0) ,bottom)

bc = [bel, bc2]

def fractional (index,arg,t,h,power):

m=index+1

temp=as_tensor ([[0.,0.],[0.,0.]])

while m <= t/h:
hist=int (t/h-m)
tensor=Function (TensorSpace)
arg.retrieve (tensor.vector () ,hist)
temp += as_tensor (( —1.)**msgamma(power+1.)\
/gamma (power—m+1.)/factorial (m)+tensor [i,j]\
/(hexpower) ,[1,3])
m+4= 1

return temp

file.u = File (pwd+'displacements.pvd')

#Plotting stress v/s strain curves

import matplotlib as mpl

mpl.use('Agg')

import matplotlib.pyplot as pylab

pylab.rc('text', usetex=True )

pylab.rc('font', family='serif', serif='cm', size=30 )
pylab.rc('legend', fontsize=30)

pylab.rc (( 'xtick.major','ytick .major'), pad=15)

def compute (freq ,loops):
t=t_start
dt = 0.005/freq
#Setting up the parameters in kg, s, N, m, Pa
alpha = 0.844
beta = 0.844 —0.364
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tau0 = 214700.
GO = 2.152E2
Ge = 1.185E4
rho0 = 1200. #[kg/m3]
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# index notation

i,j,k,l = indices(4)

delta= Identity (2)

epsilon= as_tensor (1.0/2.0«(ufi].dx(j)4+u[j].dx(i)),(i,]

epsilon0= as_tensor (1.0/2.0%(u0[i].dx(j)+u0[j].dx(i)),(
= j))

)

sigma = as_tensor( 1.0/(1.04+ tauOs+alpha/dts+alpha) = ( \
— tauOx*xalphaxfractional (1,stress_history ,t,dt,alpha)
— [i,5] \
+ Gex( epsilon[i,j] \
+ tauOx*xalphaxfractional (0,strain_history ,t,dt,alpha)

— [i,j] )
+ GOxtauOxxbetaxfractional (0,strain_history ,t,dt,beta
= )[i,i]) \

» (1,3))
f= Constant ((0.0,0.0))

Form = (rhoO#(u[i]—2.*u0[i]4+u00[i]) /(dt*dt)*delu[i] \
+ sigma[j,i]xdelu[i].dx(j) \
— rhoOxf[i]«xdelu[i] )=dx

Gain = derivative (Form,u,du)

stresses = []

strains = []
temp_array= []

time= []
stress_history.clear ()
strain_history.clear ()
u.interpolate(initialcond)
u0. assign (u)

u00. assign (u0)
shear.f = freq
tend=loops/freq

while t<=tend:

shear.time = t
#print 'time: ', t
solve (Form==0, u, bc, J=Gain, \
solver_parameters={"newton_solver”:{”
< linear_solver”: 71u”, ”relative_tolerance”
— o le—4} }, \
form_compiler_parameters={" cpp_optimize”: True, ”
< representation”: ”"quadrature”, ”
< quadrature_degree”: 2} )

ift==0.25/freq : file_u<<(u,t)
ift==0.75/freq : file_u<<(u,t)

u00. assign (u0)

u0. assign (u)

actualStress = project (sigma, TensorSpace)
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stress_history .store(actualStress.vector () ,t)
actualStrain = project (epsilon ,TensorSpace)
strain_history .store(actualStrain.vector () ,t)
P=(xlength /2., ylength)

sigmal2 = actualStress (P)[1]

epsilonl2 = u(P)[0]/ylength

stresses .append(sigmal2) #in Pa
strains.append(epsilonl12%100.) #in %

t =1t + dt

return stresses, strains

fig = pylab.figure (1, figsize=(12,8))
pylab.subplots_adjust (bottom=0.15)
pylab.subplots_adjust (left =0.20)
pylab.xlabel(r'strain $\varepsilon_{xy}$ in $\%$')
pylab.ylabel (r'stress $\sigma_-{xy}$ in Pa')
pylab.grid (True)

tic ()

freq = 0.2

stresses , strains = compute(freq ,1)
#np.save ('01 Hz_stress .npy ', stresses)
#np.save ('01 Hz_strain .npy ', strains)

#stresses=np.load ('01 Hz_stress .npy ')

#strains=np.load ('01 Hz_strain .npy ")

pylab.plot (strains ,stresses ,color='red',marker="'o',markersize
— =5,label="%(0).1f Hz'%{'0"':freq})

pylab.savefig (pwd+'CompReal05 _hysteresisl.pdf"')

print 'it took ',toc(),' seconds'
tic ()

freq=0.3

stresses , strains = compute (freq ,1)

pylab.plot (strains ,stresses ,color="'blue' marker="'s"',

— markersize=5,label='%(0).1f Hz'%{'0"': freq})
pylab.legend (loc="'best ")
pylab.savefig (pwd+'CompReal05 _hysteresisl.pdf')
print 'it took ',toc(),' seconds'

pylab.cla ()

pylab. clf ()

fig = pylab.figure (2, figsize=(12,8))
pylab.subplots_adjust (bottom=0.15)
pylab.subplots_adjust (left =0.20)
pylab.xlabel(r'strain $\varepsilon_{xy}$ in $\%$"')
pylab.ylabel(r'stress $\sigma_{xy}$ in Pa')
pylab.grid (True)

tic ()
freq = 0.2
stresses , strains = compute (freq,10)

pylab.plot (strains ,stresses , 'r—"')
pylab.savefig (pwd+'CompReal05 _hysteresis2.pdf')
print 'it took ',toc(),' seconds'
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To-do

In order to obtain a better understanding, vary the parameters «,  and compare the
stress-strain hysteresis:

Try first to guess the stress-strain plot for « = 8 = 0 and then apply.

e What is the proper name of the rheological model in case of setting o« = 0, § = 1?
In this model, would the strain affect the hysteresis curve?

Try to explain the case of « = 0, § = 2.

What is the effect of setting o % 0 ?

In order to gain a perception of the implemented periodic boundary condition, try
to redo the simulation by removing this condition and using a free surface condition
on the boundary. Then double or triple the length in x-direction for eliminating the
boundary effects and compare the solution to the one with the periodic boundary
condition.

1.6 Associated Plasticity

Particles in their initial positions, X;, move and displace as a consequence of a
mechanical loading. This displacement, u;, for every particle, X;, at the current time,
t, is a function in space and time, u; = u;(X;, t). We compute the displacement
with the balance of linear momentum augmented by the constitutive equation. The
balance of linear momentum possesses stress. The constitutive equation relates stress
to displacements over strains. This connection is a mathematical equation, every
stress value is related to a unique strain value. For example zero stress is related
to zero strain. If we compute a loading and unloading scenario—stress increases
and then decreases—the particles move under loading and move back to their initial
positions after unloading. Before loading, at zero stress, no deformation occurs (zero
strain). After loading and unloading, at zero stress, zero strain has to occur again. In
other words, the process is reversible and the displacements are recoverable.

In the so-called elastic behavior, the displacement vanishes after unloading. The
process is reversible and for several cases it is admissible. For engineering materials
like steel, copper, magnesium, and aluminum, the admissible strains are less than
0.2% = 0.002. Above this threshold a plastic deformation starts occurring such
that after unloading some of the displacements remain in the continuum body. The
process is not reversible; some of displacements are recovered, not all. During this
plastic deformation the material behavior changes, too. We need different material
models for elasticity and plasticity. Hence, we need to distinguish between elastic
and plastic regimes.
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We start with elasticity. As discussed in Sect. 1.4, stress tensor consists of volu-
metric and deviatoric parts. We can motivate this decomposition for small strains by
using another argumentation. Consider a cubic body expressed in Cartesian coordi-
nates with its origin in one corner. Lengths of its sizes are simply identical to unit
vectors of the coordinate system. The volume reads

V=XXX;=1. (1.171)

Suppose that its length changes due to a mechanical loading. The displacement, u |,
up, us along X1, X,, X3, respectively, can be used to calculate the volumetric change:

V+AV =Xy +u))(Xo +u2)(X3 +uz) =
= X1 X2 X3 + X1 Xouz + Xqus X3 + Xqupuz +u1 Xo X3 + ujur X3 + ujuous .
(1.172)
By multiplying the latter by V / X | X, X3 = 1 and then neglecting the nonlinear terms,
Viz.,

UrU3 uup
= eye33 < 0.0022~ 0, =¢e1160 < 0.0022~ 0,

X2 X3 X X
uiurus

X1X2X;3

(1.173)
= eremen < 0.002° ~ 0,

since small strains (smaller than 0.002) occur in the elastic regime, we obtain

V4av=vyByplay Uy
N X3 X5 X

AV us . Uy U (1.174)
— =—4+ =+ —=cu .
VooxXs X, xg  *
We can use a simplified notation:
Exr = 3e, (1.175)

where the parameter e is simply the measure of the volumetric change (dilation) in
Cartesian coordinates. The deviatoric strains are responsible for a distortion without
dilation

€lij| :E,'j—e(sij. (1176)

Employing HOOKE’s law for isotropic materials, we obtain the linear relation between
the symmetric CAUCHY stress and symmetric strain

oij = Cle(s,-j + 2615 = /\5ij5kk + 2,u5,-j . (1.177)
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This tensor equation of rank two has to hold in its lower ranks, too. We can reduce
the rank by contracting indices, for a Cartesian coordinate system we multiply by
the KRONECKER delta>”
0ijoij = 0ii = A0i;3e + 2ue;; = Ne + 2u3e , (1.178)
and introduce a simplified notation:
oii =35 =>s=0CBA+2ue. (1.179)
Another bulk quantity, s, for stress has been used, the deviatoric part reads
0lij| = 0ij — 80ij . (1.180)
Finally, we observe a simple relation

0ij = A0jjerk + 2uEij
ol + $0i; = A0 3e + 2u(eij + €dij)
ajij) + BA + 2u)ed;; = Adjj3e + 2ued;; + 2pue);)
lij| = 21€}ijj -

(1.181)

In other words, under the assumption of small strains, deviatoric and volumetric parts
can be (additively) decomposed and related to each other separately. Indeed, we have
seen this decomposition already by using the energy concept, however, herein we
present the same result without using the notion of energy. The assumption of small
strains in the elastic regime is adequate for engineering materials like steel, aluminum,
magnesium, and copper.

By excessing the yield stress, oy, body starts to flow with the velocity, v; =
v; (X, t), of particles X;. Since velocity is the rate of displacement, we obtain

81)(,- _ 82u(,- _ 82u(,» _8&'”'

S led U _ —¢ (1.182)
ox»d  o0X»Hor  0tdX) ot Y

where ¢;; is the strain rate. The strain rate or equally the symmetric part of velocity
gradient causes a viscous flow. If a yield condition is fulfilled such velocities occur.
Hence this type of deformation is elasto-plastic and the flow of continuum body can
be expressed by strain rate. In a simple tensile test, a loading above the yield stress
causes a plastic deformation, which remains in the body after unloading. Thus, we can
simply measure the elastic and plastic elongations. By dividing the elastic and plastic

52We lower the rank by contracting indices. In order to contract two indices we multiply by the
metric tensor. KRONECKER delta is also the metric tensor in Cartesian coordinates.
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elongations by the length of the beam, we obtain elastic and plastic strains.> In order
to model the plastic behavior we need the strain rate or symmetric velocity gradients.
According to the VON MISES yield criterion, the second invariant>* of deviatoric part
of the stress tensor should be greater than an experimentally determined quantity.
We know from a tensile test that the material starts deforming plastically above the
yield stress, oy. This scalar value is representing the threshold of the plasticity. In a
tensile test the stress tensor attains the yield stress in one component as the material
starts yielding
Oy 0 0
000

Since we want to use the VON MISES yield criterion, we calculate the second invariant

§CTY O 0
opji=0ij—sdij=| 0 —30y 0 |, (1.184)
0 0 —joy
and relate it to the yield stress
6 ,
01ij19ij| = §UY ’

3 (1.185)
oy = V Ea\ijlo'lijl ’

which is the yield criterion. The value of oy is specific to the material. For any

deformation we can calculate
3 (1.186)
Teq =/ 57119lij1 » :

and compare it to the yield stress obtained from the tensile test. When the plasticity
starts, oeq = Oy, the yield criterion is fulfilled.

As a consequence of mechanical loading, a deformation occurs. Upon unloading,
plastic part of the deformation remains in the body whereas the elastic part is recov-
ered. Since we express the deformation by using the strain tensor, a simple approach
of modeling such a behavior reads

Eij = eé‘ij + p€,‘j s (1.187)

53This consideration has been used in [20, 22], therefore, the associated plasticity is also called
PRANDTL-REUSS plasticity, see [ 15, Chap. 11]. The PRANDTL-REUSS plasticity is named for Ludwig
Prandtl and Andras Reuf3 (Endre Reuss).

54There are three invariants in three-dimensional space of the stress tensor. The first invariant of
stress is the bulk quantity s = o;;, the second invariant s o;;0;; and the third invariant s, o;; 0 jx o .
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where %;; denotes the elastic part of the strain tensor and *;; the plastic part. This
additive decomposition of strain tensor is a phenomenological fact. For many engi-
neering materials with small deformations and small strains the approach gives accu-
rate results. For the elastic part of strains we have applied HOOKE’s law:

0ij = Ciju €ij = Cijua (e — "eua) - (1.188)
The plasticity is given by strain rate. Hence, the latter equation is rewritten
a3 = Cijua (€ — ") » (1.189)

since the stiffness tensor is constant in time. We need a constitutive relation for ;.
In a former section we have utilized a scalar function, stored energy, in order to define
the stress as in Eq. (1.91). Stored energy has a first integral, i.e., it is a potential. The
same concept is used for plasticity and we assume that a flow potential f exists,
leading to

of

= A.aT,»j’ (1.190)

where we need a (positive) multiplier A" since the plastic strain cannot be expressed
with a first integral. In other words, the evolution of plastic strain is important, we
cannot use the start and end states for calculating plastic strain. Therefore, a flow
potential, f, fails to define the plastic strain and we need a multiplier. Both will
be defined in the following by using the yield criterion. This approach is called
associated plasticity in the literature.

1.6.1 Isotropic Hardening

We start by defining the flow potential, f. For many engineering materials, the VON
MISES yield criterion is used in order to generate a function resulting in O in the case
of plasticity

1 1
= gofq - §k2 ’ 1.191
| . (1.191)
/= %119l — gk

The value of k changes with respect to the plastic deformation. Consider a tensile test,
the value of kK = oy in the elastic regime. Obviously, the flow potential is negative,
f < 0. The axial force increases such that the equivalent stress approaches the yield
stress and f goes to zero. At the moment, when the yield criterion is fulfilled, f
vanishes and plasticity starts. If the force increases further, we would have a positive
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f if the value of k remains as k = oy. However, the value of k increases as the
plasticity is occurring such that f = 0 as long as a plastic deformation is performed.
The flow potential is zero in the plastic regime and negative in the elastic regime:

=0 plastic regime

=0, fs[ (1.192)

<0 elastic regime

Of course, we need to model k depending on the plastic deformation. For simplicity,
consider a linear function in the plastic strain:

k=oy+he, (1.193)

where *q denotes the equivalent plastic strain. This approach™ is obviously the
simplest case. Many engineering materials show such a simple hardening behavior.
An explanation of this behavior is based on arising dislocations in case of plastic
yielding, where the high density of dislocations slows down the plastic flow. From
a phenomenological point of view, we observe in a tensile experiment a behavior as
in Eq.(1.193) and model it by determining the material constants oy and & without
considering a microscopic reasoning. Since we determine the parameters from a
tensile test we need to use the VON MISES equivalent stress and strain.

For example an AISI steel 1010 has the initial yield stress oy = 305 MPa. This
value remains constant. For the elastic regime the flow potential is below zero, f <
0, since the equivalent stress is smaller than k = oy. When the loading causes an
equivalent stress higher than ov, the value of k increases such that f = 0 during the
plasticity.® As we have seen in Eq.(1.193), k depends on the plastic strain and is
independent on the stress. The flow potential depends on & and stress,

f=fk, o) . (1.194)

During plastic deformation f = 0, moreover, f remains zero:

of . of . (1.195)

5See [16].
56This approach gives the so-called KARUSH-KUHN-TUCKER conditions:

A>0, f<0, Af=0,

since in the elastic regime f < 0 and A° = 0 whereas in the plastic regime f = 0 and A* > 0. We
will not make much use of these relations, they are mostly used in conditional optimization.
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By using Eq.(1.191) we obtain

8f (9f 80’|k” 1 1
= = Oki01j — 3 0k10ni0nj) = 0ij| — 30ij 0k = Oij) »
9oy, Doy Doy o (3 3 Ok10n ni) = o 301 TIkk| = il
(1.196)
as well as
of 2
- =Tk, 1.197
ok 3 ( )
thus the condition in Eq. (1.195) results in
. .20,
f =0:U|ij\aij - gkk . (1198)
The latter can be rewritten in terms of the rate of k as follows
3010,
g = 22\ % (1.199)
2k

By combining the latter with the rate of k obtained from the linear isotropic hardening
model in Eq. (1.193),

k" =h%, (1.200)
we acquire the so-called evolution equation for plastic equivalent strain:
30iji0;;
K =hey = =2
. (1.201)
wo— 3U|ij\‘7ij
4 2kh

The evolution equation describes the change of plastic equivalent strain. The plastic
strain accumulates in the continuum body due to the evolution equation

Teq = / eqdr - (1.202)

The plastic strain lacks a first integral, we cannot write f d'eeq. Therefore, we need
an evolution equation also for the three-dimensional case. In order to obtain *;; we
start by inserting Eq. (1.189)

_ 301i1Cijki (5;¢1 - pg;cl) (1.203)
Fea = 2kh ’ '
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and continue by utilizing Eq. (1.190) with Eq. (1.196)

0
i = a2l Aojiji
% (1.204)
_ 30 Cijua (g1 — A'oua))
« 2kh

During plasticity, f = 0, we postulate that the power calculated by the equivalent
stress and strain equals to the power calculated by the three-dimensional stress and
strain states:

Oeq pg.eq = 0jj p€;j . (1205)
The plastic flow of a solid is equal to a viscous flow of a fluid. In a viscous flow
the shear deformation results in an incompressible flow without volumetric change.

This phenomenon occurs in the plastic flow, too
ik =0= %, =0, (1.206)

thus, there is only a deviatoric (traceless) plastic strain rate, %j;; = ';;. The afore-
mentioned postulate leads to

bt e
Oeq €eq = Tlij| €)ij| »

3 3 (1.207)
Teq =\ 51ii101ij| = eq = §”€Imp€m -

Now, the postulate can be rewritten

. 1 .
Eeq = il €lijl - (1.208)
eq

Moreover, during plasticity, from Eq.(1.191) we acquire

12
f=0=k= ga\iﬂaﬁjl = O¢q - (1.209)

By using the latter and Eq. (1.204); we obtain

. . 1 . 1.2 2.
Teg = 701 iy = TOU A0 = TATK = 34k (1.210)

Finally, we can explicitly define A* by combining Eq. (1.204), with the latter
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. 9011 Ciju (g — A'opa)
A= ,
4k2h
. 9 9 .
A (1 + ma|ij|cijk1mk”) = ma\ij\cijklgkl s (1.211)
_ _ 9iiiCijncy
gkzh + Ulij\cijklg|kl|

We have reached the material model of the plastic multiplier in case of the linear
hardening. We recall Eq.(1.204),:

i = Aol (1.212)
such that the evolution of the plastic strain can be computed by means of the additional
parameter, &, from the used linear hardening model. This parameter shall be obtained

by a tensile testing. We aim at defining a constitutive equation for stress, which reads

o Jloplcopmn
{ kO |kl
5k2h + 01\ Cijuauy

73y = Ci (e = =i0) = (Cypmn — € )i - (1.213)

In order to allow plasticity to occur above the yield stress, we can define a conditional

parameter:
1 ifk > oy
— - , 1.214
o) {O otherwise ( )

where the conditional parameter is written with MACAULAY brackets®’ (-). This
parameter is used as follows

Cijk101k11010p| Copmn )5'
472 o C.
gk h+0",j‘cl]k10'|k”

o = (C,-jmn — (7 (1.215)

Formally, the parameter vy can be computed after having computed the displacement
field (and thus stress). This approach is computationally costly, therefore, we will
employ it regarding the displacement field from the last time step. By choosing
appropriately small time steps, the computation will be accurate.

From the point of algorithmic ease the MACAULAY brackets can be implemented
in an unusual way:

1 sa+|a| 1 ifa>0
H = — = . 1.216
e(a) |a|( 2 ) {O otherwise ( )

5T They are named for William Herrick Macaulay.
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This step-function is known as the HEAVISIDE function.’® Especially in signal
processing and system control and dynamics, by using the time instead of a, HEAV-
ISIDE function is used frequently. We can use the same idea for the MACAULAY
brackets and implement it in this way:

: (k_UYHk_UY'). (1217)

() = Helk — oy) = .

|k — oyl

In the code below we use a boolean query for obtaining (), it is quicker than the
HEAVISIDE function.

Since we apply the displacement field from the last time step for obtaining (), the
behavior of plastic flow is characterized with a time lag, which converges to reality
by choosing small time steps. During plasticity the deformation is partly elastic
and partly plastic. The plastic deformation is a viscous flow and we can imagine
this phenomenon as a consequence of the velocity gradient. Elastic deformation is
modeled by using the displacement gradient (strain). Displacement and velocity are
coupled; but they are independent.> Therefore, elasticity and plasticity are coupled
and independent phenomena.

1.6.2 Kinematic Hardening

In the associated plasticity an isotropic hardening rule has some limitations. The
yield stress, k, increases in all directions (isotropic), hence, it can only be used for a
monotonic loading. For the case of a cyclic loading the BAUSCHINGER effect® can
be modeled by amending the hardening rule. The so-called kinematic hardening uses
a back stress, 3;;, which results in a dependence on loading in the hardening model.
Instead of the aforementioned flow potential with linear isotropic hardening:

1 1
f = 3o = 3@ + b’ 1.218)

581t is named after Oliver Heaviside.

59Formally, a sinusoidal displacement, u = a sin(bt), and thus the velocity, v = a b cos(bt), are
independent, [ u vds = 0, since sinus and cosinus are orthogonal. This independence means that a
variation in one does not change the other. A velocity in the current time causes a displacement in a
future time, therefore, they are affecting each other in the subsequent times, however, independent
at the current time.

%0This effect has been discussed in [4] for the first time and therefore it is named after Johann
Bauschinger.
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we use a flow potential®' in this form:

1 1
f= E(Ulijl — Bij)(oyij) — Bij) — 503 . (1.219)

We aim at modeling the back stress, 3;;, in an adequate way. By starting with zero
back stress, we can model the back stress by using an evolution equation for its rate,
f3;;- We search for a model of the rate of back stress. The simplest model® is a linear
relation:

g, =ct (1.220)

where the material parameter ¢ has to be determined instead of % in isotropic harden-
ing. Starting from the latter relation for back stress, a theoretical treatise® results in

B = (i — P, I =0, (1.221)

where we have introduced I"*, which has to be obtained in a way that Eq. (1.220)
holds. We redo the same steps as in isotropic hardening. The flow potential in
Eq.(1.219) is a function of stress and back stress, f = f(o;;, 5;;). While a plas-
tic yielding is occurring,

:a_f'+a_f

=0 .
/ doij % oBij

By = (ouj) = Bij)ojiyy — (onji — Bi) By (1.222)
we obtain the following relation by using Eq. (1.221):
(1 = Bij) oy = (o1 = Bij) B »
(i1 = Bij) oy = (o151 — Bij) (00 = Biy) T

(01 = Bij) oy

(J\ij\ - 5:'})(05; - ﬂij) -

(1.223)
I =

Equation (1.220) states a traceless (deviatoric) back stress, 8;; = )i, since %}, = 0.
Moreover, during plasticity, f = 0, we insert Eq. (1.219) into the latter and find

o (01 — Bij) o _ (01 — Bij)o;; . (1224)
(011 = Bij) (o101 = Bij) Ha

61See [13].
62See [19].
63See [23].
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The starting assumption with the flow potential for kinematic hardening,

. .0 .
P&«ij = A 67]:‘] =A (O",‘j| —ﬁ,‘j) y (1225)

allows us to obtain from Eq. (1.220) with Eq.(1.221) the evolution of back stress:
ﬁ;j = CA.((TW‘ - ﬁij) = (O’|,’j| - B,-,-)F' . (1226)

for arbitrary o;; and (3;; values. Hence, it reads

o1 = Bu) o
CA=T", A= % . (1.227)
§CO'Y
In order to eliminate the rate of stress, we use again HOOKE’s law,
. oiiji = Bij) Cijia ey — & . .
A= ( lijl ./)2 ./2( kl kl) ’ pgkl — A (U\ku _ 5“) ’ (1.228)
§CO'Y
and acquire
(1 (061 = Bij) Cijuar (o) — Bu) \ (91051 = Bij) Cijuicyy

scoy scoy (1229)

_ (911 = Bij) Cijugn '
sco5 + (0141 = Bij) Cijua (o) — )

Often ¢ = 2/3h is chosen for a better correspondence to the isotropic hardening. In
this case we obtain the constitutive equation for kinematic hardening:

5 = Cijmn (€ = Erun) = Cijmn (Eppn — A (Tpn) = Boun)) » (1.230)

by using the conditional parameter () from Eq. (1.217) the constitutive equation can
be rewritten

Cijki (o) — Brt) (T10pl — Bop) Copmn )e' (1231)

U;' = Ci imn — <’Y>
! ( ! s0%h + (0151 — Bij) Ciju (o) — Bu)
The latter equation is the counterpart of Eq. (1.215) with the isotropic hardening. For
the case of the isotropic hardening the yield stress, k, evolves with the plastic strain;
whereas for the case of the kinematic hardening, the back stress, 3;;, evolves with
the plastic strain.



1.6 Associated Plasticity 71

In order to implement the constitutive equation, time discretization is used in the
LAGRANGEan frame

o — 0ojj _0ij — J,Qj
b= o T Ar (1.232)
oij = 0?]- + AtU;j .

By considering linearized strains for small deformation the variational form becomes

uip —2u? +u®
At At

OBY

where stress in Eq. (1.232) is complemented with Eq. (1.215) or Eq. (1.231). Unfor-
tunately, we need to know o;; in Eq. (1.215) or Eq. (1.231) for computing the current
stress, o;;. The correct way of programming relies on an iterative schema, which is
computationally costly. Therefore, we use the value of stress from the last time step
and approximate the rate of stress, for example, for kinematic hardening we acquire

Form = (Po du;j + o ji duij — pofi Sui)dV
Bo

(1.233)

o = (C-- (o Ciju (Ugcu - ﬂl?l)(“ﬁ)p\ - 52p)cvpmn ) .
ii — ijmn — 4 ’
Y 5‘7\2(/1 + (Ugﬂ - 5:‘0/')Cijkl (Uﬂd\ - 51?1) "
(o — B)o;
0 . . Iki| kI)0kl ; o 0
Bij = B+ Aty By = —— 5 (o = Bj) -

3°Y

(1.234)

For small time increments the numerical solution is accurate and the computational
time is reasonable.

Consider a one-axial tensile testing where a quadratic beam is under a mechanical
loading. The machine is controlled by displacement. Suppose that a cyclic loading
is set. We give below the code for the kinematic hardening and the hysteresis plot
can be seen in Fig. 1.10. The computation is in three-dimensions as seen in Fig. 1.11.
HOOKE’s law incorporates the transverse strain, although the loading is only axial.
The plasticity model affects the material behavior only during the plasticity, which is
decided by using two conditions: f = Oand f* = 0. Both of them are computed with
a boolean query in each time step. The second condition enables an elastic response
as a consequence of unloading. The code is given below.

64See [24, Chap. 3].
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Fig. 1.10 Hysteresis plot for a tensile test simulation of plasticity with kinematic hardening

Fig. 1.11 Deformation is presented by using a scale factor of 50. Top After 1/4 cycle. Bottom After

3/4 cycle. The initial geometry is outlined
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Associated Plasticity

9999

?7” Computational reality 06, plasticity

_—author__ = ”"B. Emek Abali”

__license__ = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =

import numpy

set_log_level (ERROR)

xlength =100. # [mm]

ylength =10. #[mm]

zlength =10. #[mm]

mesh = BoxMesh (Point (0, 0, 0), Point(xlength, ylength,
— zlength), 10, 3, 3)

Coeff = FunctionSpace (mesh, 'P' 1)

Space = VectorFunctionSpace(mesh, 'P' 1)

Tensor = TensorFunctionSpace (mesh, 'P' 1)

delu = TestFunction(Space)

du = TrialFunction (Space)

u = Function (Space)

u0 = Function (Space)

u00 = Function (Space)

cells = CellFunction('size_t ', mesh)

facets = FacetFunction('size_t ', mesh)

dA = Measure('ds', domain=mesh, subdomain_data=facets)
dV = Measure( 'dx', domain=mesh, subdomain_data=cells)
print 'initializing ,time’

t=0.0

t_end = 10.0

dt = 0.05

#Defining boundary conditions

left = CompiledSubDomain( 'near(x[0],0) && on_boundary')

right = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=
— xlength)

boundaries = FacetFunction( 'uint ', mesh)

boundaries. set_all (0)

# a cyclic displacement on the right end

displ = Expression(('0.5%sin (2.% pixfxtime)','0.0','0.0"),f
< =0.1,time=0)

bcl = DirichletBC (Space , displ ,right)

bc2 = DirichletBC (Space ,(0.0,0.0,0.0) ,left)

bc = [bel, be2]

#Setting up the material parameters in tonne, seconds , Newton
— , milimeter

rho0 = 8.3E-9 #tonne /mm”3

nu, E = 0.3, 200000.0 # [—], [MPa]

h=0.01«E

lambada=E+*nu/(1.0+nu) /(1.0 —2.0*nu)
mu=E/(2.0+2.0%nu)
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#Y=Function (Coeff)

sigmaY=Constant (300.0) # [MPa]

# index notation

i,j,k,l,mn,o,p = indices (8)

delta= Identity (3)

eps= as_tensor (1.0/2.0%(ul[i].dx(j)+ulj].dx(i)),(i,j))
epsO= as_tensor (1.0/2.0%(u0[i].dx(j)+u0[j].dx(i)),(i,j))
epsDot=as_tensor ((eps[i,j]—epsO[i,j])/dt,(i,j))
gamma=Function (Coeff)

C = as_tensor (lambadaxdelta [i,]j]*delta[k, 1]\
+muxdelta [i,k]+delta[j,]1]+muxdelta[i,]]+xdelta[j,k],(i,],k,1))

sigma0 = Function (Tensor)

dev_sigma0 = as_tensor (sigmaO[i,j]—1./3.%sigma0 [k,k]*delta[i,
— j1,(i,§))

beta0=Function (Tensor)

sigmaDot = as_tensor( (C[i,j,m,n]—gammaxC[i,j k,1]x(
< dev_sigmaO [k, 1]\
—betal[k,1])*(dev_sigmal[o,p]—betal[o,p])*Clo,p,m,n]/(4./9.%
— sigmaY x%2xh\
+(dev_sigmaO[i,j]—betaO[i,j])*C[i,],k,]]*(dev_sigmal[k,1]\
_bEtaO[kvl]) ) )*epsDot[m,n], (lyJ) )

sigma = as_tensor (sigma0 [i,j]+dt*sigmaDot [i,j],(i,]))
dev_sigma = as_tensor (sigma[i,j]—1./3.xsigma[k,k]xdelta[i,]

= 1,(i,i))

betaDot = as_tensor ( gammax(dev_sigmaO [k, 1]—beta0[k,1])*
<« sigmaDot [k, 1]\
/(2.0/3.0xsigmaY*+2)*(dev_sigmaO[i,j]—betaO[i,]j]) ,(i,]j))

beta=as_tensor (betal[i,j]+dt«betaDot [i,j],(i,]))
f= Constant ((0.,0.,0.))

Form = (rhoOs(u[i]—2.xu0[i]4+u00[i]) /(dt*dt)xdelu[i] \
+ sigma[j,i]xdelu[i].dx(j) \
— rhoOxf[i]*xdeluf[i] )*dV

Gain = derivative (Form,u,du)

#Plotting stress vs. strain curves

import matplotlib as mpl

mpl.use('Agg')

import matplotlib.pyplot as pylab

pylab.rc('text', usetex=True )

pylab.rc('font', family='serif', serif='em', size=30 )
pylab.rc('legend', fontsize=30)

pylab.rc (( 'xtick .major', 'ytick.major'), pad=15)

#pylab .ion ()
fig = pylab.figure (1, figsize=(12,8))
fig.clf()
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pylab.
pylab.
pylab.
pylab.
pylab.

subplots_adjust (bottom=0.18)
subplots_adjust (left =0.16)
xlabel(r'strain $\varepsilon_{xx}$")
ylabel(r'stress $\sigma_{xx}$ in MPa')
grid (True)

stress_plot = []

strain_plot = []

temp_array= []

time= []

uinit = Expression(('0.0','0.0','0.0"))
u0.interpolate (uinit)

u00. assign (u0)

file_u = File ('/calcul/CR06/displacements.pvd")

while

t <= t-end

displ.time =t
print 'time: ', t
solve (Form==0, u, bc, J=Gain, \

solver_parameters={"newton_solver” :{” linear_solver”:

< ?"mumps” , "relative_tolerance”: le—3} }, \
form_compiler_parameters={" cpp-optimize”: True, 7
— representation”: ”quadrature”, ”

< quadrature_degree”: 2} )

sigma_. = project (sigma, Tensor, solver_type="mumps”,\

”»

form_compiler_parameters={”" cpp-optimize”: True,
< representation”: ”"quadrature”, ”
< quadrature_degree”: 2}

strain_plot .append(u(xlength ,ylength /2. ,zlength/2.)[0]/

< xlength)

stress_plot.append(sigma.(xlength /2., ylength /2.,zlength

— /2.)[0])

file_u << (u,t)
sigma0 . assign (sigma_)
beta_. = project (beta,Tensor, solver_type="mumps”,\

”»

form_compiler_parameters={”" cpp-optimize”: True,
— representation”: "quadrature”, ”
< quadrature_degree”: 2} )

betal . assign (beta_)
flow. = project (1./2.x(dev_sigmaO[i,j]—betaO[i,]j]) *(

— dev.sigmaO[i,j]—betaO[i,j]) —1./3.#sigmaY %2, Coeff
=)

flow_bool = flow_.vector().array () >= 0.

direction_ = project ((dev_sigma0[i,j]—betaO[i,]j])=*epsDot |

< i,j], Coeff, solver_type="mumps”,\
form_compiler_parameters={” cpp_optimize”: True,
< representation”: ”quadrature”, ”
< quadrature_degree”: 2} )

”

direction_bool=1./2.#(numpy. sign (direction..vector ().

gamma. vector () [:] = numpy.array (flow_boolxdirection_bool ,

— array ())+1.)

— dtype=int)
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u00. assign (u0)
u0. assign (u)
t =1t + dt

pylab.plot(strain_plot ,stress_plot ,color='red ' , marker="'o"
— ,markersize=5)
#pylab .draw ()

pylab.savefig('/calcul /CR06/ CompRealO06_plast_tensile.pdf"'

)

To-do

We have implemented the kinematic hardening law such that the stress-strain hys-
teresis curve is enclosed in a cyclic loading.

e Try to implement the isotropic hardening and compare the hysteresis curves.

e Whatis the so-called BAUSCHINGER effect? Which hardening law is more realistic?

e Depends the plasticity modeling on the loading rate? How is the response of the
material subject to a quicker loading?

1.7 Linear Viscous Fluids

Under a mechanical loading, material deforms. A plastic solid and a viscous fluid
perform a similar behavior under mechanical loading. Categorizing a material as
solid or fluid is challenging. A solid is understood as a body keeping its shape under
gravitational forces; the molecular bounds are strong. Therefore, the LAGRANGEan
frame works well, where particles are associated by their reference positions. In
plasticity, above the yield stress the material starts flowing if the applied force exceeds
the intramolecular force. In case of a fluid, the molecular bound is so weak that it takes
the shape of the container under gravitational forces. Basically, it flows under any
mechanical loading.®> We can visualize a channel, through which the fluid flows. In
a LAGRANGEan frame we may identify the particles by their positions at a reference
time to be seen as X in Fig. 1.12. The velocity of a fluid particle can be measured at a
position in space expressed in x. At two different instants of time, at the same spatial
position, x, we measure the velocity of two different fluid particles, see Fig. 1.12.
The spatial position, x, is occupied by a material particle. At a time instant we can

65We simply ignore the surface stress, which holds a drop together.
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X2 X2

X2 Z2

T zy

Fig. 1.12 Two snapshots at different time instants are drawn for a fluid flowing in a channel. In
both drawings the same spatial position is indicated in the red, x, and green, X, coordinate systems.
The coordinates in the EULERian frame, x, are identical, since it is the same spatial position. The
coordinates in the LAGRANGEan frame, X, varies denoting that different particles occupy the same
spatial position at different instants of time

identify a material particle for each spatial position; however, the position denotes a
point in space, not a particle. A EULERian frame is the collection of spatial positions
indicating points in the physical (ordinary) space independent on the underlying
material. This frame is used for fluid flow problems.

In (solid or fluid) mechanics we solve the balance equations of mass and (linear)
momentum:

0 0

_p + _(Pvi) = O )

8t 8)6,‘
v 9 (1.235)
o T gj(ﬂvivj —0ji) —pfi=0,

in a EULERian frame for every material particle occupying a spatial position x;.
Their derivation will be discussed in the next section. These balance equations will
be solved at the current (present) time at every x; in 2 called a domain or a control
volume. Since we will solve them simultaneously, we may subtract the first from the
second and obtain

ap 0
E—i—a—xi(Pvi) =0, .
avi+ v{&'v,- 80’ji f—O ( )
Por “Pox;, ~ ax, T
Now, we employ the time rate with finite difference method:
1 0 8v,-
(=) v po =0,
At Ox; Ox;
v Oo (1.237)
i Ji

p
=) vt — o = pfi =0,

/ Bx‘,- ax]‘
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By satisfying both of the equations we can calculate p and v; in 2. We may think as
the first equation resulting in the mass density, p, and the second equation leading
to the velocity, v;. By multiplying both equations by appropriate test functions, we
bring them into scalar quantities and integrate these scalars over the domain, 2. The
first equation can be multiplied by §p and the second one by §v;. If they are of the
same unit, we can sum them up. Unfortunately, they fail to be in the same unit after
multiplication with § p and §v;. There are several ways to bring them to the same unit.
The prominent way is to choose a dimensionless form by introducing a characteristic
length, £, a characteristic time, 7, and a characteristic velocity, w = £/7. By using
these characteristic quantities we can obtain dimensionless space, time, and velocity
as follows

i i
a=l f=l o5 2% (1.238)

Hence the balance equations can be rewritten as

18,0 w Ov;
0 1
i — _Oa
(p p)+wy;— 0% +pzax,
( 0) N wZ _ 81—)1 1 ao,]l f 0 (1239)
—w(V; — v —v- — i=0.
TA O P / 0Xx; e 0X; —F

By multiplying the balance of mass by 7/p and the balance of linear momentum by
7/(pw), we obtain two dimensionless balance equations:

1 0 1 0 o0v;
LA WS
At p p 0%, | Ox;
Py T 90 (1.240)
i Ji
- (¥ —————fi=0.
(v vi )+v18x] wlp OX;j f

which can be weighted by dimensionless test functions and summed up within the

domain
VL, 00y
[ (G0 =5) G+ 5o

_ (1.241)
+(i(§. _50)+5.%_L80ﬁ _Zf.) 50 )dv =0
Ar b T Ox; X A o

We search for the mass density, p = p(x;, t), and the velocity, v; = v; (x;, t), in space,
Xi,and time, 7. Indeed, we first need to define a constitutive equation for the CAUCHY
stress, o;;, in order to close the integral form. Thereafter, we can solve the integral
form numerically.
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The simplest constitutive equation for a viscous fluid is called NAVIER—-STOKES’s
equation:®°

- 6vk 31)(]'
o= (=P +252)5 ot (1242)

where p denotes pressure, A and p are the material parameters (constants). For
materials like water this linear constitutive equation provides accurate results. It is
a linear model since it models a linear relation between the symmetric part of the
velocity gradient, Qv /Ox ), and the CAUCHY stress tensor, o;;. By defining stress
we have introduced a quantity called hydrostatic pressure, p. This pressure p shall
be given by a constitutive equation, too. For a viscous fluid it is difficult to find an
adequate equation of p. There is a way of circumventing this problem, at least for
incompressible flows, which is often the case in water. The incompressibility is easy
to measure. We can fill a bicycle pump with water and try to change the volume of
the water by holding the outlet closed and compressing the pump. By increasing the
pressure we should be compressing the water in the pump and decreasing the volume.
Suppose we have increased the pressure to a specific value and the volume contraction
is negligible. Then up to this specific pressure, the fluid flow is incompressible. For
an incompressible fluid flow the mass density remains unchanged, p = p°. Initially,
if the material is homogeneous, p; = 0, i.e., same mass density within the domain,
then we have a constant value of the mass density throughout the simulation. For an
incompressible fluid flow, the balance of mass reads

81),-
— =0. 1.243
ax, ( )
The mechanical pressure:®’
1 2 an
S O N )— 1.244
soi == (A +30) 50 (1244)

applied on the fluid equals to the hydrostatic pressure, p, for an incompressible fluid
flow.

In the case of an incompressible fluid flow, the mass density is known. Therefore,
we can use the balance of mass for calculating the pressure, p, which is unknown.
In order to emphasize that the pressure is now a primitive variable instead of mass
density, we rewrite the integral form with § p instead of §p (both are dimensionless)

%The constitutive equation is named for Claude Louis Marie Henri Navier and George Gabriel
Stokes.

7Positive stress attains a lengthening, whereas pressure shortens the structure. Hence, the mechan-
ical pressure is a minus trace of stress tensor.
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o v — ) T 1
/ (vi’i P+ (% F b+ TP = AT Uk 0i—
Q p p (1.245)

2u T _
_w_zpv(jl)j — ;ﬁ) SUZ‘)dU =0 .

where we have introduced, for the sake of simplicity, the following notation:

o) _
0%

OFE (1.246)

We can now introduce dimensionless pressure, stress, and body forces:

_ 1 T _ T f Tf (1.247)
= P=—7P, 0ijj=—0ij, Ji=—"Ji, .
p wzpp wﬂpp P wep Y w

as well as the so-called REYNOLDS number:®®

_wlp

Re .
2p

(1.248)

The list of unknowns, { p, v;, v2, v3}, are the primitive variables in this section. We use
GALERKIN type finite elements, in other words, the primitive and their test functions
are of the same class.”” A term like 0(; ;) 80, necessitates at least C? because of the
second derivative in the primitive variable. We can shift one derivative to the test
function and lower the necessary differentiability, so the continuity requirement of
the integral form is weaken such that we acquire a weak form. By integrating by parts
and using GAUSS’s law on the aforementioned term

_/ v(jik SUrdv =/ (j.i) 80 xdv —/ v dumeda (1.249)
Q Q oQ

we attain the weak form for the linear viscous fluid flow problem:

F / b 3‘+(ﬁi_ﬁ?)a‘+“ 55+ P 00+ — s BT+
orm = Vi — 0V; VjV; i OV; i OV; v Vi
o iop A7 jUij b, 2R k.k OVi,

e
1 _ _ . Al - 1 _ _
+R_ev(j’i) 61),"/' — f, SU,‘)dU — AQ (ZR_evk’k 81),'71,' + R_ev(j'i) Bv,»nj)da .
(1.250)

After inserting the constitutive equation and introducing a dimensionless number,
a = 21/ A, the weak form becomes

681t is named after Osborne Reynolds.

% A function of the class C* has a continuous kth derivative. Since we use linear finite elements
(polynomial order one) the first derivative exists, only C! can be represented in one finite element.
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Fig. 1.13 Drawing of a
two-dimensional channel T
filled with a viscous fluid in

the EULERian frame

Din Pout

N 7 r_
Form = ; Vi dp + - 30 + 0,0, 8v; + pi 8U; + —Re Uk dv;i+

+Ll_)(j,,') 81_),',]' — f, SBi)dv —/ (6'ji + ﬁ(Sj,') Sﬁinjda .
Re oQ
(1.251)
Consider a channel filled with water (linear viscous fluid) in the EULERian frame
expressed in Cartesian coordinates as drawn in Fig. 1.13. We simulate in two dimen-
sions, where on left and right ends, water may cross the boundaries of 2. On top
and bottom, walls omit a leakage. Moreover, water adheres to the walls such that

particles possess the same velocity as the walls. We simulate for fixed walls:
v; = 0; = 0 0on 0Qep U 0Qqown - (1.252)

This condition is a DIRICHLET condition for velocity, satisfied for all times. Hence,
the boundary integral in the weak form vanishes at the top and bottom boundaries.
At the beginning, water rests under the normal atmospheric pressure:

~ 5 - =
p(x,t =0)=1bar=10 Pa_, {J(X,t =0) =100, (1253)
vi(x,t=0)=0m/s, v;(x,t=0)=0.

It shall be recalled that we have not defined the characteristic length and time, how-

ever, we will choose them such that w? p= 10? Pa. Moreover, the ratio of volume to

shear viscosity, a = 2u/ ), is a dimensionless number. Since water is nearly incom-

pressible, it is difficult to measure the volume viscosity A. For numerical reasons we

need a value of a; we choose it to be a = 0.1. The mechanical pressure is varied on

the right and left ends such that p;, on left becomes greater than p,, on right. Then
water flows from left to right. Thus, the mechanical pressure:

1._
—30kk = Pin OD O0Qefi

1._
—30kk = Pou ON O0ight

(1.254)

is directed inward the domain on the left and right boundaries



82 1 Mechanics

i\i = —n; pinp ONn agleft ) (1 255)

~

lj = —n; Pour ON 8Qright .

We apply NEUMANN conditions for velocity by defining #; = n;oj; onright and left
boundaries. As a special case for incompressible fluid flows, we obtain the hydrostatic
pressure on the boundaries

_ 1_
P = =30k = pinon O0Qef
1 (1.256)
p= _§6kk = Pout ON OLrigh; -

Hence, for the pressure, p, we apply DIRICHLET conditions on the left and right
boundaries. After applying the boundary conditions, boundary terms in the weak
form read

_ /6 N (7 + pns) sida (1.257)

with 9Q* = 0Qiert U Oigni- From Egs. (1.255), (1.256) it is obvious that the bound-
ary terms vanish. Therefore, for an incompressible fluid flow we implement the
mechanical pressure via hydrostatic pressure and the boundary integrals vanish. We
have attained the weak form to be implemented:

s @=w) oo o
Form = /Q (vi,i op + A7 dV; + V;v;  dv; + p i dv; + @Uk,k dv; i+
+Rieﬁ(j,i) 8vi,j — fi 85i)dv ,

(1.258)
which is nonlinear in primitive variables. Thus, we use again the NEWTON—RAPHSON
linearization by a symbolic differentiation. The pressure difference induces a flow
within the channel. We start from an equilibrium (no pressure difference) and apply a
pressure difference linear in time up to the time 7 = 0.5. Then the pressure difference
is held constantly. After a while under the constant pressure difference, a steady-state
of the flow is reached. In Fig. 1.14 the solutions at two different time instants for the
REYNOLDS number Re = 100 can be seen.

The channel is of dimensions 5 x 1 in x. Its real length depends on the char-
acteristic length ¢, which is the thickness of the channel. The chosen REYNOLDS
number, Re = 100, for the flow of water’° having p = 1001.6 - 10 °Ns/m? and
p = 998.21kg/m? results in

70See [29, p.32] at 20°C.
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Fig. 1.14 Normalized P
pressure distribution as 102 \04
colors and velocity S A
distribution as arrows at 100 105
t = 2.0 on the upper and at
f = 10.0 on the lower
visualization. At 7 = 1.0 the
pressure 105 on left is
achieved and held, where
p = 100 corresponds to ~ [l
p = lbar |- 2 4 omw‘s‘“
0 9.09
p
102 104
m— | —
100 105

6 8
0 9.09

_wlp 2p 02

Re = =2 T —2.10%m?. (1.259)
2u 20 T
Since we have chosen p such that
02 22
wzp = —2p = 103 Pa , — = Z103 N (1260)
T T P

we obtain

D100 =210, 7=2p107" =2-10"s,
p . (1.261)

£=2-10"m, w=—=1ms.
Since the characteristic length is chosen as the width of the channel, we have simu-
lated a channel of 1 x 0.2mm for a total time of 2ms. For a longer simulation in a
bigger channel, we need to change the REYNOLDS number. The code is given below.
The primitive variables are solved monolithically by using a mixed function space.
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777 Computational reality 07, linear fluid flow”””

_—author__ = ”"B. Emek Abali”

_-license_. = ”"GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import x

import numpy

set_log-level (ERROR)

xlength = 5.0

ylength = 1.0

mesh=RectangleMesh (Point (0.0, —ylength /2.0) , Point(xlength,
< ylength /2.0) ,100,20)

V = VectorFunctionSpace(mesh, 'P', 1) #for velocity

P = FunctionSpace (mesh, 'P', 1) #for pressure

Space = MixedFunctionSpace([P,V])

left = CompiledSubDomain( 'near (x[0],0) && on_boundary"')

right = CompiledSubDomain( 'near (x[0],1) && on_boundary',l=
< xlength)

bottom = CompiledSubDomain( 'near(x[1],1) && on_boundary',6 1=
— ylength /2.0)

top = CompiledSubDomain( 'near(x[1],1) && on_boundary ', 1=+
— ylength /2.0)

facets = FacetFunction('size_t ', ,mesh)

cells = CellFunction('size_t ', ,mesh)

da = Measure('ds', domain=mesh, subdomain_data=facets)
dv = Measure( 'dx', domain=mesh, subdomain_data=cells)
n = FacetNormal (mesh)

facets.set_all (0)
left .mark (facets , 1)
right .mark (facets , 2)

#setting the Dirichlet conditions

v_noslip = Constant(('0.0', '0.0"))

p-in = Expression('100.04+10.0xt"',t=0)

p-out = Constant('100.0")

tL = —p_inxn

tR = —p-out*n

p-bcl=DirichletBC (Space.sub(0), p-in, left)
p-bc2=DirichletBC (Space.sub(0), p-out, right)
v_bc1=DirichletBC (Space.sub (1), v_noslip, bottom)
v_bc2=DirichletBC (Space.sub (1), v_noslip, top)
v_bc3=DirichletBC (Space.sub (1) .sub(1), 0.0, left)
v_bc4=DirichletBC (Space.sub(1).sub(1l), 0.0, right)

be=[p-bcl ,p_bc2,v_bcl,v_bc2,v_bc3,v_bc4d]

f = Expression(('0.0', '0.0"))
# material constants
a = 0.1

Re = 100.
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i, j, k, 1 = indices(4)
t = 0.0

t-bc = 0.5

t_end = 10.0

dt = 0.05

test = TestFunction(Space)

du = TrialFunction (Space)

u0 = Function (Space) # solution from the last time slice

u = Function(Space) # current solution

u_-init = Expression(('p0','0.0','0.0"), p0=100.0)

u0.interpolate(u-init)

u.interpolate(u-init)

# split () sets pointer to the memory address,

# so it is a direct access, no deep copy

p0, vO = split (u0)

p, v = split(u)

del_p, del_v = split(test)

Form = (v[i].dx(i)*xdel_p + (v—vO0)[i]/dtxdel_v[i] \
+ v[j]*v[i].dx(j)*del_v[i] 4+ p.dx(i)*del_v[i] \
+ 1.0/(a*Re)xv[k].dx(k)xdel_v[i].dx(i) \
+ 1.0/Ressym(grad(v))[j,i]xdel_v[i].dx(j) \
— fli]xdel_v[i] ) =*dv

Gain = derivative (Form, u, du)

file.p = File('/calcul /CRO7/pres.pvd"')
file.v = File('/calcul /CRO7/velo.pvd")
# time loop

tic ()
while t<= t_end:
t =t 4+ dt

if t<t_bc: p-in.t =t
else: p_.in.t = t_bc
print 'time: ' ,t
solve (Form==0, u, bc, J=Gain, \
solver_parameters={"newton_solver” :{” linear_solver”:
— 71lu”, 7"relative_tolerance”: le—3} }, \
form_compiler_parameters={"cpp-optimize”: True,
<~ representation”: ”quadrature” , ”
< quadrature_degree”: 2} )

”»

file_p << (u.split()[0],t)
file_v << (u.split()[1],¢t)
u0.assign (u)

print 'the total simulation time in seconds: ', toc()

To-do

A linear viscous fluid flowing in a channel is implemented.

e Show the nonlinear terms in Eq. (1.258).

e Inspect the code above and change the boundary conditions such that the fluid may
enter and leave with a vertical velocity. Explain the changes in the pressure and
velocity distributions.
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e Vary the value of a and report if there is a significant change in the solution.

e Try to change the REYNOLDS number for solving a fluid flow in a bigger channel
of 1 x 0.2m. Is the code working for this Re?

e Do the same calculations without normalizing and obtain the weak form in the
unit of power:

Form = / (vi,i dp + Aﬁt(vi — ) dv; + pvjv;; dv; + pi Suit
Q
+)\Uk,k ?\)U,',i + 2,[111)(]",') Sv,-,j — pf, av,»)dv .

Try to implement the latter form into the code and observe a simulation.

e Explain the type of flow for Re — oo. See [8, 14], and [21, Sect.4.8] for various
methods trying to prevent the numerical problems occurring in simulations with
a high REYNOLDS number.

1.8 Nonlinear Viscous Fluids

For suspensions and polymer melts, a linear constitutive equation fails to be adequate.
Especially polymer melts are often called BINGHAM-ILYUSHIN fluids’! showing a
nonlinear viscous behavior. In this section we will introduce a nonlinear constitu-
tive equation modeling such a behavior. Moreover, we discuss the linearization in
the partial differentiation’s level as utilized in the former sections and handle the
linearization manually.

Consider a two-dimensional domain, €2, where x; = (x, x) label the spatial
positions on €2, which is expressed in the Cartesian coordinate system. The goal is to
compute the velocity and pressure fields for every coordinates, x, in 2. The domain is
fixed, i.e., the coordinates x; are constant in time. The fixed domain can be a channel
with walls on top and bottom; with open boundaries on right and left. Material enters
and leaves the domain—it is an open system. The mass is a conserved quantity,’>
hence the change of the mass within the domain can be tracked by measuring the
change across the (fixed) boundaries of the domain

(/dev). = _/aQ pn;vida . (1.262)

"I They are named after Eugene Cook Bingham and Alexey Antonovich I1’yushin.
72A conserved quantity lacks a production term, it cannot vanish or be produced out of nothing.
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The right hand side corresponds to the convective term modeling the particles entering
the domain. Since the plane normal, #;, points outward the domain, a minus sign in
front of the convective term denotes an increase of the mass. Analogously, the linear
momentum is a conserved quantity; its balance equation lacks a production term.
For an open system with the fixed domain, the balance of linear momentum reads

(/ pvidv)‘z—/ pvinjvjda+/ tida+/pf,~dv. (1.263)
Q o0 0 Q

Besides the convective term, —pv;n v}, a non-convective term, t;, may also increase
the linear momentum. Without any particles entering or leaving the system, the non-
convective term affects the linear momentum. For example, the mechanical pressure
on the boundary may increase the linear momentum within the domain. The CAUCHY
tetrahedron argument:”

i =nj;oji, (1.264)

leads to the CAUCHY stress tensor, o j;. For the formulations in this section, we ignore

the body forces, f; = 0. We obtain two residuals by subtracting the right hand side
from the left hand side, after applying GAUSS’s law, they read

dp dp B
R, = 2\ dv)’ —(pv;)dv =
0 /Q(8 +xa )v+/ﬂp( v)+/gaxl_(pv,)v 0,

dpv; . Opy; . 0
R, =/Q<7 + x5 o, )dU‘l‘/QpUi(dU) +/Qa—xj(PUin —0oji)dv=0.
(1.265)

Since the domain is fixed, these relations hold
x;=0, (dv)=0. (1.266)
The spatial position, x;, has no dependence on the underlying material. The domain

itself might have a velocity, too. In this section we consider a fixed domain leading
to the latter relations. Then the residuals read

ap
sz/ (8t +a—x(pv,))dv=0,

opv; 0
sz/ﬂ( 5 +8 (pviv; — o,-,-))dv:O.

By using the first residual in the second, we obtain

(1.267)

Bt is formulated by Augustin-Louis Cauchy. For a detailed explanation see [28, Sect.203].
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Op  Opv;
R, = — dv=0
’ /Q(at * o, ) v=90

1.268
R / ( 61),' + 81),‘ 60’j5)dv 0 ( )
= — Vi o— — =0.
Y Q P ot PYi 8xj (“)xj
Moreover, we apply the incompressibility assumption:
dp dp
— =0, — =0, 1.269
ot ox; ( )
such that 9
R, = a—vldv ,
@ i (1.270)

8vi 81),‘ 80']','
Ro= [ (o5 + oGt = G Jan.

The residuals vanish for the correct choice of primitive variables, {p, v;}, therefore,
we can multiply or weight them by arbitrary test functions, {§p, §v;}, respectively.
After multiplication by the test functions, we check the units and find out that both
are in the unit of power such that we can sum them up and get the variational form:

Form = Ovi d dv+/( Ov + vavi aUji)}sv-dv 1.271)
~ Ja Ox; d Q or p]axj ox; /1 .

The flux of linear momentum is given by the CAUCHY stress tensor, ¢ ;. This tensor
is of rank two and it is symmetric for non-polar materials, o;; = o;;. For viscous
fluids, the CAUCHY stress is a function of the symmetric velocity gradient:

(). d = Qv _Lov  Ov;
7y = 0y (dy) . diy = 5o = 5 5ot ) (1272)

This functional dependency can be analyzed mathematically in order to attain the
generic functional form of a tensor depending on another tensor. Representing the-
orems of tensors deal with such functional relations. For an isotropic material, the
generic representation of a tensor of rank two, o;;, depending on one (symmetric)
variable, d;;, reads’*

0ji = ad,-i + bdji + Cdjkdki s (1273)

where a, b, ¢ are scalar functions of the so-called invariants of d;; and are given as
follows

T4For a detailed derivation see [25].
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a=a(l,1L1II), b=>b(,II1,1II), c=c(,I1,1II),

1 1 (1.274)
1 :d,',‘ . 1l = Ed[jd,‘j B 111 = gdijdjkdki .

The rank two of the tensor limits the number of invariants to three, I, 11, I11, in
three-dimensional space according to the HAMILTON-CAYLEY theorem.”> The stress,
oij, s quadratic in its argument, d;;. If we assume ¢ = 0 then the stress is linear in
its argument. By choosing

a=—-p+A, b=2u, c=0, (1.275)

where p denotes pressure, A is the volume viscosity, and u indicates the shear vis-
cosity; the stress definition results in NAVIER-STOKES’s equation. In this definition
a, b, c are constants in the invariants (p depends on space and time).

Analogously we can employ a more complicated material model. For example,
we adopt a sigmoid model:”®

a=—-p+A, b=2p+

2k arctan (@) , c=0. (1.276)
w11 B
The new term with arctan() brings in an effect that we all experience at breakfast—
the fight against honey! Honey is a viscous material and it flows down the knife.
If we move the knife quickly, the same material behaves differently and “sticks” to
the knife. By a higher velocity gradient, which we achieve intuitively by rotating the
knife, the viscosity of honey is increased. In other words, the viscosity of the material,
given by the parameter b, depends on the velocity gradient, b(1 I'). Such materials are
called BINGHAM-ILYUSHIN fluids. In rheology the prominent constitutive equations
modeling nonlinear viscous fluids are the CARREAU model,”” the power-law model,
and the BINGHAM model.”
The relation between stress and velocity gradient is component-wise. In order to
get a better understanding of the constitutive equation:

2k VI
oji =(=p+ADdji + (Z,u + ﬂ—\/ﬁ arctan (T))dﬁ , (1.277)

we consider a simple example. In a shear test on x; x-plane, the following symmetric
velocity gradient arises with the invariants:

75The theorem is named after Arthur Cayley and William Rowan Hamilton.

76For this model see [30, 31] where the volume viscosity has been ignored due to the incompress-
ibility, however, we include the volume viscosity for a better numerical stability.

771t is named after Pierre Carreau.
78See [21, Sect. 6.2.3] for equations of these models.
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Hence, in the shear test, the shear component of stress reads

O = (Z,u + 2k arctan (M))du . (1.279)
T |d12| B

For presenting the capabilities of the sigmoid model, we plot this relation for realistic
values and vary the parameter B in Fig. 1.15. Owing to the shape of the function in
Fig. 1.15 we have called it a sigmoid model. By setting the parameter B small enough
we obtain a material model with a limit stress. Caused by arctan() the function is
differentiable in the whole domain. Therefore, the sigmoid material model is benefi-
cial, however, it makes the set of equations highly nonlinear. In order to investigate
the nonlinearity further, we generate the weak form. After integrating by parts, using
the finite difference method for time discretization, and observing () ; = 9(-)/0x;,
the weak form reads

Form = / (vii 5p + Aﬁt(vi —v)) 8v; + pu;v; ;S + pi Sv; + M dvii+
Q
+bdji Svi,j)dv — (AI dv;n; + bdji Bvinj)da =
o

= / (vii 8p + %(vi — ) 8v; + pv;jv;; dv; + pi dv; + M Sy i+
Q

+bdji Svi,j)dv _/ (&ji + p5ji)nj dvida .
o
(1.280)

On boundaries with a given velocity, we apply a DIRICHLET condition of velocity
such that the test function of velocity vanishes. On other boundaries we apply a
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DIRICHLET condition of pressure. Since for incompressible flows the mechanical
and hydrostatic pressure are equal, the boundary term in the integral form vanishes.
Thus, the weak form to be implemented becomes

Form = / (vi,i 8p+ %(vi — v)) 8vi + pv;v; S + pi Sui + A v+
Q

2k NIT
arctan (—))dj,- Bv,-,j)dv .
/11 B
(1.281)

This weak form is obviously nonlinear, we have to linearize it. We basically perform
an abstract linearization using NEWTON’s method at the partial differential level.”’
The latter form is a functional of primitive variables P = {p, v;} and their variations
(testfunctions) 3P = {3 p, 8v;}; we writeitas Form= F (P, § P). The formis fulfilled
initially since we know the correct values of P at #;. We can search for the next time
step, t = At + ty, by considering the known P. For the subsequent time steps the
same approach holds, since the values from the last time steps are known. We can
describe the algorithm in the following way:

+(2u +

given: P (t) for x ,
find: P(t 4+ At) atx (1.282)
satisfying: F(P(t + At),8P) =0.

We can rewrite the unknowns P (¢ + At) in terms of the known values
P(t+ At)=P(@t)+ AP(1), (1.283)

and search for AP (¢) instead of P(t + Ar). If Az is sufficiently small, then the
solution is near to the known solution, i.e., AP (¢) is small. For a small AP(t) we
can utilize a TAYLOR expansion80 around the known values, P (¢), up to the order one

F(P + AP,3P) = F(P,5P) + VpF(P,5P) - AP, (1.284)

where we have suppressed the time argument for the sake of a simplified notation.
We neglect the quadratic terms in the TAYLOR expansion owing to the small AP;
so we have to use small time steps in the simulation, otherwise the solution will not
converge. We have applied a condition that the formulation is of order one in AP.
The same condition has to be satisfied for the differentiation operator, Vp(-), too.
Therefore, we apply the so-called directed or GATEAUX derivative:3!

TOWe follow the ideas in [6, Part I, Sect.2.2.3].
801t is named for Brook Taylor.
811t is named after René Eugéne Géteaux.
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. d
VPF(P,SP)~AP=11rr(1)d—F(P+eAP,8P), (1.285)
€—> €

where ¢ is an arbitrary parameter. This directed derivative is the derivative in P
projected in the direction AP. Technically, we first differentiate in € and then set
the parameter € equal to zero. Hence, only terms of order one in AP remain in the
solution. The higher order terms vanish. By introducing the so-called JACOBIan:®?

J(P,3P)=VpF(P,§P), (1.286)
we can reformulate the algorithm:

given: P for x ,
find: AP atx , (1.287)
satisfying: F(P,3P) + J(P,8P)- AP =0.

This linear function in AP can be solved and applied to update the solution:

P:=P+ AP, (1.288)
where “:=" is an assign operator in computational algebra.?* Finally, we obtain the
following algorithm:

while |[AP| > TOL.
solve AP, where F(P,3P)+ J(P,3P)- AP =0 (1.289)

P=P+ AP

The term J - AP can be computed automatically.’* We have used the names “Form”
for F (P, $P) and “Gain” for J(P,3P) - AP in the codes, where “Gain” has been
computed automatically. In this section we will obtain it manually by calculating the
directed derivative.

For the form in Eq. (1.281) we obtain F (p + eAp, v; 4+ €Av;, §p, dv;) as follows

821t is named after Carl Gustav Jakob Jacobi.

83 An assign operator is not a mathematical equality. The value of the object P is updated as
P + AP. The assign operator in computational algebra is also denoted by <— so we may write
P < P 4 AP.In mathematics, the assign operator := is used in the meaning of a definition, i.e.,
an equality introduced for the first time. We use = for every mathematical equation and := for a
computational assignment of values.

84The symbolic computation of the JACOBIan is realized by SyFi in FEniCS project, see [2, 3].
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p— ptedp
v; = v; + €Av; ,

1 1
dij = v > 5 i)+ eAvj +vji +edvj) = (i +v;0+ (1.290)

1
+ EG(AULJ' + Av; ;) = v, j) + €Avg )

1 1
IT= Zvenven = ES’ S = apvun + 2040 Aven + € Avgn Ava )

and

F(p,vi,dp,8v;) = F(p+eAp, v + €Av;, §p, 8v;) :/

((Ui + €Av) ; Sp+
Q

+p (v; + eAv; — l)
At
FAkk + €Avg i) Vi + 2u(v, ) + €Avg, ;) Svj i+

2kf NE
n[ arctan (ﬂ)('}(k,n+€AU<k,j>)?‘>vj,k)dU-

We can now calculate “Gain” by using the directed derivative®

:/ (Av,;,' dp+
e=0 2

+%Al)[ 61},’ + AUjp(Ui’j + EAU,"J') SU,' + (Uj + GAUj)pAU,"j 8v,~+

dvi + (vj + €Av))p(v; + €Av;) j 8v;i + (p + €Ap),; dvi+

(1.291)

d
Gain = d_F(Ui + €Av;, p + €Ap, §p, dv;)
€

2v(, I)Av(, n+

2k+/2 2B2
xSV22B2+ 8"

k2
+Ap i 3vi + AAv i Svi i + 2uAvg ) dvjk — T S3/2 (
NG
+2€AU(,‘,1)AU(,"1)) arctan (E) (U(k nt GAU(k j)) ik + —77

2U(m ) AVn.ny + 2€Av(m ) AV n)
24/2BS'2

22 si2
+m arctan (E) Avg, j) SUj,k)dv)

(Vk,j) + €AV, j)) Svjk+

)

e=0

(1.292)

85The derivative of arctan() reads

1 of
1+ f2 0x

0 (arctan(f)) (1.291)

Ox
according to [5, Sect.21.5.4.3, nr.473].
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Fig. 1.16 Velocity distribution at + = 10 for the flow of the HDPE. The color denotes the magni-
tude and the arrows their direction

such that we obtain

Gain = / (Avi,i dp + AitAvi 8vi + Av;puv; j 8vi + vjpAv; ;v + Ap ;i Svi+
I?)

2k/2
FAAV 8V + 2uAV ) SVjk — 7 Vi1 AV gy X
T (v(m,n)v(m,n))
Vin,m)V 4Bkvgy nyAv
 arctan (_wnww )v(,w_) S0+ B
\/EB T V;,HVGi,) (23 + v(p,r)v(p,r))

2 2k A/ v m,n v m,n
L arctan (ﬁ)Av(k,j) ij’k)dv .
T/ VG0V, V2B
(1.293)

We want to simulate a thick polymer melt. A high-density polyethylene (HDPE) is
a thermoplastic made from petroleum and its material parameters read

XV, j) dVjk +

p= 1450kg/m3 , w=400000Pas, A=100000Pas,

. (1.294)

k=250Pa, B =0.00001s"".
‘We combine two channel flows such that the polymer melt is pressed down to a bigger
channel. The velocity distribution at # = 10 is visualized in Fig. 1.16. The pressure
distribution in Fig. 1.17 shows some perturbations like a chess board. These perturba-
tions indicate that the converged solution encounters some numerical problems. The
chess board solution of the pressure field is wrong. Especially for incompressible
fluid flows, there are various strategies for rectifying the solution. The most promi-
nent amendment of the solution is to choose different shape functions for the prim-
itive variables. We have chosen the same polynomial degree for elements building
the functional space for velocity and pressure. However, the so-called LADYZHEN-
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Fig. 1.17 Pressure distribution at ¢ = 105 for the flow of the HDPE (high-density polyethylene)
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Fig. 1.18 Pressure distribution at = 10 for the flow of the HDPE (high-density polyethylene)
calculated by using TAYLOR-HOOD elements

SKAYA-BABUSKA-BREZZI (LBB)® or inf-sup conditions suggest to use a higher
order element for velocity than pressure. This type of elements belong to TAYLOR—
Hoob family®’ as introduced in [27]. For example, we can use quadratic elements
for velocity (P2) and linear elements for pressure (P1). With the implementation of
TAYLOR-HOOD elements, the pressure distribution in Fig. 1.18 is achieved. The code
below shows the implementation of the LBB-conditions. Their generalization to the
case of many primitive variables (more than two) seems to be difficult.®

86 BB conditions are named after Olga Aleksandrovna Ladyzhenskaya, Ivo Babuska, and Franco
Brezzi.

871t is named for Cedric Taylor and Paul Hood.

83There are also other approaches to obtain a stable solution method for fluids in finite element
method, see for example [1].
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77”7 Computational reality 08, nonlinear fluid flow”””

__author__ = ”"B. Emek Abali”

__license__ = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
“~— http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =
set_log_level (ERROR)

xlength = 5.0 # m
ylength = 1.0 # m
mesh_=RectangleMesh (Point (0.0, —ylength /2.0) , Point (xlength ,
< ylength/2.0), 100,20)
class Cut(SubDomain) :
def inside(self, x, on_boundary):
return x[0]<xlength /2.0 and (x[1]>+ylength /4.0 or x
— [1]<—ylength /5.0)

domain = CellFunction('size_-t',mesh_)
domain. set_all (0)

to_be_cut = Cut ()

to_-be_cut.mark (domain, 1)

mesh = SubMesh(mesh_, domain, 0)

V = VectorFunctionSpace(mesh, 'P', 2)
P = FunctionSpace (mesh, 'P', 1)
Space = MixedFunctionSpace([P,V])

left = CompiledSubDomain( 'near(x[0],0) && on_boundary")

right = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=
— xlength)

bottoml = CompiledSubDomain ( 'x[0]>x1/2.0 && near (x[1],—yl
— /2.0)"',xl=xlength , yl=ylength)

bottom2 = CompiledSubDomain ( 'x[0] <x1/2.0 && x[1]<—yl/5.0"', xl=
— xlength , yl=ylength)

topl = CompiledSubDomain( 'x[0]>x1/2.0 && near(x[1],yl/2.0)"',
— xl=xlength , yl=ylength)

top2 = CompiledSubDomain( 'x[0] <x1/2.0 && x[1]>yl/4.0"',6x]l=
— xlength , yl=ylength)

openingl = CompiledSubDomain( 'near (x[0],x1/2.0) && x[1]<—yl
< /5.0"',xl=xlength ,yl=ylength)

opening2 = CompiledSubDomain( 'near (x[0],x1/2.0) && x[1] >yl
— /4.0"',xl=xlength , yl=ylength)

facets = FacetFunction('size_t ', mesh)

cells = CellFunction('size_t ',mesh)

da_. = Measure('ds', domain=mesh, subdomain_data=facets)
dv_ = Measure('dx', domain=mesh, subdomain_data=cells)

v_noslip = Constant((0.0, 0.0))

pL = Expression('100000.04+1000.0xt"',t=0)
pR = Constant(100000.0)

p-bcl=DirichletBC (Space.sub(0), pL, left)
p-bc2=DirichletBC (Space.sub(0), pR, right)
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p-bec3=DirichletBC (Space.sub(0), pR, openingl)
p-bc4=DirichletBC (Space.sub(0), pR, opening2)
v_bcl=DirichletBC (Space.sub (1), v_noslip, bottoml)
v_bc2=DirichletBC (Space.sub (1), v_noslip, bottom2)
v_bc3=DirichletBC (Space.sub (1), v_noslip, topl)
v_bc4=DirichletBC (Space.sub (1), v_noslip, top2)
v_bchs=DirichletBC (Space.sub (1) .sub(1), 0.0, left)
v_bc6=DirichletBC (Space.sub(1).sub(1), 0.0, right)

be=[p-bcl ,p_bc2,p_-bc3,p-bcd ,v_bcl,v_bc2,v_be3 ,v_bcd,v_bch,
— v_bc6]
u_init = Expression(('p0','0.0"','0.0"'), p0=100000.0)

, 1, m, n =indices (6)

test = TestFunction(Space)
du = TrialFunction (Space)
u0 = Function (Space)

u = Function (Space)

u = interpolate(u-init ,Space)
u0. assign (u)

p0, v0O = split (u0)

p, v = split(u)

delp, delv = split(test)
dp, dv = split (du)

delta = Identity (2)

# approximate values of HDPE melt, rho [kg/m"3], mu [Pa s],
—  [Pa]

rho, mu, lambada, k_fluid, B_fluid = 1450.0, 400000.0, 1E6,
— 250.0, 0.00001

# if 1I=0 (which is physically possible) Form will be
«— singular ,
# to avoid that , add a small enough number to approximate an
# accurate solution
II = as_tensor (1.0/2.0xsym(grad(v)) [m,n]*sym(grad(v)) [m,n
< ]4+0.000001, ())
I = as_tensor (sym(grad(v)) [k,k], ())

#scalar is a tensor of rank zero

Form = ( v[i].dx(i)*delp \
+ rho/dt*(v—vO0) [i]xdelv[i] \
+ rhoxv[j]*v[i].dx(]j)=*delv[i] \
+ p.dx(i)xdelv[i] \
+ lambadaxIxdelv[i].dx(i) \
+ (2.0xmu + 2.0+ k_fluid/pi/sqrt (II) \
xatan (sqrt (II)/B_fluid))*sym(grad(v))[j,1i]\
;dglv[i}.dx(j) \

k
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S=2.0+1I

Gain = ( dv[i].dx(i)=delp \

rho/dt+dv[i]*xdelv[i] \

dv[jl*rhoxv[i].dx(j)=*delv[i] \
v[jl*rhoxdv[i].dx(j)xdelv[i] \

dp.dx(i)«delv[i] \

lambadaxdv[k].dx(k)sdelv[i].dx(i) \
2.0xmussym(grad (dv)) [k, j]«delv[j].dx(k)

2.0xk_fluid *2.0%+0.5/( pi*S*+(3.0/2.0) )«sym(grad(v))[i,]
#sym(grad (dv))[i,]l]+xatan(S+%0.5/(2.0%+0.5« B_fluid))\
ssym(grad(v)) [k, j]xdelv[j].dx(k) \

+ 4.0xB_fluid«k_fluid+sym(grad(v)) [m,n]+sym(grad(dv)) [m,n

I+ 4+ ++++

/(pi*S*)(Q\.O* B_fluid##2+S) )*sym(grad (v)) [k, j]*delv[j].dx(k

+ 2.0xk_fluid *2.0%+0.5/( pi*S*+0.5)*atan(S++0.5/(2.0%+0.5%
<. B_fluid))
xsym(grad (dv)) [k, j]«delv[j].dx(k) )*dv_

#Gain = derivative (Form, u, du)
pwd='/calcul /CR0O8/ "'

file_.p = File (pwd+'pressure.pvd')
file_.v = File (pwd+'velocity.pvd"')

# time loop
tic ()
while t<t_end:
t 4= dt
print 'time:' |t
pL.t =t
solve (Form==0, u, bc, J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:
< “mumps”, "relative_tolerance”: le—3} }, \
form_compiler_parameters={” cpp_-optimize”: True,
< representation”: ”quadrature” , ”
< quadrature_degree”: 2} )
filecp << (u.split()[0], t)
file.v << (u.split()[1], t)

”»

II. = project( II, FunctionSpace (mesh,'P' 1), solver_type
— ="mumps” ,\
form_compiler_parameters={” cpp_optimize”: True, 7
<~ representation”: ”quadrature”, ”

< quadrature_degree”: 2})
sigma = as_tensor(—p=delta[j,i]+(2.0xmu+2.0xk_fluid /pi/
— sqrt (II.)
xatan (sqrt (II_)/B_fluid))*sym(grad(v))[j,i],(j,1))
sigma_=project (sigma , TensorFunctionSpace (mesh, 'P' 1),
— solver_type="mumps” ,\
form_compiler_parameters={” cpp-optimize”: True,
< representation”: ”"quadrature”, ”
< quadrature_degree”: 2})

”
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print 'sigmal2 :',sigma_(xlength/2.0,ylength/4.0)[1],"' Pa
[N I
u0. assign (u)
print 'it took ',toc(),' seconds'

To-do

A nonlinear viscous fluid flowing in two subsequent channels with different heights
is implemented.

e Inspect the code and determine applied boundary conditions.

e Try to change the geometry to an L-shape channel.

¢ Find a shear viscosity for ketchup or mayonnaise and report if there is a significant
change in the flow profile.

e For a linear viscous fluid like water, we have to wait for the steady-state. If the
simulation is held under the pressure at 10s, then the steady-state will be achieved
just in one time step. Which term is responsible for this behavior?

1.9 Fluid Structure Interaction

In solid mechanics we have used a LAGRANGEan frame. For fluid mechanics a
EULERian frame is more beneficial. If we want to model a deformable solid embed-
ded in a viscous fluid, we need to use the so-called arbitrary EULER-LANGRANGEan
frame.®” In this section we will set the preliminaries and solve an elastic beam embed-
ded in a viscous flow, see Fig. 1.19 on p. 100. The beam itself will be modeled in the
LAGRANGEan frame whereas the fluid in the EULERian frame.

The motion of a particle is computed by using the balance of mass and the balance
of linear momentum. Consider a material body By at time # = 0. Each of its particles
is associated with its corresponding position X; at any reference frame. The initial
position is known. Therefore, we use X; as the initial position to identify particles. In
other words, we select the initial frame as the reference frame, where X; denote par-
ticles. Suppose that we track the motion of many particles in By simultaneously. We
can visualize this notion as points marked on the body. A grid connecting these points
leads to a mesh used in the computation. All points change their spatial positions in
case of a deformation. The deviation from the initial position is the displacement,
u;, of a particle, X;, at time ¢,

= ui(X,1). (1.295)
This primitive variable will be computed for each particle of the deformable solid

body. We employ Cartesian coordinates for the LAGRANGEan frame and write out
the balance of linear momentum:

81n many textbooks the word configuration is used instead of frame.
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Fig. 1.19 Beam in red and
the surrounding water in blue
in two dimensional
continuum

/ poudV = / P NdA + / 0 fidV . (1.296)
Bo IdBy By

for calculating the displacement, where the balance of mass in the initial frame,
po = J p, has already been implemented into the balance of linear momentum.”® We
have written the balance equation in the LAGRANGEan frame, where dV and d A refer
to the initial volume and surface elements. The direction of the surface element is
given by N; of a unit length (length of one). The nominal stress, *Py;, is obtained by
the transformation of the surface element from the current to the initial frame®'

P = JCF Yo, (1.297)

where '0;; is the CAUCHY stress.”> The deformation gradient, ‘Fy;, and its determi-
nant, *J, have been defined as follows
0 ug
SFi:—+(5i, *J =det(°F) . 1.298
W= o, Tk (°F) ( )

We need a constitutive relation for *Py; in order to obtain a differential equation
in displacements, i.e., the field equation for displacement. Before discussing the
constitutive relation, we bring the global balance Eq. (1.296) into the local form by
using GAUSS’s theorem

0Py

o — 87}: —0fi=0. (1.299)

90The balance of mass in the initial frame is not a differential equation, see Sect. 1.4 for its derivation.
91See Sect. 1.2 for the derivation this transformation.

92Especially in materials science, the nominal stress is called the engineering stress and CAUCHY’s
stress is called the true stress.
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In order to acquire the field equation for the displacement, ‘u;, we employ the con-
stitutive equation for linear elastic isotropic bodies:

Pri = FijSj, Sij = NEwdij +2u'E;j
_ 1 _ - (1.300)
Eij = z(scij —0ij), Cij="Fu'Fy,

where the deformation gradient, *F;;, is used for obtaining the right CAUCHY—GREEN

deformation tensor, C;;, from which the GREEN-LAGRANGE strain tensor, °E;;, has

been derived. Now, Eq. (1.299) can be brought to the weak form after discretizing in
time and employing integration by parts

wp —2ud + u® 0 Su,
F= (‘\ PRSI i SPi — i ,)dV—
/BO o e dui + Py DX, po f; du

—/ fl Su,-dA .
aBY

The traction vector, #; = ‘P, Ny = J(F ’l)kj 0 ji N, on the NEUMANN boundary,
OBY, is given as the boundary condition. This boundary is the hull of the solid body.
Since By is embedded in a fluid, the traction vector is due to the fluid particles
being on the boundary. This interaction will be modeled by using the true stress.
No matter what the underlying material is, the true stress applied from the fluid to
the structure and its reaction from structure to the fluid has to be the same on the
interaction. Therefore, we have n; v;; = n; o ;; onboundary. This choice is of utmost
importance and the modeling of interaction is chosen differently in the scientific
literature. Herein, we set the traction vector on the boundary of solid equal to the
traction vector on the boundary of fluid and write ;; = n; 'o;; = J(F ') 0 N>

Defining particles via their initial positions works well for a solid body, as long as
the body is defined as a material system. A material system means that no massive
particles enter or leave the domain, B. The particles may move, however, within the
computational domain the same particles exist throughout the simulation. If the solid
deforms, the domain shall co-deform to prevent a convection across the boundaries.

For fluids the material system fails to be an adequate choice. We measure the
velocity of a fluid particle in a spatial position, x;, and we model fluids as open
systems where fluid enters and leaves a domain, 2. This domain of interest is called
a control volume. Within the control volume, €2, at every spatial position, x;, the
velocity, v;, and the mass density, o, are the primitive variables to be computed for
fluid particles occupying x; as follows

(1.301)

b= ), p=lox,1). (1.302)

93We skip a lengthy discussion for this fact. Actually, the balance of linear momentum on singular
surfaces suggests this fact. In case of neglecting the surface tension, the traction on the interface—it
is a singular surface without mass—is continuous. In order words, the traction vectors experiencing
solid and fluid are identical.
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In reality mass density and velocity are measured simultaneously in every position
within the control volume. We can visualize a mesh in €2 and suppose that in each node
we are measuring the primitive variables of particles currently occupying nodes at x.
These measurements have no dependence on the underlying particles. In other words,
we may measure constantly at the same position or we can even move the control
volume such that we measure at different spatial positions at different time instants.
The control volume is the chosen computational domain, €2, with a known (given)
velocity, w; = x;. The domain velocity, w;, has no connection to the underlying fluid.
It is essential to distinguish between the domain velocity, w;, and the fluid velocity,
v;. The balances of mass and linear momentum for an open and moving domain read

(/ fpdv) = —/ p(vi —w;)n;da ,

Q 0

(/ fpfvidv) =—/ ‘pvi(ﬁ)j —wj)njda+/ fCTj,'I’ljd(l'F/ ‘pf,dv
Q o o Q

(1.303)
These balance equations in the moving EULERian frame are given at the present or
current time. Therefore, we use the current volume element, dv, and current surface
element, da, with its direction, n;. In order to acquire the local forms of the balance
equations we need to “shift” the time rate into the integral. By using the following
identity for the rate of the volume element in Cartesian coordinates:

. . dv
dv' = (dxldxde3) = (dxldxde3) _ =
dX1dX2dX3
. . . (1.304)
dx;  dx; o dxj owy,
=(— — + —)dv = —dv,
d)C1 dxl dx1 axk

and by employing the product rule we attain

A I Owy / o
-t wit+ po— Jdv=— p(vi — w;)n;da ,
/Q(at—i—wiw—i—pax]()v mp(v winida

8fp‘v, a‘pfl), N Bwk . .
i+ o= )dv=— [ Dvi(v; —w)n;d 1.305
/Q( ot + Ox;j witp 8xk) v /()sz puiCvj —wpn;dat .

+/ ijinijl—i-/ fpf,dv
o Q

The first boundary integrals are called convective terms. The second boundary integral
in the momentum balance is a non-convective term.”* For boundary integrals we apply
GAUSS’s theorem and obtain the local forms of the balance equations:

941n some textbooks this term is called a diffusive term, however, a diffusion is a motion of mass.
Since a traction on the boundary implies a momentum flow without mass diffusion, we refrain from
naming traction as a diffusive term.
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o 90 . Owy 0
i - o i w; =O’
o Ton T ak+a,(”(” w)
8rp£U, 8p“u,~ 0o 8w 0 ‘ f _
B 8Tjwj+p T +a—(Pvl(U] j)—Uji)—Pfi—O-

(1.306)
Formally, we can eliminate all terms including w; and obtain Egs. (1.235). Therefore,
we realize that the domain velocity, w;, can be chosen arbitrarily. The underlying
physics will not be affected by the choice of the domain velocity. For computational
reasons we skip the elimination of w; and solve Egs. (1.306). In order to complement
the equations, we need a constitutive relation for the frue or CAUCHY stress tensor
at the current time instant, o ;;. The simplest relation is the linear material equation
for viscous fluids, i.e., the NAVIER—-STOKES equation:

f _ f £ £ 8ka 8”1) 3Ll)j
oij = = oy + iy =Ny (ax, +8—m)'

(1.307)
For water this choice is appropriate. The pressure, p, is unknown and there are two
ways to close the above equations. Either, we find a constitutive equation for pressure
by means of mass density and velocity, or, we assume the mass density as being
constant (an incompressible flow) and solve the pressure distribution by employing
the mass balance. The latter option will be used herein. By using incompressibility,
the weak form in Eq. (1.306), reads (in the unit of power)

f 8&)[ 3wk R 88]’ /
F, = —_— —_— — fLl)i— i)— d fi_ ; l'd )
’ /Q(axi e Ox b w)ax,- ) . OQN(U w)spn(l ZOS)

Moreover, by employing Eq. (1.307), into Eq. (1.306),, by using the incompressibil-
ity, and by implementing the time discretization, we acquire the weak form for the
(fluid) velocity again in the unit of power

lé / ‘ tU,—fl)lOSv_’_‘atU, 6v—|—ffvaWk §0 -
= — 3V S w; 3V i 8V;
=S\ A Pox; " ™

0 3v; 0 3v;
8vi + frjl 8v; of: Sv,)dv—i— (1.309)
Ox;j ax,

0
+a—5 Sv; — pvi(v; — w])

+/ (‘pvi(‘vj —w;)dvin; — rTj[ﬂj SUi)da
OQN

For the fluid problem we know the velocity on the interaction boundary. We suppose
that the fluid particles adhere on the structure so that the computed velocity of the
structure is also the velocity of fluid particles being on the interaction boundary.
The domain velocity, w;, can be chosen arbitrarily. It is easier to comprehend, if
we visualize this velocity as the velocity of the underlying mesh. We will compute
w; and deform the mesh, where the computation of fluid motion takes place. From
a computational point of view, the choice of the mesh velocity makes a difference.
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lv;| in mm/s
I 26,614

- 20
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Fig. 1.20 Velocity distribution at # = 0.84 s for the water flow due to the embedded beam of steel
moving to the left after 8 cycles with period of 0.1 s. Only the domain of fluid is shown. The colors
indicate the magnitude of the fluid velocity drawn as arrows

The solution of v; converges more easily if the mesh deforms close to the particles
of fluid. In other words, the simplest (trivial) solution is to set v; = w;. However,
this fails to be the best choice since the mesh deformation has some limitations. The
connectivity of elements shall be conserved. A fluid velocity with vortices® would
deform the mesh such that the connectivity of the elements gets distorted. In order
to restrict the motion of mesh, we solve a model problem for the mesh velocity:

o [ dwg Obw,
F:/a W O g, (1.310)
Q (9x]') (9)61'

The mesh velocity is implemented by moving the coordinates of the mesh. The
parameter a in the latter variational form can be visualized as an artificial viscosity
of the mesh. Its value does not affect the velocity of the fluid, since w; can be chosen
arbitrarily. Hence, any value of a allows us to accomplish a computation, this value
can be seen as the artificial viscosity of the mesh.

Consider a beam of steel embedded in water as depicted in Fig. 1.19. The system
stands still at the beginning under normal atmospheric pressure. The bottom of the
beam is moved harmonically with a frequency of 10Hz such that the motion of the
beam accelerates the fluid. After 8 cycles the velocity profile can be seen in Fig. 1.20
where the beam is moving to the left. Basically, we solve first the structure, then the
mesh velocity, and then the fluid pressure and velocity. This cycle is repeated three
times for minimizing the errors obtained by using a sequential solving method. All
the parameters and boundary conditions can be found in the code given below.

95 A vortex means a circulation in the fluid.
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77”7 Computational reality 09, fluid structure interaction”””

_—author__ = "B. Emek Abali”

__license__ = ”"GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =
parameters [” allow_extrapolation”]=True
set_log_level (ERROR)

xlength = 10.0 # in mm

ylength = 150.0 # in mm

mesh = RectangleMesh (Point (0.0, 0.0), Point(31lxxlength, 1.5%
— ylength), 31x2,15%2)

Dim = mesh. topology () .dim ()

structure = CompiledSubDomain (\
'x[0] >= 15.0xx] && x[0] <= 16.0xx] && x[1] <= yl', xl=xlength
— ,yl=ylength)

interaction = CompiledSubDomain (\
"(near (x[0],15.0%x1) && x[1] <= yl) || (near(x[0],16.0%x]) &&
— x[1] <= yl) || (x[0] >= 15.0xx] && x[0] <= 16.0xx] &&

— mnear(x[1], yl) )', xl=xlength, yl=ylength )

bottom = CompiledSubDomain( 'near(x[1],0.0) ")
boundaries_all = CompiledSubDomain( 'on_boundary')
sub_domains = CellFunction('size_t ', mesh)
sub_domains.set_all (0)

structure.mark (sub_domains , 1)

mesh_f = SubMesh(mesh, sub_domains, 0)

mesh_s = SubMesh(mesh, sub_domains, 1)

#plot (mesh_f ,interactive=True)

#plot (mesh_.s ,interactive=True)

#facets for solid: 0 for interior , 1 on bottom, 2 on
— interaction

facets.s = FacetFunction('size_t', mesh_s)

facets_s.set_all (0)

interaction.mark(facets_s ,2)

bottom.mark (facets_s ,1)

#facets for fluid: 0 for interior , 1 on boundary, 2 on
< interaction

facets_-f = FacetFunction('size_t', mesh_f)

facets_f.set_all (0)

boundaries_all .mark (facets_f ,1)

interaction.mark(facets_f ,2)

cells_s = CellFunction('size_t', mesh_.s)
cells_f = CellFunction('size_t', mesh_f)

dA = Measure('ds', domain=mesh_s, subdomain_data=facets_s)
dV = Measure('dx', domain=mesh_s, subdomain_data=cells_s)
da Measure( 'ds', domain=mesh_f, subdomain_data=facets_f)
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18 |dv = Measure('dx', domain=mesh_f, subdomain_data=cells_f)
19

50 [N = FacetNormal (mesh_s)

51 |n = FacetNormal (mesh_f)

52

535 | S_s_space = FunctionSpace (mesh_s, 'P', 1)

54 | V_s_space = VectorFunctionSpace(mesh_.s, 'P', 1)

55 | T_s_space = TensorFunctionSpace (mesh_s, 'P', 1)

57 | S_f_space = FunctionSpace (mesh_f, 'P' 1)

58 | Vof_space = VectorFunctionSpace(mesh_f, 'P' 1)

59 | T_f_space = TensorFunctionSpace (mesh_f, 'P', 1)

60 | SV_f_space = MixedFunctionSpace([S_-f_space ,V_f_space])

62 |t=0.0 # in s

63 |dt=0.01 # in s

64 |t_.end=5.0 # in s

66 [pwd = '/calcul /CR09/"'

68 | file_u-s = File(pwd + 'u-s.pvd'")
60 | file_v_f = File(pwd + 'v_f.pvd")

70 | file_p_f = File(pwd + 'p.pvd")

71

72 | u-s- = Function(V_s_space, name='u')
73 | vof_ = Function(V_f_space, name='v")
74| p-f- = Function(S_-f_space , name='p")

76 11,j,k,1,m = indices (5)
77 | delta = Identity (Dim)
78 | f= Constant ((0.0,0.0))

50 [def s_solve (u0,u00,sigma_f t):

81 rho_s = 8.3E—9 #tonne/mm"3

82 nu_s = 0.3

83 E_s = 200E3 #in MPa

84 mus = E_s/(2.%(1.4+nu-s))

85 lam_s = 2.xmu_s*nu-s /(1. —2.xnu.s)

86 sigma_.s = project (sigma_f,T_s_space, solver_type="mumps”

— )\

87 form_compiler_parameters={” cpp-optimize”: True, 7
— representation”: "quadrature”, ”
< quadrature_degree”: 2})

88 #plot (facets-s , interactive=True)

89 displ_s_bottom = Expression(( 'A*sin (2.% pixnuxt)','0.0"),\

90 A=0.50, nu=10., t=t)
91 bc.s = [DirichletBC (V_s_space, displ_s_bottom , facets_s ,

— 1)]
92 u_s = Function (V_s_space)
93 del_u = TestFunction(V_s_space)
94 du = TrialFunction (V_s_space)
95
96 F_s = as_tensor( u.s[k].dx(i) + delta[k,i], (k,i) )
97 J_.s = det(F_.s)
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98

99
100
101
102
103
104

105
106

108
109
110
111
112

114
115

116

def

def

C.s = as_tensor( F_s[k,i]«F_s[k,j], (i,j) )

E_s = as_tensor( 1./2.x#(Cs[i,j]—deltali,j]), (i,j) )

S.s = as_tensor( lam_sxE_s[k,k]«xdelta[i,j] + \
2'*mu—S*E—S[ivj}’ (lzJ) )

P_s = as_tensor( F.s[i,j]«S.s[k,j], (k,i) )

t-hat = as_tensor( J_sxinv(F_s)[k,]j]*sigma_s[j,i]*N[k] ,

= (i) )

Form.s = ( rho_s*(u-s —2.xu0_s+u00_.s) [i]/(dt*dt)+del_u[i]

.
+ P.s|k,i]*del_u[i].dx(k) — rho_sxf[i]«del_u[i] )*dV
SN
— t.hat[i]=del_u[i]*dA(2)
Gain_s = derivative (Form.s, u.s, du)
solve (Form_s==0, u.s, bc.s, J=Gain_s, \
solver_parameters={"newton_solver”:{” linear_solver”:
— "mumps”, "relative_tolerance”: le—3} }, \
form_compiler_parameters={” cpp-optimize”: True, 7
<~ representation”: ”"quadrature”, ”
< quadrature_degree”: 2})

v_s = project( (u-s—u0O.s)/dt, V_s_space, solver_type="
— mumps” ,\
form_compiler_parameters={”" cpp-optimize”: True,
<~ representation”: ”"quadrature”, ”
< quadrature_degree”: 2})
#plot (v-s, interactive=True)

”

return u.s, v_s

m_solve(v.s):

# artificial viscosity

a = 1.0E-11 # MPa/s

del_w = TestFunction(V_f_space)

w = Function (V_f_space)

dw = TrialFunction (V_f_space)

bc.m = [DirichletBC (V_f_space, v_s, facets_f ,2)]

Form_m = assym(grad(w))[i,j]+*del_-w[i].dx(j)=*dv

Gain.m = derivative (Form-m, w, dw)
solve (Form-m==0, w, bc.m, J=Gain.m, \
solver_parameters={"newton_solver” :{” linear_solver”:
< ?"mumps”, "relative_tolerance”: le—3} }, \

form_compiler_parameters={” cpp-optimize”: True, ”

< representation”: ”quadrature” , ”
< quadrature_degree”: 2})

return w

f_solve(w,v0_f):
rho_f = 998.21E—12 # in tonne / mm"3

107
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mu.f = 1001.6E—-12 # in N s / mm"2

lam_f = 1.0E-2 # in N s / mm~"2

bcl = DirichletBC (SV_f_space.sub(0) ,Constant (0.1) ,
— facets_f ,1)

bc2 = DirichletBC (SV_f_space.sub(1) ,w, facets_f ,2)

be.f = [becl,bc2]

u_f = Function (SV_f_space)

u0_f = Function (SV_f_space)
del_u_-f = TestFunction(SV_f_space)
du_f = TrialFunction (SV_f_space)

p, v-f = split(u.f)
del_p, del_v = split(del_u_f)

tau_f = as_tensor (lam_fxv_f[k].dx(k)xdelta[i,]] \
+ mu.-fxsym(grad (v-f))[i,j], (i,j))

Form_f.p = (v_f[i].dx(i)*del_.p + w[i].dx(i)*del_p \

- (v_ffzx;))[i]*del_p.dx(i) Yy#dv + (v_f—w)[i]+del_p*n[i]xda

Form_f_v = (rho_f*(v_-f—vO0_f)[i]/dtxdel_v[i]

+ rho_fxv_f[i].dx(j)*w[j]*del_v[i] + rho_fxv_f[i]+w[k].dx
— (k)xdel_v[i]

+ p.dx(i)*xdel_v[i] — rho_fxv_f[i]«x(v_f—w)[j]*del_v[i].dx(

= j)
+ tau_f[j,i]xdel_v[i].dx(j) — rho_fxf[i]xdel_v[i])=*dv \
# (rho-tovE(i)e(v-fow) (3] = tau-f13, i) delv [i]on[j] oo

Form_f = Form_f_p + Form_f_v
Gain_f = derivative (Form_f, u_f, du_f)

solve (Form_f==0, u-f, bec.f, J=Gain_f, \
solver_parameters={"newton_solver” :{” linear_solver”:
< “mumps”, "relative_tolerance”: le—3} }, \
form_compiler_parameters={” cpp_-optimize”: True,
< representation”: ”"quadrature” , ”
< quadrature_degree”: 2})

”»

p, v-f = u_f.split (deepcopy=True)
sigma_f = project(—pxdeltattau_f, T_f_space, solver_type=
[N ”mumps” 7\
form_compiler_parameters={” cpp_optimize”: True,
<~ representation”: ”quadrature”, ”
< quadrature_degree”: 2})

”

return p, v_f, sigma._f

u0_s = Function (V_s_space)
u00.s = Function (V_s_space)
sigma_.f = Function (T_f_space)

v0_f = Function (V_f_space)
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while t<t_end:
t += dt
print 7time: 7, t
# inner loop for convergence between fluid and structure
for ii in range(3):
u_s, v.s = s_solve(uO_s,u00_s,sigma_f  t)
w = m_solve(v_s)
p, v-f, sigma_f = f_solve (w,vO0_.f)

u00_s . assign (u0-_s)

u0._s.assign (u.s)

vO_f.assign (v_f)

for x in mesh_f.coordinates (): x[:] 4= dt*w(x) [:]
u_s_.assign (u.s)

file_u_.s << (u.s_,t)

v_f_.assign (v_f)

file.v_f << (v_f_,t)

p-f_.assign (p)

file_p_f << (p-f_,t)

To-do

A beam embedded in water has been implemented.

e Change the mesh viscosity and investigate the convergence of the linearization.

e Implement a softer beam, for example out of polyethylene.

e Instead of water we can also implement air as a fluid. In that case, the incompress-
ibility would not hold. Search for a constitutive equation for the pressure. Start by
looking for an equation of state by assuming that air is an ideal gas.
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Chapter 2
Thermodynamics

Thermodynamics includes a theoretical and an applied part. The applied thermo-
dynamics has its roots at the end of 19th century and it is used to calculate the
temperature distribution in a continuum body. This aim is fulfilled by employing
the balance of internal energy. We will study this approach in Sect.2.1 for macro-
scopic systems and in Sect.2.2 for microscopic systems. The difference between
macroscopic and microscopic systems relies on the used constitutive equation.

The theoretical thermodynamics has started around 1950s. It has the goal of defin-
ing constitutive (material) equations that close the balance equations. By using ther-
modynamics we will derive the constitutive equations necessary in the computational
reality. In Chap. 1 we have employed many constitutive equations with an ad-hoc
method. In this chapter we will answer the question of how to derive these equations
in a thermodynamically consistent manner. Concretely, in Sect. 2.3 we will analyze
such an approach and derive the NAVIER—STOKES—FOURIER equations for a viscous
fluid. Unfortunately, there are various methods in the literature for the thermodynam-
ically consistent derivation of constitutive equations—we will not discuss the pros
and cons of these different approaches. Herein, we present an engineering approach
suitable for many simple material models. Although the method fails to cover some
processes, it is general enough for determining all of the constitutive equations neces-
sary for the simulated engineering applications in this book. Moreover, the necessary
mathematical knowledge is fairly low. After having studied the method in Sect. 2.3
we will employ it in Sect. 2.4 for viscoelastic materials and in Sect.2.5 for plastic
deformations. Much use of the method will be made in the next chapter, too.
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2.1 Temperature Distribution in Macromechanics

A conductive material possesses the ability of transferring thermal energy, heat,
without mass transport. In other words, heat travels between particles where particles
remain at their positions. If we hold one end of a steel spoon in hot water, heat conducts
to the other end without any deformation of the spoon itself. Of course there is a
small expansion due to the temperature change in the spoon, however, in this section
we neglect this reversible deformation and assume the body as rigid throughout the
simulation. The balance equations can be introduced in a material or open system.
The local forms of the equations are identical in both systems.

‘We motivate the governing equations for a solid body by using a material system.
Mass and momentum balances in current frame read

(/ pdv).zo, (/ pvidv).z/ innjda+/pf,-dv. (2.1)
B B OB B

From the mass balance we calculate the mass density (or pressure) and from the
momentum balance we acquire the displacement (or velocity). For the temperature
calculation we will use another balance equation. In order to obtain this equation we
start off with the balance of rotal energy in the current frame:

(/ pedv) :/ anjda—i—/ psdv, 2.2)
B OB B

where p, e, F;, and s denote the mass density,' the specific? total energy, the energy
flux, and the specific energy supply, respectively. The total energy is a conserved
quantity like mass and momentum; the balance of total energy lacks a production
term. We can decompose total energy density:

1
pe = pu + Epv2 , (2.3)

where the first term is the so-called internal energy density with the specific internal
energy, u, and the second term is the kinetic energy density due to the velocity, v.
Now, by inserting the mass balance into the balance of energy as well as into the
balance of momentum, we obtain

/pv[dv:/ Ujinjda+/pﬁdv,

B 0B B
/pe'dv:/ anjda+/ psdv .
B 0B B

I Density means per volume.

2.4)

2Specific means per mass.
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After applying GAUSS’s law, we acquire the local forms:

. Ooj . OF;
pvi_ax{_pf,:o, pe—aT{—pszo. (2.5)
J J

We observe a clear structure in the balance equations. The first terms indicate which
term is balanced. The second terms are divergence of fluxes. The third terms are
supply terms. On the right-hand side the production terms are written—momentum
and total energy are conserved quantities. Equation (2.3) implies that the rate of
specific energy can be rewritten by making use of the momentum balance:

1 .
e = (u + Evivi) =u + v,

2.6)

do; (

pe'=pu'+vi( i +pﬁ).
8xj

By using the latter in the balance of total energy we obtain

6a<,~ OF;
L — L tupfi—ps=0,

8xj 6xj
. 0 611,‘
pu = aTj(Fj - Ujivi) —p(s — fivi) = UjiaTj .

pu’ + v;
2.7)

This equation has a structure of a balance equation. The first term denotes that the
internal energy is balanced. The second term is a divergence of the internal energy flux
and the third term is the internal energy supply. These terms are often abbreviated as

—q;=F;—ojvi, r=s— fiu, (2.8)

where the so-called heat flux, q;, and the supply term, r, needs to be defined or given.
The minus sign in front of the heat flux is due to the convention that the heat pumped
into the system has been seen as a positive quantity. The first power generators were
using coal to burn and they did produce mechanical energy. Heat added into the
system as well as the mechanical work taken out of the system were seen as positive
quantities. We keep herein this convention and define the flux term of the internal
energy as —q;. The balance of internal energy reads

oq; ov;
T pr =g (2.9)

i +8xj Ox;

or in global form (after using the balance of mass and GAUSS’s law)

. 9,
(/ pudv) =—/ an,-da—i—/ prdv+/ U,-i—vdv. (2.10)
B B ' B g 1 Ox;



114 2 Thermodynamics

Here we see again the effect of the minus sign in front of the flux term. The heat flux is
defined as the rate of energy transported info the system across the boundary. Since the
plane normal is directed outward, we need a minus sign in order to describe a transport
into the system. In other words, the heat fluxes into the body against the direction of
the plane normal, n. Therefore, a minus sign is necessary to heat the system up, if the
heat flux is positive. The second term on the right-hand side is called a radiation term,
r. Actually, the name radiation might be misleading; this is not a thermal radiation,
for example, radiation from the sun cannot be modeled with this term. This term is a
specific (per mass) heat supply, r, used in the microwave oven or in a laser welding.
We will call the term internal heating or heat supply in the following. The last term
on the right-hand side denotes a production term. When a deformation occurs, this
production term will alter the internal energy. We cannot simply neglect this term.
As long as there is a deformation in the continuum body, internal energy will be
produced. The internal energy is related to the temperature such that an increasing
internal energy will imply a temperature increase. Therefore, for any process where
a deformation occurs, there will be a change in temperature. The production term
is also called an internal friction. In many systems this production term may be
small, especially for slow deformations, such that we can assume that the process is
isothermal. This justification has been used in the Chap. 1.

In this section we restrict the model for rigid bodies, v; = 0, no deformations are
allowed. Balances of mass and momentum are satisfied identically and the balance
of internal energy simplifies to

94,

ox, —pr=0. (2.11)

pu’ +
For a rigid body the internal energy depends only on temperature,
u=u(T). (2.12)

The internal heating or heat supply, r, increases the temperature by affecting all
particles together. This term is a volumetric power; the food in the microwave oven
heats up in each of its particles at the same time. In the example of a spoon in hot
water, heat is transferred across the surface and then fluxes from one end to the other.
If we put the spoon in a microwave oven, all of its particles heat up together due
to the supplied heat supply, 7. The same holds in case of a laser beam.? A laser
beam supplies energy on a focused location. Suppose that a laser beam irradiates on
one end of the spoon. All particles on that end are irradiated and they all heat up
simultaneously. The laser radiates heat in such a way that it increases the temperature
volumetrically. We model a laser welding via specific heat supply term, r.

We want to implement a laser welding process and choose a plate as geometry: A
steel plate is welded with a laser beam. The energy supply comes as a laser beam in

3 A laser (Light Amplification by Stimulated Emission of Radiation) generates a focused beam of
photons in the same wavelength (coherent).
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Fig. 2.1 Laser beam
distribution as the GAUSSian
bell shape in xy-plane 3000

L in \\'r/kg

o

000 -
T gy, 3004 2096

a concentrated manner and heats up the whole thickness of the plate at once, roughly
alike cylinder, but instead a circle cross section, a GAUSSian bell shape4 should be
modeled. Any circular GAUSSian bell shape in x;x>-plane can be expressed as

r = Pexp ( - ((x1 i+ (- 922)2)) , (2.13)

such that the laser beam reaches its maximum value P at the position (X1, x7), since
r = Pexp(0) = P. The power becomes asymptotically zero for coordinates away
from (X1, ;) owing to the minus sign. We want to simulate a laser beam evolving in
time. The power (energy rate) of the laser reads

l L. 2 2
L(xi,1) = Pexp ( - 50000((x1 — (43 sin@rn)) + (v2 = ve1) )) :

(2.14)
where the laser beam moves with a time parameter 7 = f/feq = [0, ... 1] in x|
sinusoidally and along x, linearly with a constant speed v;. Of course, this is a
model problem. In reality, the path is already defined in design and programmed into
a NC (Numeric Controller) laser welding machine. Here we want to implement a
complicated path description in order to present how to implement such a process
into the code. The power of the laser beam, P, can be found in the data sheet of the
laser welding machine. In order to visualize the implemented laser beam distribution,
we plot the distribution for x = y = 30mm and P = 3000 W/kg in Fig.2.1. Since
we multiplied L in Eq.(2.14) with a huge number of 50 000, the laser beam affects
only locally, as expected from a focused light.

41t is named for Carl Friedrich Gau8.
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For a rigid body the deformation gradient equals to the KRONECKER delta such
that current and initial frames are equal, x; = X;. The balance of internal energy

reads 9 9
U qi

— 4+ —=— —pr=0. 2.15

Por Vo P (2.15)

For the internal heating we use the laser beam, r = L. Moreover, the internal energy
depends only on the temperature, u = u(T'), in case of a rigid body. Hence we obtain

Ou 0T  Og;
- 4t =0. 2.1
Porar Tan Pt (2.16)

In Sect.2.3 on p. 126 we will formally introduce and discuss the so-called specific

heat capacity:
Ou

c=—, (2.17)
oT
and explain how to measure this material parameter. The specific heat capacity is con-
stant for many engineering materials. We also need a constitutive (material) equation
for the heat flux, g;. The simplest relation is given by FOURIER’s law:’

or
qgi = —lﬁ}a ) (218)

where the material parameter, «, is referred to as thermal conductivity. We assume it
being constant. The minus sign denotes that the heat flux conducts in the direction of
decreasing temperature gradient. Hence, heat fluxes from higher to lower tempera-
ture. This phenomenon is known intuitively and its validity is a subject of theoretical
thermodynamics. For the moment we take it for granted and insert FOURIER’s law
into the balance of internal energy

T T
C— — K
P T "oxom

—pL=0. (2.19)

This differential equation is called the field equation for T, where its solution leads
to the temperature distribution in a rigid body. We acquire the variational form of the
latter differential equation by discretizing in time and by using integration by parts.
First we utilize a backward difference scheme for temporal discretization, as usual,

oT Tw)—T@t—A) T—-T°

el (2.20)
ot At At

SThe constitutive equation is named after Jean-Baptiste Joseph Fourier.
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Secondly, we multiply the field equation by the test function, §7, for spatial dis-
cretization

pc 0 0T
P oy _ _ =0. 221
/T)(At(T T%) = hg o = pL )3T dv =0 2.21)

The second term in the integral form possesses a second derivative in space, whereas
the multiplied test function has no derivatives. Thus, the continuity conditions of
T and §T are different. In the GALERKIN procedure we utilize the same function
space for the primitive variable 7" and its test function §7". Hence it has to belong to
class C? at least. We can integrate by parts and acquire a form where both terms are
differentiated once such that the continuity condition of T, §7 is weakened and they
need to belong to C'. After integrating by parts we acquire the weak form:

F —/ i Y SAL LN B / LLUPY
r= B At K@xi 8xi p v 9B Haxi e
(2.22)

The integrand on the boundaries 9B shall be given. In Chap. 1 we have seen DIRICH-
LET boundary conditions, where the solution itself is given, and NEUMANN boundary
conditions, where the gradient of the solution in the surface outward normal, #;, is
defined. For the case of the energy equation the heat flux, g;, projected into the surface
normal, g;n;, defines a NEUMANN condition. This condition is the heat exchange from
the surface of the plate to the surrounding medium, probably air or some special kind
of gases like Argon or Helium for a better welding. The heat exchange is due to the
temperature difference between the surface and the surroundings. Surface becomes
hot as a consequence of the energy delivered by the laser beam. The temperature of
the surroundings might be set constant® to an ambient temperature, Tyyp. Thus, we
obtain the DIRICHLET condition 7" = T,n,, on the boundary. Both conditions can be
mixed together in order to create another type of boundary condition. We introduce
a mixed boundary condition, to which is referred as a ROBIN boundary condition,’
for the whole surface 9B as follows

gini = (T — Tyyy) Vx; € 0B, (2.23)
where a (positive) convective heat transfer coefficient, h in W/(m2K), is introduced

that depends on the material and state of the ambient. If the body is embedded in
fluid the convection heat transfer coefficient is higher than in air. In case of a moving

5Constant temperature of the surroundings is a warm bath idealization. Suppose that there is so
much water in a bath; a heat exchange with the body within the bath does not affect the temperature
of the bath, at all. The water on the surface of the body remains at the same constant temperature
all the time.

71t is named after Victor Gustave Robin.
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Fig. 2.2 Temperature distribution at 2, 5, 15, and 50s in the steel plate during the laser welding

fluid that surrounds the body, the coefficient is even higher. This so-called natural
convection in Eq. (2.23) provides a positive energy flux into the body if the ambient
temperature is higher than the surface temperature,

—qin; = h(Tymp — T) > O when Ty, > T . (2.24)

Additionally, for the heat flux we readily employ FOURIER’s law in Eq. (2.18). Now
the linear variational form reads

oT 08T

Fr =/ (Z—Ct(T —TO)8T +rg— = pL 8T) dv+
B Y O (2.25)

+/ h(T — Tamp) 3T da .
OB

The code below computes the temperature distribution transiently, which can be seen
in Fig.2.2.
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?7” Computational reality 10, temperature distribution in a
< macroscopic body”””

_—author__ = ”B. Emek Abali”

__license__ = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import x

import numpy

parameters [”allow _extrapolation”]=True

parameters [”form _compiler” |[” cpp-optimize”] = True
set_log_level (ERROR)

rho=7860.0 # mass density of steel in kg/m”3

c=624.0 # heat capacity in J/(kg K)

kappa=30.1 # thermal conductivity in W/(m K)

h=18.0 # heat convection out of the surface into ambient
— in W/(m"2 K)

Ta=300.0 # ambient temperature in K

1=0.1 # length in x and y directions in m

thickness=0.001 # thickness of the plate in m

P=3.0e6 # laser power in W/kg

speed=0.02 # laser speed in m/s

# Create mesh and define function space

mesh = BoxMesh (Point (0.0,0.0,0.0), Point(l,1,thickness),
— 200,200,2)

Space = FunctionSpace (mesh, 'P', 1)

cells = CellFunction( 'size_t ', mesh)

facets = FacetFunction( 'size_t ', mesh)

da = Measure( 'ds ', domain=mesh, subdomain_data=facets)
dv = Measure( 'dx ', domain=mesh, subdomain_data=cells)
t=0.0

t_end=50.0

Dt=0.1

initial . T = Expression(” Tini”, Tini=Ta)

TO = interpolate(initial_-T , Space)

Laser = Expression(”Pxexp(—50000.0%(pow (x[0] —0.5%1%(1+0.5%sin
— (2xpixt/t_e)), 2)+pow(x[l]—veloxt, 2)))” ,P=P,t=0,t_e=
— t_end/10.,1=1 , velo=speed)

T = TrialFunction (Space)

del_T = TestFunction(Space)

Form = (rhoxc/Dt*(T—T0) xdel T \
+ kappa*T.dx(i)*del-T.dx(i) \
— rhoxLasersdel T ) = dv \
+ h#*(T-Ta)*del T xda

left=lhs (Form)
right=rhs (Form)

A = assemble(left) # non—changing by time stepping
b = None # dynamically assembled acc. to time
T = Function (Space)

file.T = File(”/calcul /CR10/T.pvd”)




120 2 Thermodynamics

for t in numpy.arange (0,t_end ,Dt):
print "Time ” |t
Laser.t=t
b=assemble (right , tensor=b)
solve (A, T.vector(), b, 'cg'")
if t=—int(t): file.T << (T,t)
TO. assign (T)

To-do

Temperature distribution in a macroscopic rigid body has been computed. In order
to deepen the understanding of the implementation try to do the following steps:

e Since the integral form is linear we may have implemented as in the previous
sections by using “Form” and “Gain.” Try to implement in this way, the results
have to be identical.

e Change the boundary condition to a weak® DIRICHLET condition and then to adi-
abatic® boundaries by manipulating the parameter /.

e Search for approximate values of & for natural and forced convection. Which one
has been established in the given code?

e Since heat escapes over the boundaries, sooner or later the temperature becomes
the ambient temperature homogeneously in all body. Find the material parameters
for a polymer and apply the same laser power. Is the body out of steel or polymer
will reach the ambient temperature quicker?

2.2 Heat Transfer in Micromechanics

Heat propagation in a rigid body has been described by a parabolic differential equa-
tion in the last section. A mathematician recognizes the differential equations under
two classes: diffusion and wave problems. A parabolic differential equation models a
diffusion problem and a hyperbolic differential equation models a wave propagation.
We refrain from using this terminology and point on the famous “paradox” due to
the characteristics of the parabolic differential equation used in the heat transfer.'?
Consider FOURIER’s law describing the heat flux:

T
qi(x,t) = —kG;(x,1), G;= or . (2.26)
8)(3,'

8We apply a DIRICHLET condition strongly by exchanging the solution with the given solution by
using “DirichletBC” in the code. Instead of this method, we can satisfy the condition weakly by
writing it under the boundary integral.

9 An adiabatic boundary prevents heat transfer across boundaries.
10See [16] for some interesting explanations on the characteristics of the heat propagation.
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Flux is the rate of energy exchange, in other words, it describes how quickly the heat
energy travels between neighboring particles. Since the flux depends only on the
temperature gradient, as long as there exists a temperature gradient the exchange may
happen as quick as possible. Therefore, heat flux depending only on the temperature
gradient results in an infinite propagation of the information. A typical example is a
long bar excited on one end by a laser pulse. As expected, the temperature changes on
the excited end. According to Eq. (2.26) at the very moment changed the temperature
the neighboring element feels this change. The temperature change implies a heat flux
instantaneously, thus whole bar “knows” this temperature change. In other words,
the temperature starts changing in the whole bar instantaneously. For a bar in a
macroscopic length scale, the temperature change is insignificant. Hence, FOURIER s
law is quite accurate for many engineering problems in macroscale. However, in a
microscopic length scale and laser pulses in femtoseconds the accuracy of FOURIER’s
law is inappropriate. There are even measurements in these scales suggesting a more
sophisticated definition of the heat flux'! than FOURIER’s law. In this section we
will generalize the heat flux by adding a rate dependency, similar to ideas used in
Sect. 1.4, and simulate in microscale.

The generalization of the heat flux can be introduced in many different ways. We
are interested in applied thermodynamics; so we use an argumentation that the flux
and temperature gradient occur in different time instants. It is challenging to choose
cause and effect, thus, we basically introduce a time lag both to the heat flux and
temperature gradient:

qgi(x,t+75) =—kGi(x,t +717) . (2.27)

The parameters 7, and 77 defines the time-delay or relaxation times between the

flux and its response, i.e., the temperature gradient. By setting 7 = 0 we attain

CATTANEO-VERNOTTE’s heat flux'? Since we want to evaluate the heat flux in the

current time, ¢, we expand the left and right sides of Eq.(2.27) around the current
time by using a TAYLOR series with linear terms:

qi(x,t) + 159/ (x,t) = —kGi(x, 1) — kTrG;(x,1) . (2.28)

By suppressing the arguments the heat flux for micromechanics reads

qi = —149; — kKG; — k17 G . (2.29)

1gee, for example, [18].
121t is named for Carlo Cattdneo and Pierre Vernotte.
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Since the body is rigid, there is no difference between the total and partial time rate.
Time discretization delivers

9 —q’ G -G
qgi = —14—— — kG — KTT———— ,
At At
(2.30)
A g0 — w142 )G +5260) .
T Ay 4 q’ At
As we have established the field equation for a rigid body in the last section

we can now implement the heat flux with relaxation times. After making the first
term discrete in time, multiplying by the test function, §7, and then applying an
integration by parts, we obtain the weak form:

pc 08T N
BT = To)8T — 15— = pL3T | dv+ | G387 da, (2.32)
5 \ At Ox; oB

where ¢ = g;n; is the given boundary condition.

Every body consists of electronic particles and thus emits energy as a result of
the changes in the electronic configurations of the atoms. This phenomenon happens
above the absolute temperature, 0 K, for all times in form of radiation. Radiation
is a volumetric supply and every particle of the body emits energy in the form
of electromagnetic waves (photons), however, they are again absorbed from the
neighboring particles. Only the particles building the surface emits energy such that
this type of radiation is modeled as a surface phenomenon.'* The maximum rate of
energy emitted from arigid body into a vacuum is given by the STEFAN—-BOLTZMANN
law:'4

Gg=oT", (2.33)

where the STEFAN—-BOLTZMANN constant, o = 5.670 - 10~8 W/m2, is a universal
constant. In the vacuum, the radiation waves propagate with the speed of light,
co = 2.998 - 108 m/s. In air, they propagate with c,i; = co/n, where the refractive
index is n = 1.0008 for air. The energy rate to the air is

g =n’cT*, (2.34)

in other words, it is only 0.16 % more than into the vacuum; this difference is neg-
ligible. The aforementioned relation holds for the idealized surface referred to as a

13For some intuitive explanations and examples of the thermal radiation, see [2, Chap. II, Sect. 9-4].
14The law is named after Josef Stefan and Ludwig Boltzmann,
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blackbody. Real surfaces emit less energy than the blackbody and this rate is mea-
sured by the emissivity, e, of the surface:

G =¢eoT*. (2.35)

The emissivity is between zero and one. Even in vacuum this type of energy exchange
occurs. If the body is surrounded by air at T, then the energy rate emitted from the
body reads

G=co(T*—Tpp) - (2.36)

We can now combine the natural convection and the surface radiation in order to find
out the boundary condition as follows

G =qin; = h(T — Tymp) +e0(T* = T2, (2.37)

for a body embedded in resting air. If the air possesses a velocity, as in case of a
forced convection, the value of & increases and the heat exchange via convection
dominates; the surface radiation can be completely neglected.

We acquire the following weak form for the computation:

pc 08T
Form = E(T —Tp) 8T — Gig =~ pL 3T ) dv+
E i (2.38)

+/ (h(T = Tymp) + €0(T* — Tyh.)) 8T da ,
0B

with the heat flux, ¢;, as in Eq. (2.30). Obviously, the weak form is nonlinear due to
the thermal radiation in the boundary conditions.

Suppose we have a tiny beam of 100 x 5 x 5um excited on one end with a laser
beam. Taken from [18] time lag parameters are given below in picoseconds:

for Cu, 77 =70.833ps, 7, =0.4648ps,
for Auor Ag, 7r =89.286ps, 7, =0.7438ps, (2.39)
forPb, 7p =12.097ps, 7, =0.1720ps .

We choose an appropriate unit system:

Ips=10""2s, 1pg=10"kg, 1um=10"°m, 1nN=10""N, (2.40)
where energy is in femtoJoule, InN x 1pum = 107> Nm = 1fJ, and temperature
in K as usual. A short pulse of laser on one end ignites a heat transport to the surface

and toward to other end, see Fig.2.3. The implementation with consistent units has
been realized by the code below.
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Tin K Tin K
300.000 300.119 300.223 300.000 300.013 300.025
| - . | - L |

Tin K Tin K

300.000 300.005 300.011 300.000 300.004 300.008
| - [ T |

Fig. 2.3 Temperature distribution at 1, 15, 50, and 100ns in the gold bar, consider the change of
the temperature scale for a better visualization

1|7”” Computational reality 11, temperature distribution in a
< microscopic body”””

__author__ = ”"B. Emek Abali”

__license__ = ”"GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

6 |from fenics import =

7 | import numpy

¢ | parameters [” allow_extrapolation”]|=True

9 | parameters [” form_compiler” |[” cpp-optimize”] = True
10 | set_log_-level (ERROR)

12 |rho=19.3E—6 # mass density of gold (Au) in mug/mum” 3]

13 | c=129.0E6 # heat capacity in fJ/(mug K)

14 | kappa=318.0E—3 # thermal conductivity in fJ/(mum K ps)

15 [tauT = 89.286 # in ps

16 |tau_q = 0.7438 # in ps

17 |h=18.0E-9 # natural convection coefficient in fJ/(ps mum”2
— K) ]

18 | emis=0.47 # emissivity of gold not polished

19 | sigma=5.670E—17 # Stefan —Boltzmann constant in fJ /(ps mum==%2)

0 | Ta=300.0 # ambient temperature in K
1=100.0 # length in mum
th=5.0 # thickness in mum

P=30.0E3 # laser power in fJ /(mum ps)

TR W N =

mesh = BoxMesh (Point (0.0,0.0,0.0), Point(l,th,th), 200,10,10)
Space = FunctionSpace (mesh, 'P', 1)

VectorSpace = VectorFunctionSpace(mesh, 'P', 1)

cells = CellFunction('size_-t ', mesh)

~

DN NN NN N

0
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facets = FacetFunction('size_t ', mesh)

da = Measure('ds', domain=mesh, subdomain_data=facets)
dv = Measure('dx', domain=mesh, subdomain_data=cells)
t=0.0

t_end =100000.0 #0.1 mus

Dt=1000.0

initial . T = Expression(”Tini”, Tini=Ta)

TO = interpolate(initial_T , Space)

Laser = Expression(”Pxexp(—1.0%(pow(x[0] —2, 2)4pow(x[1], 2)+
— pow(x[2] —2.5, 2)))" ,P=P)

T = Function (Space)

del_.T = TestFunction(Space)

dT = TrialFunction (Space)

q0 = Function (VectorSpace)

G = as_tensor (T.dx(i), (i,))

GO0 = as_tensor (TO.dx(i), (i,))

q = as_tensor (Dt/(Dt+tau_q) «(tau_q/Dt*xq0[i]—kappax(1+tau_-T /Dt
— )xG[i]+kappaxtau-T/Dt+G0[i]), (i,))

Form = (rhoxc/Dt*(T-T0)*del_T \
— qfi]xdel-T.dx(i) \
— rhoxLaserxdel_.T ) x dv \
+ (hx(T-Ta) \
+ emisssigmax*(Txx4—Taxx4) )xdel_Txda

Gain = derivative (Form, T, dT)

file_T = File(”/calcul /CR11/T.pvd”)
for t in numpy.arange(0,t_end ,Dt):
print "Time 7 ,t
if t>=2000.: Laser.P=0

solve (Form==0, T, [], J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:
< "mumps”, "relative_tolerance”: le—3} }, \
form_compiler_parameters={” cpp_optimize”: True, ”
<~ representation”: ”quadrature” , ”
< quadrature_degree”: 2} )

if t==int(t): file.T << (T,t)
q0 = project (q, VectorSpace )
TO. assign (T)

To-do

Temperature distribution with a time lag has been implemented.

e Change the boundary condition to a DIRICHLET boundary without radiation.

e Simulate the same problem with FOURIER’s law.

e Produce a 2D plot with temperature versus x-coordinates. Plot the results with
CATTANEO-VERNOTTE’s and FOURIER’s law on top of each other and analyse the
difference.
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2.3 Thermodynamics in a Nutshell

Theoretical thermodynamics concerns derivation of the constitutive equations, which
we have already been using in the former sections. For some viscous fluids, for exam-
ple water, we are certain that the NAVIER—-STOKES equation is an adequate model to
describe the flow behavior. The material model given by the constitutive equation has
been attained phenomenologically (by using empirical research). In the early 1940s
the concept of continuum mechanics has been redesigned under the name rational
mechanics. Different scientific branches of mechanics: solid body mechanics, fluid
mechanics, and applied thermodynamics, have been fused by using this concept.
Such an abstraction of different studies has lead to theoretical thermodynamics'
used to derive the constitutive equations.

Theoretical thermodynamics is a non-unique approach. At least four prominent
methodologies can be listed: the COLEMAN-NOLL procedure, MULLER’s rational
thermodynamics, and non-equilibrium thermodynamics.'® They deliver the basic
equations like NAVIER-STOKES’s equation such that we believe that all methodolo-
gies are correct. We omit an introduction and discussion of different methodologies
and design a method using elements from all of them. The output is again the well-
known equations for simple viscous fluids such that we can convince ourselves that
the procedure is acceptable. The proposed method possesses some limitations that
we will remark by presenting and applying the procedure in the following. Although
the method has some weak points, it is relatively simple and allows to be generalized
easily in order to involve electromagnetic interactions in Chap. 3.

We have introduced and implemented the following three balance equations in
their local forms: the balance of mass, the balance of linear momentum, and the
balance of internal energy, respectively:

Jv; 0o j; aqi dv;
e =0, pvi— =L —pfi=0, pu'+ — —pr=o0;-—=, (241
™ P s, pfi R e )

in the current frame expressed in a Cartesian coordinate system. The first two has
Zero sources, i.e., zero right-hand sides and the balance of internal energy has a non-
zero source. The source is a production term. We cannot eliminate or “shut off” the
production term. For example the production term of the internal energy—known as
the internal friction—alters the internal energy, as long as the material undergoes a
motion. Internal energy fails to be a conserved quantity. Mass and linear momentum
are conserved quantities, since they lack a production term.

From the balance equations we want to solve the mass density, p, the velocity, v;,
and the temperature, 7. First we need to close the balance equations by defining the
constitutive equations for the CAUCHY stress, ¢ j;, for the specific internal energy, u,

15Thermodynamics of irreversible processes started with papers of Carl Eckart, see [4], [5], [6], [7].
16The COLEMAN-NOLL procedure is named after Bernard D. Coleman and Walter Noll, see [3].
MULLER’s rational thermodynamics is named for Ingo Miiller, see [11]. The non-equilibrium ther-
modynamics is introduced by Sybren Ruurds de Groot and Peter Mazur, see [8].
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and for the heat flux, ¢;. After having found the definitions, the formulation will be
complete such that we can generate a weak form and solve the balance equations aug-
mented with the constitutive equations. Theoretical thermodynamics has the aim of
determining the constitutive equations. In this section we will perform the necessary
steps leading to the adequate constitutive equations modeling a viscous fluid.

We want to compute (p, v;, T) for a fluid in a EULERian frame, (x;, ). The
unknowns (p, v;, T) are referred to as primitive variables: their mathematical exis-
tence is accepted without any further investigation. Our goal is to compute the primi-
tive variables by satisfying the balance equations. We can solve the balance equations
if they are closed: All constitutive equations for 0;;, g;, and u are given by functions
depending on the primitive variables or their time and space derivatives.

The first assumption is that the specific total energy, e, is additive so that the
specific internal energy, u, and specific kinetic energy, eX™, are separable and inde-
pendent. Hence, the internal energy fails to depend on the velocity. By following
[14] we assume that the change of the internal energy!” is recoverable. The kinetic
energy is irreversible. There are many different formulations in the literature and
none of them is wrong, because we cannot measure different parts of the energy sep-
arately; they are just various models approximating the behavior of the material with
different accuracies. The accuracy of any formalism can only be tested by measure-
ments. In the end, the primitive variables are calculated with adequate accuracy, if
the material modeling is appropriate. Without discussing its limitations, we assume
that the internal energy possesses only terms occurring a recoverable change. This
assumption is of paramount importance and leads to a useful methodology described
in the following.

We introduce mass density, p(x;, t), velocity, v; (x;, t), and temperature T (x;, t) as
primitive variables. We axiomatically assume that they are independent functions. '8
Velocity fails to be an objective variable. If we perform a EUCLIDian coordinate
transformation, velocity transforms other than a tensor of rank one. Fortunately,
symmetric velocity gradient, d;; = Ov; /0x ), is an objective variable, it is a tensor
of rank two.'® Constitutive equations shall depend on objective variables.

We start the formulation by proposing an equation for the internal energy. Actually,
this equation can be derived in various ways. We present here a method based on the
balance of internal energy since we will make much use of it in the next chapter.?’
Consider a material of having the following constitutive equation:

oji= o5+ 0, (2.42)

17Under the assumption that no phase changes occur.

180f course they are coupled, however, independent. We can hold the temperature fixed and move
the body or restrict any motion and change the temperature.

19The formulation holds for fluids with elasticity, too. Therefore, we need to introduce, d;; = €;,
for a fixed frame, w; = 0. The proof of this identity is out of scope, therefore, we explain it in
Appendix A.4 on p.301.

20For another, more conventional derivation, see [1, Sect.3].
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where the reversible (recoverable) change is given by the first and irreversible (dissi-
pative) change is described by the second term. The assumption of separating stress
tensor additively is justified by the energy assumption, where we have also separated
the reversible (recoverable) and irreversible (dissipative) terms into an internal and
kinetic energy, respectively. For a fluid without elasticity, we introduce the reversible
term by using pressure, p, as follows

Tii=—poji . (2.43)

The dissipative term will be a function of d;; leading to a flow in the system. The stress
consists of the reversible term, if the fluid rests (zero velocity),”! this state is called a
mechanical equilibrium. In equilibrium, the pressure enables a reversible momentum
transport, for example the sound waves in a fluid are transported by the pressure, p.
This process is reversible since the motion of fluid particles are recovered after the
sound wave has passed by. This small motion of fluid particles are neglected at all,
we only calculate the velocity leading to a convection of the fluid. If the fluid rests,
pressure still transports sound waves reversibly. Hence, we can call the pressure as
a hydrostatic pressure since it is responsible for a momentum transport in the static
or equilibrium state. In the mechanical equilibrium the stress reads

Oji = _p(sji . (2.44)

eq.
Formally, the decomposition in Eq.(2.42) is correct since we still have not defined
‘0;;. Instead of searching for a definition of o;; we now have to search for p and ;.
For a thermal equilibrium we introduce a quantity called a specific entropy, n, as

1,
[

L
U0 7T

3x,-

- =1 (2.45)
eq.

eq.

by following [8, Chap.XIV, Sect.2]. The entropy is responsible for a reversible
transport of energy, i.e., the process is in a thermal equilibrium. Thermal equilibrium
is often explained as a slow temperature change, actually, it is just the reversible
part of the process without any dissipation. Indeed a slow temperature change is
undertaken by the reversible part. Similar to the previous case, we now have to
determine a constitutive equation for 77 and ¢;. The balance of internal energy:

. Og aUj
+ — - =0ij7——,
pu pr = ojj ox;

2.46
o, (2.46)

reads at thermal and mechanical equilibrium

2lSince we use a EUCLIDean transformation to test the objectivity, a constant velocity is accepted,
too. Consider a rigid body moving with a constant velocity, it actually rests in a coordinate system
moving with this velocity. Hence, we can always introduce a constantly moving coordinate system,
which is allowed in the EUCLIDean transformation, where the body rests.
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. . ov;
Mt—an:=—p5;, (2.47)

since by existing internal heating (supply term), equilibrium cannot take place. We
recall that the internal energy is fully recoverable. By introducing a specific volume,
v = 1/p, a volume per mass, we can rewrite the balance of mass as follows

@™o = ——g)‘: ,
v Oy
—=— 2.48
o " ox (2.48)
. Ov;
pv = 8x,~

Now by inserting the latter into the balance of internal energy we obtain

u — pTn' = —ppv",
peT P =R (2.49)
u=Tn —pv .

Furthermore from the latter expression, we acquire so-called GIBBS’s equation:
du =Tdn— pdv, (2.50)

under the condition that u has a first integral:

u:/dm 2.51)

Often, this condition is referred to as the 1stlaw of thermodynamics.?? The integration
is between two states. Suppose we start from the state, {T = Ty, v = vy}, and end
up in a state at another temperature and mass density (thus specific volume), {7, v}.
Since the internal energy is a total differential we can obtain the energy by integrating
from the state one to state two

(T,v)
U= / du = u(T, v) — u(Ty, vo) . (2.52)
(To,vo)

Only the first and last states are important, not the states in between. This condition is
a limitation and the methodology herein with this limitation is called the equilibrium
thermodynamics. Exactly this assumption is a deficiency on the way to a general

22For instance in [14] the internal energy is introduced as a full recoverable quantity such that the
first integral is automatically justified. Either we can accept the axiom of existence of du as the 1st
law, or the assumption that the internal energy is fully recoverable as the 1st law.
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theory.?? In other words, for some processes this assumption may lead to constitutive
equations not capable of describing the process accurately. The fact that the total
energy has a dissipative term only due to the kinetic energy might be too restrictive.
The methodology presented here would not suffice for describing a process where
temperature (or its rate) plays a dissipative role in the total energy. However, at
least for all processes presented in this book, this restriction is admissible and the
implemented method is reliable.

Usually GIBBS’s equation is an axiomatic start; its validity is taken for granted.
Herein, we have motivated it by using the balance of internal energy at the equilib-
rium. Since the internal energy is assumed to be recoverable, the differential relation
holds for the non-equilibrium, too. By considering Eq.(2.50) we realize that the
internal energy is a function of entropy and specific volume,

u=u(m,v). (2.53)

We have an inconsistency by defining energy depending on a variable, 7, which is
not yet defined. Better we shall find a constitutive equation for energy depending
on the primitive variables or their derivatives, i.e., on the so-called state variables.?*
In this section the state or primary variables are {7, v}. Thus, we need an energy
definition depending only on the primary variables. In order to obtain such an energy
we introduce the so-called specific HELMHOLTZ free energy:

Yv=u—-Tn. (2.54)
Its total differential is assumed to exist>
dy =du —ndT —Tdn. (2.55)
By inserting Eq. (2.50) into the latter we obtain
dy = —ndT — pdv. (2.56)
From this differential form we realize that the free energy depends on the primary

variables

v =(T,v). (2.57)

23For a brief explanation of this deficiency, we refer to [13, Chap.2].

24Since state variables are derived from the primitive variables we can also name them as primary
variables.

25This assumption is another weak point in the methodology, the 1st law of thermodynamics only
states that the internal energy has a perfect differential, du, but not the free energy. Concretely, we
have to make sure that d(7'n) exists.
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Obviously, we have the following relations:

d¢=g—1;dT+g—1fdv, 17:_8_1/) =—8—1f‘ (2.58)

Our goal is to determine the dual variables depending on the primary variables?

n=n(T,v), p=p,v), (2.59)

leading to the following differentials:

) P
dp=ar + D4y — AdT + Bdv |

orT ov

o o (2.60)
dp=2Lar + L gy = cdT + Ddv .
p T +8v v + v

We need to determine the material coefficients A, B, C, D as functions depending on
the state variables. The partial derivatives are taken by holding the other arguments
fixed. We skip an explicit notation about the dependency, since it is superfluous. The
small change d(-) is simply how we shall undertake the measurements.

We cannot measure the (specific) entropy, 7, directly. Instead, heat (thermal
energy) is measured in a calorimeter, §¢ = T dn. The notational difference, 3¢, is
only due to the fact that we cannot form a total differential of the heat. In other words,
it is necessary to integrate over the whole process that is an evolution, the knowledge
of the start and end states is not sufficient for §¢. Technically, we just measure the heat
energy supplied to the system. By holding the specific volume constant, dv = 0, and
by varying the temperature, d7, we obtain a change of heat, §¢q, which is measured
as

8q=ch=>A=%, 2.61)

where c is called the specific heat capacity by holding volume constant. It may
depend on temperature and have to be measured for different specific volumes. Of
course for different specific volumes, the numerical value of ¢ may vary, too. Hence,
¢ = c¢(T, v), at least in principle. These measurements are difficult such that either
heat capacity is assumed to be constant or solely the dependence on the temperature
is found in the literature.

We can easily measure the coefficient D by fixing the temperature, d7 = 0; vary-
ing the specific volume, dv; and measuring the pressure change, dp. It is possible
to change the temperature and measure the pressure for a fixed (specific) volume
for determining C. However, it is rather difficult to set the temperature constant and
measure the heat exchange due to the variation in the specific volume. The problem is

26 Although this is mathematically obvious that the dual variables have to depend on the same set of
arguments of the free energy, namely on the state variables, this condition is called the equipresence
principle, see [17, Sect.293.n].
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that we normally measure the heat change over the temperature measurement. There
is a MULLER-calorimeter for this purpose but it is not appropriate for all materials.?’

Fortunately, we can skip measurements for determining C coefficient because
C = B. In order to see this relation, we write the dual variables in a matrix notation:

dn\ _ (c¢/T B\ (dT
()= (¢"5) (i) 2
The condition B = C is a symmetry condition in the matrix of coefficients. This
condition can be seen readily by using the free energy depending on 7" and v,

on O™ Y ap
v ovoT oTov  OT ¢ (

This condition is known as MAXWELL’s reciprocal relation.”® For a viscous fluid we
can integrate and find out the constitutive equations:

n:/dnz/%dT~|—/de, p:/dp:/BdT+/de, (2.64)

from a reference state {7, v, } to the current state {7, v}. For a linear material the
coefficients are constants such that we readily obtain

T
=cln{— )+ B —v,),
! (T) = v) (2.65)

p=B(T —-T,)+DWw—v,).

For an incompressible material v = v,.; such that B and D fails to be measured by a
variation of the specific volume, since dv = 0. GIBBS’s equation becomes du = c¢dT
and the specific entropy reads

n=cln (1) . (2.66)

ref.

We calculate p from the balance of mass.

In order to derive the heat flux, g;, and the dissipative part of the stress tensor, o,
we continue the methodology in the following. Since we have defined the internal
energy, we can insert Eq. (2.49),:

u=Tn — pv (2.67)

27See [10] for a detailed explanation about the MULLER-calorimeter named after F. Horst Miiller.
281t is named after James Clerk Maxwell.
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into the balance of internal energy in Eq. (2.41); and obtain

. . 5’%‘ 3Uj
Tpn — ppv +a—ﬂr=0zj§’
! ! 2.68
— ey (2.68)
i = iy T
il axi P j(’?xi

after having used the balance of mass as in Eq.(2.48). We can rewrite the latter
equation further,

1 Og; r 1 ov;

B d
10 r _ 1, Ov
Pt Tow " PT =T Ty

2.
- a(q,») 8(1) ro 1, Ov; (2:69)
—\7) 95 \5) P =705,
P ox \T) = Tox,\7) =7 = 7 "y,
in order to acquire a balance equation:
d (qi r g 0T 1, Ov;
+— (=)= —+ = —. 2.70
pn+ax,-(T) PT = T 0m T Ton, (&10)
This balance equation is the balance of entropy:
8<1>,- r
'+ ——p==X, 2.71
Mt e TP (2.71)
with the flux term, @;, and the production term, X, as follows
i ; oT 1 0v;
o, =L w497, " OV 2.72)

T20x T Tox

The 2nd law of thermodynamics asserts that any process attains a positive entropy
production:
2>0. (2.73)

This law restricts the possible constitutive relations. In other words, g;, o;; have to
be such that X > 0 is assured for every possible processes. This restriction leads to
the constitutive equations for g; and o;; as presented in the following in three steps.
First we introduce the following notation:

oT v
G,‘:—, d,'j:l
6Xj)

1
o, . diij) = dij — gdkk(;ij . (2.74)

Moreover, in non-polar materials the dissipative stress is symmetric, v;; = %;;. We
exclude polar materials in this book.?” Secondly, we rewrite the entropy production:

29Nematic fluids used in LCD (Liquid Crystal Display) is a prominent polar material.
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1 1 1
) =—Fql'Gi+§d0'iidjj+7d0'|ij\dlij\ >0. (2.75)

This multiplication can be seen as thermodynamical fluxes:
go={-a. i i}, (2.76)
multiplied (by an inner product) with thermodynamical forces:

(G 1 1
X ={ﬁ’ 37 i ;dww}’ @277

as follows
T=3F*.X*>0, a=1,2,3. (2.78)

The thermodynamical forces are independent among each other. Thirdly, each ther-
modynamical force is of another rank. For an isotropic material a thermodynamical
flux may depend only on the same rank of the thermodynamical forces. Since other-
wise under a coordinate transformation different rank tensors transform differently
such that the dependency of one flux component on the force component changes.
Hence, for isotropic materials the thermodynamical fluxes depend only on the ther-
modynamical forces of the same rank:

F =F (K, FP=F(K>H, FP=F0>. (2.79)

This condition is known as the CURIE symmetry principle.>’ Consider the following

relations:
1 _ 1 1

g =a5Gi, i =bamdy oy =y (2.80)

T2
where the material coefficients may depend on the thermodynamical forces.?! If we
insert the constitutive relations into the entropy production

1

1 _
Y =a—G,G;+b
T4 o9

_1
dizd;j + ¢ diijidij) 2 0. (2.31)
has to hold. We know that every term is a multiplication between different types of
fluxes and forces, i.e., every term is independent. In order to demand ¥ > O for any

process, the coefficients have to be

a>0, b>0, ¢>0, (2.82)

301t is named after Pierre Curie.
31 For the sake of clarity, the coefficients are functions of the invariants of thermodynamical forces.
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since T > 0 in K(elvin). This conclusion is quite general and the coefficients may be
scalar functions of the thermodynamical forces, i.e., the thermodynamical fluxes may
depend on the thermodynamical forces nonlinearly. If we rename the coefficients:

1 -1 1
d— =k, b— =3 \4+2u, c—==2u, 2.83
g =r, bas +2u, ¢ T =2u (2.83)
and simplify to linear materials by assuming that «, A, and p are constant, then we
end up in a NAVIER—STOKES—FOURIER fluid:

Qi = _’%Gl )
1
0ij = —pdij + ‘0ij = —pdi; + 5(3)\ + 2p)diicdij + 2pd,ij = (2.84)
= (—=p + Adi)dij + 2pd;; .

Obviously the material constants are x > 0, ¢ > 0, and 3\ + 2p > 0, in order to
fulfill the 2nd law. Since d;; = pv" for an incompressible fluid, commonly 3\ + 2 =
Oisused, which is known as STOKES’s hypothesis. However, this hypothesis cannot be
verified experimentally. Since d;; = 0 holds for an incompressible fluid flow, it is not
possible to detect the value of 3\ 4 2. We will never use this hypothesis. Certainly,
by utilizing d;; = 0 we assume that the flow is incompressible. This interpretation is
correct, incompressibility is not a material property; even water flows compressible
under great pressure and temperature conditions.?> By using the incompressibility
we spare the mass balance for the computation of p. For a numerical stability A shall
be a large number.

For a non-linear fluid we can now quickly generalize the constitutive equations
and propose

k VI 1
arctan( ) , 11 = =d;d;j , (2.85)
VI

1
-1 _,
¢ (Mo+ B >

T T

as already employed in Sect.1.8. For the thermodynamical consistency, material
parameters, Lo, k, B, have positive values.

We want to compute the same channel problem as in Sect. 1.7, this time by com-
puting not only the pressure and velocity but also the temperature change. We choose
water, a viscous linear fluid and model with FOURIER-NAVIER—STOKES constitutive
equations:

oT
oij = —pdij + ‘oij . ‘oij = Mudij +2udij . gi = —ho (2.86)

Xi

2However, if we use 3\ 4 24 = 0 then we assume that the incompressibility is a property of the
material. This is definitely not the case, see [9] and also [15].
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Since water can be assumed as incompressible, dv = 0, we have the rate of internal
energy from GIBBS’s equation:

pu' = pTn = pcT" . (2.87)

For a fixed® domain, 2, we obtain a weak form from Eq(2.41); for computing the

pressure:
0 0 Ov;
FP=/(af+zap+ —ax) dv (2.88)

This integral form is in the unit of power. For an incompressible flow the latter
reduces to 9
Vi
F,= [ —3%pdv 2.89
»= | ox, 8p (2.89)

Analogously the balance of linear momentum in Eq (2.41), leads to a weak form for
computing the velocity:

ov; ov; op 58;
F, = —— v — U + —— Sv; 45 2 ov; ) dv—
/(p tgv +pvj j§v+ i8v+ ] pf&v) v

—/ daj,»njBU,-da.
o

This integral form is also in the unit of power. If we want to apply a NEUMANN
boundary by defining a mechanical pressure applied on the boundary, then the traction
vector:

(2.90)

i =0jin; = —pni + ojn; 29D

is necessary. We can apply a mechanical pressure on left and right openings, p. The
mechanical pressure on a boundary reads

1 . 1
Jo0 =P = —5( — POk + ‘ouk) - (2.92)

For applying this pressure we need the traction vector inward the domain

— POk + ‘ouk) - (2.93)

For an incompressible flow, dix = 0, the spherical dissipative stress vanishes such

that we obtain
i =—pn;, (2.94)

()

331n a fixed domain we simply write instead of (-)" and obtain the balance equations for open

systems.
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leading to
"Jj,-nj = l:\, + pn; = 0. (295)

Due to the latter the boundary terms vanish in Eq. (2.91), i.e., in general for incom-
pressible flows, the boundary terms in the weak form of velocity vanish.

In order to compute the temperature, we need a weak form in the unit of power.
Either we generate it from the balance of internal energy as in Eq. (2.41); by dividing
by T and multiplying with 87, or from the balance of entropy as in Eq.(2.70) by
multiplying with §7. For the first option we need to use pu” = pcT" and for the
second option " = T"c/T. The result is the same. We use the entropy balance and
obtain

pc 0T pc oT d (qi pr 1 0Ov; 1 0T

- — — - = — =0 == ; Tdv=0.
/(T o T ax,+ax,( ) T T ox T 2%ioy )2
(2.96)

The term with the heat flux needs to be integrated by parts, since it consists a second
gradient of temperature. Hence we acquire the weak form

aT aT 08T
FT:/(p—TCEBT'FEUl BT—q—L—ﬁBT—
& * (2.97)

After utilizing the time discretization we can sum up all integral forms since they are
all in the unit of power

0
= 8v; + pv;v;j Svi+

Form =F, +F, + Fr :/

sp+ pr— Y
Vii
L \vidpFp—

pcT —T° pc

T
TAt8+T

+p,idv + O dvi; — pfi v + v T; 8T — —BT-— (2.98)

Prar— 1 ST + —= g T; 8T d+/ LasTd
— 8T — —0ijv.i ; v — a,
T 7Y 2% o T

where we have employed the usual comma notation for a partial space derivative. This
form can be solved by applying appropriate boundary conditions. In a 2D channel
filled with water, the primitive variables, { p, v;, T}, are computed. On top and bottom
walls fluid rests at 300K temperature. Due to the greater pressure on the left side
than on the right hand side, water flows from left to right. The pressure on the left
rises linearly in time such that the viscous fluid moves faster in time, with the typical
parabolic flow profile. The production term increases the temperature because of
the viscous flow. We keep on top and bottom at 300K and on the left and right we
implement adiabatic boundaries. In Figs.2.4, 2.5 and 2.6 we present distributions of
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Fig. 2.4 Pressure distribution in channel flow at 300s

|v;] in m/s
0 4.667 9.33

Fig. 2.5 Velocity distribution in channel flow at 300s. Colors denote the magnitude of velocity
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Fig. 2.6 Distribution of temperature in channel flow at 300s. Temperature increases due to the
internal friction. It is forced to be 300K on top and bottom boundaries

primitive variables after 5 min obtained with the code below. The viscous flow with
a relatively high velocity causes a significant temperature change. We have used the
code given below. By using a mixed function space for primitive variables we have
computed all unknowns at once, i.e., monolithically. This method is necessary since
we have inserted the balance equations in each other by obtaining the governing
equations. Moreover, the field equations are coupled and nonlinear, so we are not
allowed to solve them separately.
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77” Computational reality 12, channel flow of Navier—Stokes—
<~ Fourier fluid”””

__author__ = ”B. Emek Abali”

__license__ = ”"GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
“~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =x
import numpy
set_log_level (ERROR)

xlength = 0.5 # m

ylength = 0.1 # m

mesh=RectangleMesh (Point (0.0, —ylength /2.0) , Point (xlength
< ylength/2.0), 200,40)

TensorSpace = TensorFunctionSpace (mesh, 'P', 1)

VectorSpace = VectorFunctionSpace(mesh, 'P', 1)

ScalarSpace = FunctionSpace (mesh, 'P', 1)

#p, v, T

Space = MixedFunctionSpace ([ ScalarSpace , VectorSpace ,
< ScalarSpace])

facets = FacetFunction('size_t ' ,mesh)

cells = CellFunction('size_t ', mesh)

da = Measure('ds', domain=mesh, subdomain_data=facets)
dv = Measure( 'dx', domain=mesh, subdomain_data=cells)

left = CompiledSubDomain( 'near(x[0],0) && on_boundary')

right = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=
< xlength)

bottom = CompiledSubDomain( 'near (x[1],—yl/2.0) "', ,yl=ylength)

top = CompiledSubDomain( 'near (x[1],yl/2.0)"',yl=ylength)

v_noslip = Constant((0.0, 0.0))

pL = Expression('100000.04+10%t"',t=0)

pR = Constant(100000.0)

Tini = 300. #K

bcl=DirichletBC (Space.sub(0), pL, left)
bc2=DirichletBC (Space.sub(0), pR, right)
be3=DirichletBC (Space.sub (1), v_noslip, bottom)
bc4=DirichletBC (Space.sub (1), v_noslip, top)
bes5=DirichletBC (Space.sub (1) .sub(1), 0.0, left)
be6=DirichletBC (Space.sub (1) .sub(1), 0.0, right)
bc7=DirichletBC (Space.sub(2), Tini, top)
be8=DirichletBC (Space.sub(2), Tini, bottom)

be=[bcl ,bc2,be3 ,bed ,beh , beb,beT, be8]
u_init = Expression(('p0','0.0"','0.0"','T0"), p0=100000.0,T0=
< Tini)

i, j, k, 1 =indices(4)
n = FacetNormal (mesh)




140

92
93
94
95
96
97
98
99

2 Thermodynamics

test = TestFunction(Space)
du = TrialFunction (Space)

u0 = Function (Space)
u = Function (Space)
u0 = interpolate(u-init ,Space)
u = interpolate(u-init ,Space)

p0, vO, TO = split (u0)

p, v, T = split(u)

delp, delv, delT = split(test)
delta = Identity (2)

#water approx. at 300 K
rho = 995.7 #kg/m"3

mu = 0.8 #Ns/m"2 = kg /s /m
lambada = mux1E5

c = 4180. #J/(kgK)

kappa = 0.58 #W/(m K)
h=18.0 #W/(m"2 K)

Tamb = Tini

d = sym(grad(v))

dsigma = as_tensor( lambadaxd[k,k]xdelta[i,j] + 2.0xmuxd[i,]
— 1, (i,)))

sigma = as_tensor ( —pxdelta[i,j] + dsigmal[i,j], (i,j) )

q = as_tensor ( —kappaxT.dx(i), (i,)

f = Constant ((0,0))

r = Constant(0)

Form = ( v[i].dx(i)xdelp \
rhox(v—v0) [i]/Dtxdelv[i] \
rhoxv[j]xv[i].dx(j)*xdelv[i] \
p.dx(i)xdelv[i] \
dsigma[j,i]xdelv[i].dx(j) \
rhoxf[i]xdelv[i]

rhoxc /T (T-T0) /DtxdelT \
rhoxc/Txv[i]+T.dx(i)*delT \
ql[i]/TxdelT.dx(i) \
rhosr/TxdelT \
1./Txsigma[i,j]xv[]j].dx(i)=delT \
+ 1./Txx2xq[i]*T.dx(i)=delT \
)#dv

I ++ 1 ++++

Gain = derivative (Form, u, du)

pwd='/calcul /CR12/"'

file_p = File(pwd+'pressure.pvd')
file_.v = File (pwd+'velocity.pvd"')
file.T = File (pwd+'temperature.pvd')
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for t in numpy.arange(0,t_end ,Dt):
print 'time:' ,t
pL.t =t
solve (Form==0, u, bc, J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:

— "mumps”, "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp-optimize”: True, ”

< representation”: ”quadrature”, ”

< quadrature_degree”: 2} )

file_p << (u.split()[0], t)
file_v << (u.split()[1], t)
file.T << (u.split()[2], t)
u0. assign (u)

To-do

We have implemented the same channel flow as in Sect. 1.7 by incorporating the
temperature distribution caused by the viscous flow. For such high velocities, the
temperature increase is significant. This outcome is partly due to the implemented
adiabatic boundaries, which are actually not very realistic.

e Implement ROBIN boundary conditions for heat flux on all boundaries.
e Implement the code by using a material with a higher viscosity (search for prop-
erties of a polymer melt).

2.4 Thermoviscoelasticity

By considering the principles of thermodynamics in a EULERian frame, we have
derived all of the necessary constitutive equations for a viscous fluid in the last section.
For fluids we use an open system. In this section we will derive the constitutive
equations for a deformable solid in a LAGRANGEan (reference) frame expressed in
Cartesian coordinates. A material system is utilized for solids. As the reference frame
we choose the initial frame, where the positions (coordinates) of particles are known.
We start first by transforming the balance equations from the current frame to the
initial frame. The following identities in a Cartesian coordinate system:

dv=JdV, n;da = (F7'),,;JNdA, (2.99)

have been derived in Sect. 1.4 for arbitrary coordinate systems. The balance equations

of mass, momentum, and internal energy in the current frame for a material system:34

34 A material system is a closed system possessing the same particles over time. In a material system
no (mass) convection is allowed.
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(L) o
B
(/ pvidv) =/ aj,-njda—l—/ pfidv, (2.100)
B B B
: 8v,~
dv) =— n;d i— ) dv,
(/Bpu v) /an]nj a—i—/B(pr—i—UJ 3xj) v

are transformed into the initial frame

(/ p]dV) =0,

Bo

(/ pvinV) =/ aj,»(F’l)ijdeA+/ pfiJdv
30 030 ‘BQ

: oo,
(/ pquV) =—/ qj(F_l)k,-JdeA—i—/ (pr+0,-,~—v)JdV.
B By ' B " Ox;
(2.101)

Initial frame is constant in time, (dV)" = 0, thus, the balance of mass in the initial
frame reads
po=pJ . (2.102)

The mass density in the initial state, po, is of course constant in time, p; = 0. By
introducing fluxes in the initial frame:

Pi = 0ji(F gJ . Qu=q;(F yJ, (2.103)

and inserting the mass balance into the momentum balance and internal energy
balance, we acquire

/ pov;dV:/ PkidA+/ pfiJdvV
30 (9‘3() 30
. v;
pou dV = — Qi N, dA + (por + J(Tji—) dv .
By B0 By Ox;

After utilizing GAUSS’s law on the boundary integrals, we write the balance equations
in their local forms:

(2.104)

ol ki an Vi
- i—(), = — _J'i_- .
PoOY; . pof polu . pPor gj y (2 105)

‘We have written the production terms on the right-hand side. Since the formulation is
in the initial frame, the partial derivative with respect to x; needs to be reformulated
as a differentiation in X;. The velocity gradient in the current frame reads
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81),‘ 8vl~ 8Xk 811,‘ 1
—=——— = —(F i .
Ox;j 0Xy Ox;j 5‘Xk( i (2.106)

hence, we obtain

7o, 0 g 0% gy, p OY (2.107)
o 2V g 2O _p. Vi .
7 ox; e YT TR OX,
The second PIOLA-KIRCHHOFF stress tensor:
Sij=F Py =F " jouF "yl , (2.108)

is more beneficial by obtaining constitutive equations. From the latter the nominal
stress becomes
Pij=FjSi . (2.109)

We further rewrite the production term. By starting with the right CAUCHY—GREEN
deformation tensor, C;; = Fy; Fy;, and its corresponding GREEN-LAGRANGE strain

tensor, 2E;; = (C;; — d;;), we obtain

Cij=F,Fj=F;F;,=Cj,

) ) . (2.110)
2E;, = C}; = 2F; Fyj .
In the initial frame we have the following identity:
. 2y 2y
Wy _ X 0N e @.111)

8X,» o 8X,-8t - 8t8X,< L

since x; = x;(t, X ;). By using the aforementioned relations we acquire the following
version of the production term:

ov j
10X,

P; = Fleil% = FuSuF; = FjqSuF;; = Sukj , (2.112)
for a symmetric stress tensor, S;; = S;;. In case of non-polar materials, the CAUCHY
stress tensor is symmetric, leading to the symmetric second PIOLA-KIRCHHOFF stress
tensor given in Eq. (2.108). For non-polar materials the balance of internal energy in
the initial frame reads

’—i-%— =S, E; (2.113)
polu 8Xk pPor = Jjj ij - .

At equilibrium the balance of internal energy is

pou — poTn" = S, Ej; , (2.114)
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since the internal energy is fully recoverable and the stress tensor is decomposed into
an elastic (reversible) term, <S;;, and into a dissipative (irreversible) term, °S;;, such
that

Sij = Sij + dS,'j . (2.115)

We need constitutive equations for the specific entropy, 7, for the heat flux, Q;,
and for the elastic and dissipative stress tensors, S;;, S;;. By using the 1st law of
thermodynamics we can rewrite the rate of internal energy as a differential form:

du =Tdn+ eS,'jl) dE,'.,' s (2.116)

where the specific volume, v = 1/py, is aknown quantity. The latter differential form
is often introduced as GIBBS’s equation.*>

In Eq.(2.116) the internal energy is given as a function of 1 and E;;. Having
a function of the strains is adequate since the strains are given by the primitive
variables (displacement). However, we have just introduced a variable called entropy,
n, we lack a definition for it. We simply want to exchange the dependency from
entropy to the temperature, which is one of the primitive variables. We transform?®®
the differential form in Eq. (2.116) by introducing a free energy:

Yv=u—Tn, 2.117)
into the following form:
dp = du —ndT — T dn = —ndT + S;;vdE;; . (2.118)

This differential form implies an energy depending on the temperature and strain,

=T, Ej), (2.119)
such that - ”
= Sijv = I, (2.120)

The temperature and strain are called the primary or state variables. Since the energy
depends on the primary variables, its derivatives depend on the same set of variables,
too. So the derived, dual, or conjugate variables, 7, S;;, depend on the primary
variables

dn = AdT + pi; dE;; ,

(2.121)
dESij = Dij dT + Cijkl dEy; .

35For an alternative derivation of GIBBS’s equation we refer to [12, Chap. 8].

36Mathematicians call this transformation a LEGENDRE transformation named after Adrien-Marie
Legendre.
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We can readily apply the MAXWELL symmetry condition (reciprocal relation):

_ 877 821Z) 821/1 aeS,'jU 8ES,'J'
pij= = — = — = — = —0V :_Upij-
OE;; OE;;0T OT OE;; oT oT
(2.122)
The specific volume is a given function in space for heterogeneous materials or a
constant value for homogeneous materials. It is coupled to the temperature through
constitutive equations, however, it is independent on 7' so we have taken it out in the
differentiation with respect to the temperature. The dual variables read

dn_AdT—pijvdEij , (2123)
d<Sij = pijdT + Cijiy dEy .
As in the previous section A = ¢/ T, where the specific heat capacity, ¢, is mea-
sured by varying the temperature and recording the change of heat by fixed strains,
dE;; = 0. In other words, all of the boundaries are clamped and the temperature is
varied. The stiffness tensor C;ji; is measured on a constant temperature, d7° = 0, by
varying the strains dE;; and recording the stress changes d 5;;. Since C;jy; consists
of many coefficients, we also need to establish various measurements. One of such
measurements is the prominent tensile test. Throughout the experiment, the temper-
ature is fixed such that the components of C;jy; are valid for a specific temperature.
One needs to redo the experiments in different temperatures for determining com-
ponents as a function in 7. The thermal pressure p;; is the pressure occurring due to
temperature variation by fixed strains, dE;; = 0. The body tries to expand or shrink
and applies a pressure on the clamped boundaries holding the strains fixed.
The values for the thermal pressure are difficult to find in the literature. Therefore,
we introduce the coefficients of thermal expansion, «;;, which are measured by
varying the temperature and measuring the strain change

dE;; = ay; dT (2.124)

for a specific stress. Since such a measurement is realized by fixed stress, dS;; = 0,
we can observe from Eq. (2.123),

0=p;jdT + CijudEy , pijdT = —Cjjryoy dT

(2.125)
= pij = —Cijuou -

Now, the dual variables become

c
dn = —dT+C, « UdE,“ ,

=7 SRR (2.126)
d<S;j = —Cijua dT + Ciju dEy; .

For non-polar materials the stress tensor is symmetric, we assume that the elastic part
is also symmetric, <5;; = <5;;. We restrict the formalism for linear materials such that
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the stiffness tensor, C;jy, the coefficients of thermal expansion, «;;, and the specific
heat capacity, c, are constants and we acquire the dual variables by integrating from
the reference state, T = T, E;; = 0, to the current state

ref.»

n=cln (;r;f) + CijuonvEj , 2.127)
Sij = —Cijuop(T — To) + CijuEr -
Often, thermal strains are introduced
"Ey = (T — Ty) (2.128)
such that the elastic stress is written as
Sij = Ciji(Ex — "En) - (2.129)

Finally, we have determined the GIBBS equation:

du = Td77+ eS,'jUdEij =
= cdT + TCijuowv dE;j + Cijir(Ex — a(T — To)JvdE;; = (2.130)
=cdT +vCijyanTy dE;; + vCijy E dE;; ,
solely depending on the temperature and displacement (over the known relation

between strain and displacement). For a linear thermoelastic isotropic body, the
material parameters reduce to

Cijki = N0jj6k + p0ixdji + pdudji , iy = adyj , (2.131)
thus, the internal energy rate reads
u =cT" +vGBA+2uwaTl E;; + v\ Ewy + ZME,-_,-)E;]- . (2.132)

For deriving the heat flux, Q;, and the dissipative stress, “S;;, we start with Eq. (2.116)
in the following form:

po” = poTn" + (i — i) E; . (2.133)

and insert it into Eq. (2.113) in order to acquire the balance of entropy in the reference
frame:

0 Q,‘ r 1 0 1
=) o == SHE; i—\=)
p°"+ax,»(T) pop =7 i ”+Q8X,-(T)
(2.134)
- 7] (Q[)_ ro ldS"E' 1 Q}&T
PO T ox ) TP T Pt T iy,
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The right-hand side is the production term and it has to be positive according to the
2nd law of thermodynamics:

1
EZTdSijEij_ﬁQiGi >0, (2.135)

where again for simplicity we have used the following notation:

L

= . 2.136
Gi X, ( )

The stress tensor is symmetric for non-polar materials; we have employed a symmet-
ric reversible term, the dissipative term has to be symmetric, too. A symmetric tensor
of rank two can be decomposed into a spherical (volumetric) term and a deviatoric
term. Multiplication of a volumetric with a deviatoric term vanishes such that the
entropy production reads

1 } 1 . 1
E:3_TdSiiEjj+FdS\ij|E\,‘j|_ﬁQiGi >0. (2.137)
By introducing thermodynamical fluxes:
e = [Qi T dS|ij|} , (2.138)
and thermodynamical forces:
" G, | 1 .
% :{_ﬁ’ 7 7Em}, (2.139)
we can rewrite the 2nd law:
=X, a=1,2,3. (2.140)

All of thermodynamical fluxes are of different type (tensors of different ranks).
According to the CURIE principle thermodynamical fluxes depend only on their
corresponding thermodynamical forces of the same rank such that we obtain

F =F(KYH, FP=F(K>, PP =F0>. (2.141)
We can readily propose linear constitutive equations:

dSii = /L]E;i s dS‘ij‘ = 'qul.ijl s Q,' = —IiG,‘ 5 (2142)

where p1, 17, and x are all positive constants such that ¥ > 0. The viscous part of
the stress reads
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1 Mo R G
Sij = 3 Sudij + Sijt = 7 By +M2(Eij - §Ekk6ij) =

s (2.143)

Exdij + o Ejj -

Then by using the obtained elastic stress we acquire a linear thermoviscoelastic
material model:

Sij = Ciju(Ex — oij (T — T)) + 3 Ekk5,, + wkE; . (2.144)
For a constant « the constitutive equation:

Qi =~k . (2.145)

is called FOURIER’s law in the LAGRANGEan frame.
In order to compute the displacement and temperature in a linear thermoviscoelas-
tic body, we employ the balance of momentum and the balance of entropy:

. OPj
pou; —
' 0X;
o 7 (2.146)
L) - e _dSt l
p°”+ax( ) Pog =72 Q

The primitive variables are displacement, u;, and temperature, 7. Hence we multiply
the balance of linear momentum with §u; and integrate over the continuum body for
generating a form in the unit of energy. By multiplying the balance of entropy with § 7
and integrating over the body, we obtain a form in the unit of power. After discretizing
in time, we can multiply the equation with Af in order to acquire both forms in the
unit of energy. Having forms in the same unit, we can sum them up. Furthermore,
we apply GAUSS’s law in order to weaken the forms and acquire

F w2 uD L ps fidui+
orm = ————— dlU; i OU; i OlU;
B Po At AL J J PO

£o 0 1 por ld 0
—(n- T — At—=Q; 8T; — At— 38T — = S;;(E;; — E;) 8T+ (2.147
+T(77 n°)3 TQS, T ) T i (Eij 8T+ ( )
1 1 . .
At— QT 3T ) dV (At— T4 ,-)dA,
T2Q ,3) +/m TQS Su

where the comma notation has been used for a partial space derivative in X;. We
summarize the necessary relations:

Bu, 1
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T
Sij = —Cijuan(T —Ty) + CijuEn , n=cln (T_) + CijuaivE;j ,

ref.

=i : or
dSij = TEkkaij + /”LZEU » Qi = _Ha_xi ’

Sij = Sij + Sij . Pyj = FuSi . (2.148)
For an isotropic body the stiffness tensor and coefficients of thermal expansion are
Cijki = A0ijor + poidji + poudjx , iy = adjj . (2.149)

Therefore, in case of an isotropic body we need seven material parameters, viz., A,
W, Oy 1, f2, K, and c.

In a tensile testing we normally assume that the process is isothermal. By comput-
ing the reality where heat is produced due to the entropy production, we can validate
this engineering assumption. The geometry is a beam along X and we use a ROBIN
boundary condition for the heat flux over all boundaries:

A

0 =h(T — Tymp) - (2.150)

On the left side we hold the beam fixed and on the right side we pull with the force
given by the traction vector f; = (800z, 0, 0) MPa linearly in time, ¢. The traction
(force per area) is the controlled parameter, i.e., the machine is steered by the force.
The tip displacement is measured, it is an observed quantity. Conveniently we plot
stress versus strain, where the stress (on the right tip) is the (axial) traction and the
(normal axial) strain, E;j, is the displacement divided by the initial length. The
traction vector, f = N; Pj;, is given by the nominal or engineering stress, P;;. The
strain, E;;, is called the engineering strain; we have introduced it as the GREEN—
LAGRANGE strain measure.

We apply a mechanical load and measure the temperature in the middle of the
beam as well as the stress and strain on the tip. In Fig. 2.7 the temperature change can
be seen, it is clearly negligible. This is good news, because we measure the elasticity

Fig. 2.7 Tensile testing and %10~
temperature change due to 1200 0.5
the deformation 1000 / 0.0
e
£ 800 = -05 =
= \‘\ —
£ 600 —-1.0 g
= \‘\ |
o~ 400 ¥ —15
K / =
200 \ -2.0

0 —2.5
-0.00 0.03 0.05 0.08
Ul/l() in (/U
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components, A, v for isotropic materials by using a tensile testing and assume that
the temperature remains constant. The code for the computation is given below.

1

10
11
12
13
14

16

20

16

RIRIE)

??” Computational Reality 13, thermoviscoelasticity

__author__ = "B. Emek Abali”

__license__ = ”GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~— http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =

import numpy

set_log_level (ERROR)

#units: mm, 1000 kg=ton, s, MPa, mJ, K
delta = Identity (3)

f = Constant ((0.0, 0.0, —9810.))

r = 0.
Tref = 293.15 #in K
Tamb=Tref

# Material data of P265GH (St 45.8) from VDI Waermeatlas, at
— 293.15 K

rho0 = 7850.0E—9 #in kg / mm"3

kappa = 57.0 #in mJ / (s mm K)

capacity = 430.0E6 #in mJ / (ton K)

alpha = 12.2E—6 #in 1/K at 373.15 K

EModul = 211.E+3 #in MPa

nu = 0.28

h = 10.E-3 #in mJ / (s m 2 K)

mul = 1.E+4+6 #in MPa / s

mu2 = 3.E+4+6 #in MPa / s

tMax = 5.0

Dt = 0.5

t = 0.0

xMin, xMax, xElements = 0.0, 100.0, 10
yMin, yMax, yElements = —10., +10., 10
zMin, zMax, zElements = +10., —10., 10

mesh = BoxMesh (Point (xMin,yMin,zMin), Point (xMax,yMax,zMax) ,
< xElements , yElements,zElements)

N = FacetNormal (mesh)

length = abs(xMax—xMin)

T_Space = FunctionSpace (mesh, 'P', 1)
u_Space = VectorFunctionSpace(mesh, 'P', 1)
Space = MixedFunctionSpace([T_Space, u_Space])

cells = CellFunction( 'size_t ', mesh)

facets = FacetFunction('size_t ', mesh)

dA = Measure('ds', domain=mesh, subdomain_data=facets)
dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

left = CompiledSubDomain( 'near (x[0],1) && on_boundary', l=xMin
=)

right = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=
« xMax)
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back = CompiledSubDomain( 'near (x[1],1) && on_boundary', l=yMin

[N
)

front = CompiledSubDomain( 'near(x[1],1) && on_boundary',l=
— yMax)

bottom = CompiledSubDomain( 'near(x[2],1) && on_boundary',l=
— zMin)

top = CompiledSubDomain( 'near(x[2],1) && on_boundary',l=zMax)

facets.set_all (0)

right .mark (facets , 1)

tHat = Expression(('Asxt','0.','0."'), A=250., t=0.)

bec = [DirichletBC (Space.sub (1), Constant((0.0, 0.0, 0.0)),
— left),\

DirichletBC (Space.sub(1).sub(1), Constant(0.0), right),\

DirichletBC (Space.sub (1) .sub(2), Constant(0.0), right)]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
delT, delu = split(test)

unkn = Function (Space)
unkn0 = Function (Space)
unkn00 = Function (Space)

unkn_init = Expression(('T_ini','0','0"','0"),T_ini=Tref)
unkn = interpolate(unkn_init ,Space)

unknO. assign (unkn)

unkn00 . assign (unkn0)

T, u = split (unkn)
TO, u0 = split (unknO)
T00, u00 = split (unknO)

i, j, k, 1 = indices (4)

delta = Identity (3)

F = as_tensor (u[i].dx(j)+deltali,j], (i,j))

FO = as_tensor (u0[i].dx(j)+delta[i,j], (i,j))

C = as_tensor (F[k,i]«F[k,j], (i,j))

CO0 = as_tensor (FO[k,i]*F0[k,j], (i,j))

E = as_tensor (1./2.x(C[i,j]—delta[i,j]), (i,j))

E0 = as_tensor (1./2.%x(C0[i,j]—delta[i,j]), (i,j))

lambada = EModul * nu / (1. + nu) / (1. — 2. % nu)

mu = 0.5 % EModul / (1. + nu)

C_ = as_tensor (lambadaxdelta [i,]j]xdelta [k, ]l]+muxdelta [i,k]x
— delta[j,l]+muxdelta[i,]l]xdelta[j, k], (i,j,k,1))

alp = as_tensor (alphaxdelta[i,j], (i,j))

eStress = as_tensor(—C_[i,j,k,1]xalp[k,]]*(T—Tref) + C_[i,],k
— 1E[k,1], (i,)))

dStress = as_tensor ((mul-mu2) /3.x(E-EO0) [k,k]/Dtxdelta[i,]j] +
- mu2« (B-E0) [i,}]/Dt, (i,]))

S = as_tensor (eStress[i,j]+dStress[i,j], (i,]))

P = as_tensor (F[j,1]«S[i,1], (i,j))

eta = as_tensor( capacityxIln(T/Tref) + C_[i,j,k,1]xalp[k,1
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— ]x1./rho0xE[i,j] , ())

eta0 = as_tensor( capacityxIln(T0/Tref) + C_[i,],k,]l]xalp[k,]1
< ]%1./rho0+EO0[i,]j] ,

Q = as_tensor(—kappaxT.dx(i), (i,))

Form = (rhoOx(u—2.xu04+u00)[i]/Dt/Dtxdelu[i] + P[j,i]xdelu[i].
— dx(j) — rhoOxf[i]xdelu[i] + rho0/Tx(eta—etal)xdelT —
— Dt/T«Q[i]+delT.dx(i) — DtsxrhoOxr/TxdelT — 1./TxdStress
— [i,j]*(E-EO0)[i,]j]*delT 4+ Dt/T*x2xQ[i]+T.dx(i)*delT )=
< dV + Dt/Txhx(T—Tamb)«delT (dA(0)+dA (1)) — tHat[i]=+delu
— [i]=xdA(1)

Gain = derivative (Form, unkn, dunkn)

import matplotlib as mpl

mpl.use('Agg')

import matplotlib.pyplot as pylab
pylab.rc('text', usetex=True )

pylab.rc('font', family="'serif', serif='em', size=30 )
pylab.rc('legend', fontsize=30)

pylab.rc (('xtick.major', 'ytick.major'), pad=15)
pylab.subplots_adjust (top=0.90)
pylab.subplots_adjust (bottom=0.17)
pylab.subplots_adjust (left =0.20)
pylab.subplots_adjust (right =0.8)

fig = pylab.figure (1, figsize=(14,10))
axl = fig.add-subplot(111)

axl.grid (True, axis='x")
axl.set_xlabel('$u-1/1.0% in $\%$')
axl.set_ylabel ('$F/A$ in MPa', color='r")

axl.tick_params (axis='y', colors='r")

axl.grid (True, axis='y', color='r")

ax2 = axl.twinx()

ax2.set_ylabel ('$(T-T_\mathrm{ref})$ in K', color='b")
ax2.tick_params (axis='y', colors='b")

ax2.grid (True, axis='y', color='b")
ax2.ticklabel_format (style='sci', axis='y', scilimits=(-2,2))

pwd='/calcul /CR13/"

file.u = File (pwd+'displ.pvd"')
file.T = File (pwd+'temp.pvd")
strain ,stress ,temp =[] ,[],]]

while t < tMax:

print 'time: 't
tHat. t = ¢
solve (Form==0, unkn, bc, J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:
<~ 7mumps”, "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp-optimize”: True, 7
— representation”: ”quadrature”, ”

< quadrature_degree”: 2} )
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file.T << (unkn.split()[0], t)
file_u << (unkn.split()[1], t)

strain.append(unkn.split () [1](xMax,0.,0.) [0]/length+100.)

stress .append (tHat (xMax,0.,0.) [0])

temp . append (unkn. split () [0](xMax/2.,0.,0.)—Tref)

axl.plot(strain ,stress, 'o—', color='r")

ticks = numpy.linspace (numpy.array (strain).min(), numpy.
— array (strain).max(), 4)

axl.set_xticks (ticks)

axl.set_xticklabels ([ '%1.2f"' % i_-ticks for i_ticks in
— ticks] )

ax2.plot (strain ,temp, 'd—', color='b")

fig.savefig (pwd+' CompReall3 _tensiletest .pdf"')

unkn00 . assign (unkn0)

unknO. assign (unkn)

t += Dt

o—

To-do

We have employed the Ist and 2nd laws of thermodynamics, obtained constitutive
(material) equations, and computed a coupled thermoviscoelastic problem. In a ten-
sile testing the temperature change is negligible.

e Which term is responsible for the temperature change?

e Implement the code for a thermoelastic problem by setting p; = o = 0, thus,
4Si; = 0. Solve a laser welding application as in Sect. 2.1 and determine the defor-
mations.

e Try to implement a bimetal and apply a thermal loading. Guess and inspect the
occurring deformation.

2.5 Thermoplasticity

We have seen a methodology for deriving material equations from thermodynamical
restrictions called the 1st and 2nd laws. Unfortunately, it is rather difficult to utilize
this procedure for plasticity. There are numerous different suggestions but none of
them is accepted by all communities. We present here a more or less widely accepted
methodology—it is used in many commercial codes.’” Within its derivation there
occur many assumptions, hence, the method fails to rely on a sound thermodynamical
formulation. From a pragmatic point of view, however, it works!

3TWe present a monolithic approach; however, many commercial codes still use a staggered schema.
A staggered schema solves the field equations subsequently such that the results from each solution
are used in the subsequent field equation. Such an approach is used in Sect. 1.9, where the balance
equations are solved subsequently.


http://dx.doi.org/10.1007/978-981-10-2444-3_1
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Balance equations of mass, momentum, and internal energy has been motivated
in the last section. By neglecting big deformations with F;; ~ §;; they result in®

po=p, pu; —0jij—pfi =0, pu +qi;— por = oije;; - (2.151)
We axiomatically assume that the production of internal energy consists of two parts:
a reversible part including elastic and thermal strain, and an irreversible part due to
the plastic strain:
oijer; = oij (€5, + %)) - (2.152)
This assumption is by no means more restrictive than the assumption of decomposing
the stress in the last sections. Again we assume that the reversible part remains at
equilibrium such that we obtain from the balance of internal energy at equilibrium
pu'—Tn =o€, . (2.153)
In this setting, GIBBS’s equation reads
dM=Td77+U0’ijdrE,'j, (2154)
again with v = 1/p as a known quantity. The latter equation allows us to generate the
material equations for the dual variables. However, this time %;; is not known. Hence,
the chosen primary variables should be {T', o;;}. We use the same mathematical trick
in order to transform the energy into a quantity depending on the primary variables
by introducing the so-called specific GIBBS free energy:
g:u—Tn—vaij'sij y (2155)
with its differential:
dg = du —ndT —Tdn—veg;do; —vo;jde;, (2.156)
and by inserting the latter in Eq. (2.154)
dgz—’f]dT—UrEide'ij . (2157)

The assumption that the free energy possesses a first integral:

g=/dy, (2.158)

38We also use a linear strain measure, €ij, instead of E;; in order to attain an identical formulation
for plasticity as given in the literature.
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is a weakness in the formulation. We take the latter as granted; under this assumption
it is obvious that we can write

0g oy

==, —vE;=——. 2.1
aT Ve Do) (2.159)

g=4T,0,), —n
GIBBS’s free energy depends on the primary variables, viz., on T and o;;. The con-
jugated or dual variables, i and %;;, depend on the same set of arguments as the
energy,
c -
d?’] = ?dT +Oé,'j dO’,‘j .

(2.160)
drEij = oyj dT + Sijkl doy .
Again we employ the MAXWELL relation:
on 0%y 0%y 0&j;
N = = — =— = = vay; , 2.161
T B, T 00,0T | 0Tdoy; L oT (2-161)

since v = 1/p is a function of X; but not of the temperature. For a linear material
model the coefficients, ¢, o;j, Sijx are all constants. For a linear model we obtain
the dual variables by integrating from the ground state {T = T, 0;; = 0} without
strain and entropy to the current state and obtain

T
=cln (—) + vayio;;,
7 T sy (2.162)

gij =0;j(T —Ty)+ Sijuou -

The first term can be seen as thermal strains and the second term as elastic strains:

h e
ij=aij(T —Ty), %Eij = Sijuon ,

2.163
€ = l%,'j + Eij . ( )

Then the so-called HOOKE’s law with DUHAMEL-NEUMANN supplemental term?®’
for thermal strains can be deduced

on = Cuij(5ij — ")) (2.164)

where the stiffness tensor, Cjjy, is the inverse*® of the compliance tensor, S;;;. We
can even use the assumption already undertaken:

391t is named after Jean-Marie Constant Duhamel and Franz Ernst Neumann.

40For the inverse of a tensor of rank four we need an identity tensor of rank four. This method can be
challenging. Instead of that, the inverse is found by using the VOIGT notation. For linear materials
we can always rewrite the compliance tensor in the VOIGT notation, which is a 6 x 6 matrix and its
inverse is easy to determine. From the resulting 6 x 6 matrix in the VOIGT notation, the stiffness
tensor is obtained.
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€ij = & + &, (2.165)
in order to rewrite the material equation for stress:
oij = Ciju (Ekz — e — ’“€kz) . (2.166)
The rate of stress reads

th

E;d) )

e (e pe .
0;; = Ciju (5k1 Sk ale) )

o =Cijuley — &y —
ij Jkl( kl kl (2.167)

by using that C;ji;, «;j, as well as T,,; are constants. From the balance of internal
energy in Eq.(2.151)3; augmented by GIBBS’s equation (2.154) we obtain

PII + 01y Eij o dii = por = 0y (2.168)
pTN + qii — por = 0ij"sj; -

Now by using the material equations for dual variables in Eq.(2.160) and in

Eq.(2.166) we obtain the field equation for temperature:
peT™ + Tagjo;; +gii — por = 04 €,

pcT" + TaiCijua (e — ey — o T™) + qii— (2.169)

—por — Ciji(enr — et — a(T — T)) € =0.

The field equation for displacement is acquired from Eq.(2.151), by augmenting
Eq.(2.166) as follows

. pui = i =PI =0, (2.170)
pu; — Ciini(ex — "ere — (T — Trca)),j —pfi=0.
The field equations are nonlinear and coupled. We can solve them after having defined
p€,‘j, p€;j, and qi-
Plasticity starts with the assumption that we can acquire the rate of plastic strain
by using a dissipation function, @, as follows

0P
= A—— (2.171)
7 80',‘]‘
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The associated plasticity proposes to use the flow potential, f, for the dissipation
function, f = @. Modeling kinematic hardening has been discussed in Sect. 1.6.2,
we use the same notation and skip the calculations undertaken there. The flow
potential:

1 1
f = 5o = Bipley — Bip) = §Us2z : (2.172)
results in
a\iil — Pij 0';<
A =T, A= % . (2.173)
§CO'Y

With the help of Eq.(2.167) we write

(01 = Bij) Cijua (31 — &30 — "31)

A= : 2.174
Zeo? Gl
and by inserting the rate of plastic strain:
. .Of .
T =A—— = A(ow — Bu) » (2.175)
80k1

into the multiplier, we obtain

A.(l n (9111 = Bij) Cijua (opas = 5kz)) _ (o111 = Bi) Cijua ey — "e30)

2 2 2 2 ’
gCO’Y gCO’Y

_ (owi = By) Cijui (el — ")
sHoy + (0101 = Bi) Cijua (0w — Bia)
(2.176)
where we have chosen ¢ = 2/3 H for an easier association of parameters.*! By using
the conditional parameter () from Eq. (1.216) we define the plastic strain rate:

B (y (011 — Bij) Cijua €y — "E3)
" %HU% + (Glijl - 6ij)cijkl (U|k” — ﬂkl)

This equation gives the evolution of the plastic strain, which is accumulated by the
rate of plastic strain such that we can acquire it by integration,

i =/ e dr (2.178)

“IWe use H for the plastic modulus instead of % as in Sect. 1.6 since we have started to use / for
the convective heat transfer coefficient in the mixed boundary conditions for temperature.


http://dx.doi.org/10.1007/978-981-10-2444-3_1
http://dx.doi.org/10.1007/978-981-10-2444-3_1
http://dx.doi.org/10.1007/978-981-10-2444-3_1
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For the heat flux we use FOURIER’s law:
qi = —kT; . (2.179)

Furthermore, we may test the validity of the evolution equation by employing the

2nd law of thermodynamics. By using Eq.(2.168), we reformulate the balance of
internal energy into the balance of entropy:

pTn +qii — pr = 0ij %,

. qi r 1 1 - (2.180)

Pyt (?),i — Py = T diTi T oy

with the production term being positive:

1

1
5T+ 01y, 2 0. (2.181)

Y=
Obviously, it is challenging to prove that the rate of plastic strain in Eq.(2.177) is
thermodynamically admissible. Therefore, we rather have to “believe in” the for-
mulation than to derive in a thermodynamically compatible way. For the moment a
thermodynamically consistent formulation of plasticity is an unresolved issue and
still heavily discussed in the literature.

We have obtained two coupled field equations for temperature and displacement
from the balance equations of internal energy in Eq.(2.169) and of momentum in
Eq. (2.170), respectively. In the initial frame the time derivatives are simply the partial
time derivatives. From the balance of momentum and energy we generate the weak
forms in the unit of energy. First we apply the usual time discretization. Secondly,
we multiply the momentum balance with §u; and the energy balance with At 37 /T
in order to rectify the unit of energy. Finally, we integrate by parts and obtain

) 00 .
F, :/ (pu Sui +0ji duij — pfi 6u,~) dv —/ f; su; dA
Bo JB

At 2
(2.182)
as well as

C
Fr =/T) (%(T — T 5T + Atay;Ciju (g;d - 'hg;c,) 5T —
0

3T

or At ] 1
—Atg; ?)l — At7 3T — 7 Cii e;; 8T + Alﬁ‘]iT.i BT) dv+  (2.183)

ST
+ [ Ag2-da,
9By T
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with
F=F,+Fr, (2.184)

where we implement the stress, the kinematic hardening, and the plastic strain accord-
ing to the so-called incremental plasticity,

OO - e pt _ the A 0 .
035 = Ciju (€ = el = "ela) » 01j = 0y + Ata;

th_e T — TO . (0&” ﬂk[) ki
Erp = Qg s ,'jz—( lijl — 11)
At 252
0 0 (2.185)
B =y (o1 = B3) Cijua (e — i) " 0
4 Tjmn| — ’
" gHoy + (Ulijl - 5g)clﬂcl (U|k1| gy " "
Bij = ?j+ Atf;; . ey = "eij + At
and the heat flux as well as the strain as follows
0 0 B 1 0 21
i =—rTi, &) =uqj. & =uG ;= () —&)). (2.186)

Consider again a one-axial tensile testing, as in the previous section. By including
plasticity we can capture an effect known from the daily life. If a cyclic loading with
plastic deformation is utilized, the structure heats up. This phenomenon can clearly
be seen in Fig.2.8. A part of the energy has been stored such that the temperature
decreases and increases. This part of the process is reversible and it is modeled by
the entropy, 7. Simultaneously, entropy is produced by X, which is an irreversible
effect increasing the temperature further. In total, after one cycle of deformation, the
temperature is increased approximately 1 K. The code is below including all realistic
material parameters for a standard steel.

Fig. 2.8 Tensile testing and 300 1.5
temperature rise due to the o
plastic deformation 200

o1 in MPa

(T — Th) in K

* 0.0
—200 \

_H**‘—
050 0 017 017 0.50
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9999

?7” Computational reality 14, thermoplasticity

__author__ = "B. Emek Abali”

__license__ = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =x

import numpy

set_log_level (ERROR)

#units: mm, 1000 kg=ton, s, MPa, mJ, K

Tref = 300. #in K

Tamb=Tref

# Material data of P265GH (St 45.8) from VDI Waermeatlas, at
— 293.15 K

rho = 7.85E—9 #in tonne / mm"3

kappa = 57.0 #in mJ / (s mm K)

capacity = 430.0E6 #in mJ / (ton K)

alpha = 12.2E—6 #in 1/K at 373.15 K

EModul = 211.0E+43 #in MPa

nu = 0.28

H = 2600. #MPa

h = 10.E-3 #in mJ / (s mm"2 K)

sigmaY = Constant(250.0) #MPa

tMax = 10.0

Dt = 0.2

t = 0.0

xMin, xMax, xElements = 0.0, 100.0, 20
yMin, yMax, yElements = —5., +5., 2
zMin, zMax, zElements = —5., +5., 2

mesh = BoxMesh (Point (xMin,yMin,zMin), Point (xMax,yMax,zMax) ,
— xElements, yElements , zElements)

N = FacetNormal (mesh)

length = abs(xMax—xMin)

Scalar = FunctionSpace (mesh, 'P', 1)
Vector = VectorFunctionSpace(mesh, 'P', 1)
Tensor = TensorFunctionSpace (mesh, 'P', 1)

Space = MixedFunctionSpace([Scalar, Vector])

cells = CellFunction('size_t ', mesh)

facets = FacetFunction('size_t ', mesh)

dA = Measure('ds', domain=mesh, subdomain_data=facets)
dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

left = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=xMin
=)

right = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=
— xMax)

back = CompiledSubDomain( 'near (x[1],1) && on_boundary', l=yMin

=)




2.5 Thermoplasticity 161

90
91
92
93

94

front = CompiledSubDomain( 'near(x[1],1) & & on_boundary',l=
— yMax)

bottom = CompiledSubDomain( 'near(x[2],1) && on_boundary',l=
— zMin)

top = CompiledSubDomain( 'near (x[2],1) && on_boundary', l=zMax)

facets.set_all (0)

displ = Expression(('0.5*%sin(2.% pixfxtime)','0.0','0.0"),f
< =0.1,time=0)

bcl = DirichletBC (Space.sub(1),displ,right)

bc2 = DirichletBC (Space.sub (1) ,Constant ((0.0,0.0,0.0)),left)

bec = [bel, be2]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
delT, delu = split(test)

unkn = Function (Space)
unkn0 = Function (Space)
unkn00 = Function (Space)

unkn_init = Expression(('Tini','0','0"','0"'),Tini=Tref)
unkn = interpolate(unkn_init ,Space)

unknO. assign (unkn)

unkn00 . assign (unknO)

T, u = split (unkn)
TO, u0 = split (unkn0)
T00, u00 = split (unknO)

i, j, k, 1, my n, o, p, r, s = indices(10)

delta = Identity (3)

lambada = EModul * nu / (1.4nu) / (1.-2.xnu)

mu = 0.5 x EModul / (1.4nu)

C = as_tensor (lambadaxdelta [i,]j]xdelta [k, l]+muxdelta [i,k]x
— delta[]j,l]+muxdelta[i,]l]xdelta[j,k], (i,j,k,1))

alp = alphaxdelta

peps0 = Function (Tensor)

sigma0= Function ( Tensor)

dev_sigma0 = as_tensor (sigmaO[i,j]—1./3.xsigma0 [k,k]xdelta[i,
< 31, (i,3)

beta0 = Function (Tensor)

eps = sym(grad(u))
eps0 = sym(grad(u0))
Deps = (eps—eps0) /Dt

teps = alp*(T—Tref)
Dteps = alpx*(T-T0) /Dt

gamma = Function (Scalar)
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95 | Dpeps = as_tensor (gammax(dev_sigmaO—beta0) [i,j]*C[i,]j,k,1]x*(

< Deps—Dteps) [k,1]/(4./9.*HxsigmaY *+2+(dev_sigmaO—betal)
— [m,n]*C[m,n,o,p]x(dev_sigmaO0—betal)[o,p]) x(dev_sigmal—
— beta) [r,s], (r,s))

Dsigma = as_tensor (C[i,]j,k,1]«(Deps—Dpeps—Dteps) [k,1], (i,j))
98 | Dbeta = as_tensor ( gammax(dev_sigmaO—beta0) [k, 1]*Dsigmalk,1
— ]/(2./3.xsigmaY xx2) x(dev_sigmaO—beta0) [i,]j], (i,j))

99
100 | sigma = sigma0 + DtxDsigma
101 | beta = beta0 4 DtxDbeta

102 | peps = peps0 + DtxDpeps

103
104 | dev_sigma = as_tensor (sigma[i,j]—1./3.«sigma[k,k]xdelta[i,j],
= (1))

105 |q = as_tensor(—kappaxT.dx(i), (i,))

106
107 | f = Constant ((0.0,0.0,0.0))
108 |R = Constant (0.0)

109 | qHat = hx(T—Tamb)

110

111 | Fou (rhox(u—2.#u04u00)[i]/Dt/Dtxdelu[i] + sigma[j,i]*delul[i
].dx(j) — rhoxf[i]xdelu[i] )xdV
12 |F_T (rhoxcapacity /T+(T=T0)+delT+ Dtxalp [i,j]«C[i,],k,1]=*(

Deps—Dpeps—Dteps) [k, 1]+ delT — Dtxq[i]*(delT/T).dx(i) —
Dtxrho*R/TxdelT — DtxsigmaO [i,j]*Dpeps|[j,i]*delT/T )=
dV + DtxqHatxdelT /TxdA

LA (A |

114 |Form = F_u + F_T
115 | Gain = derivative (Form, unkn, dunkn)

117 |import matplotlib as mpl

118 |mpl.use('Agg"')

119 | import matplotlib.pyplot as pylab

120 | pylab.rc('text', usetex=True )

121 | pylab.rc('font', family='serif', serif='em', size=30 )
122 | pylab.rc('legend', fontsize=30)

s | pylab.re (( 'xtick .major', "ytick.major'), pad=15)
i | pylab.subplots_adjust (top=0.90)

5 | pylab.subplots_adjust (bottom=0.17)

6 | pylab.subplots_adjust (left =0.20)

7 | pylab.subplots_adjust (right =0.75)

20 | fig = pylab.figure (1, figsize=(14,10))

30 axl = fig.add_subplot(111)

31 ax1l.grid (True, axis='x")

32 |axl.set_xlabel (r'$u-1/1.0$% in $\%S$')

33 |axl.set_ylabel (r'$\sigma_{11}$ in MPa', color='r")

34 |ax1l.tick_params (axis='y', colors='r")

35 |ax1l. grid (True, axis='y', color='r")

36 |ax2 = axl.twinx ()

37 |ax2.set_ylabel (r'$(T—T_\mathrm{ref})$ in K', color='b")
3% |ax2. tick_params (axis='y', colors='b")

39 |ax2. grid (True, axis='y', color='b")
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ax2.ticklabel_format (style='sci', axis='y', scilimits=(-2,2))

pwd='/calcul /CR14/"'

file_u = File (pwd+'displ.pvd')
file.T = File (pwd+ 'temp.pvd"')
strain ,stress ,temp =[] ,[],]]

while t < tMax:
print 'time: 't
displ.time = t
solve (Form==0, unkn, bc, J=Gain, \

solver_parameters={"newton_solver” :{” linear_solver”:

< ?"mumps” , "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp-optimize”: True, 7

<~ representation”: ”"quadrature”, ”

< quadrature_degree”: 2} )

file_T << (unkn.split()[0], t)
file_u << (unkn.split()[1], t)

sigma_ = project (sigma, Tensor, solver_type="mumps”,\
form_compiler_parameters={” cpp-optimize”: True, 7
< representation”: ”"quadrature”, ”

< quadrature_degree”: 2} )
sigma0 . assign (sigma_)
beta_. = project (beta, Tensor, solver_type="mumps” ,\

form_compiler_parameters={” cpp-optimize”: True, ”

<~ representation”: ”quadrature” , ”
— quadrature_degree”: 2} )
beta0.assign (beta._)

flow_. = project (1./2.x(dev_sigmaO0—beta0)[i,]]|*(dev_sigma0l

< —beta0)[i,j] — 1./3.xsigmaY**2, Scalar,
— solver_type="mumps” ,\
form_compiler_parameters={”" cpp-optimize”: True,
<~ representation”: ”quadrature”, ”
— quadrature_degree”: 2} )
flow_bool = flow_.vector().array () >= 0.

”»

”

direction. = project ((dev_sigmaO—beta0)[i,j]*Deps[i,]],

< Scalar, solver_type="mumps” ,\
form_compiler_parameters={” cpp_optimize”: True,
<~ representation”: ”quadrature”, ”
< quadrature_degree”: 2} )
direction_bool=1./2.%«(numpy. sign (direction_.vector ().
— array () +1.)

”

gamma. vector () [:] = numpy.array (flow_boolxdirection_bool ,

— dtype=int)

peps- = project (peps, Tensor, solver_type="mumps” ,\
form_compiler_parameters={” cpp_-optimize”: True,
< representation”: ”quadrature” , ”
< quadrature_degree”: 2} )
peps0. assign (peps-)

”

unkn00 . assign (unknO)
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unknO. assign (unkn)

strain.append(unknO.split () [1](xMax,0.,0.) [0]/length
< 100.)

stress .append(sigma0 (xMax/2.,0.,0.) [0])

temp . append (unknO. split () [0](xMax/2.,0.,0.)—Tref)

axl.plot(strain ,stress, 'o—', color='r")

ticks = numpy.linspace (numpy.array (strain).min(), numpy.
— array (strain) .max(), 4)

axl.set_xticks (ticks)

axl.set_xticklabels ([ '%1.2f' % i_-ticks for i_-ticks in
— ticks] )

ax2.plot (strain ,temp, 'd—', color='b")

fig.savefig(pwd+'CompRealld _tensiletest .pdf"')

t += Dt

To-do

Plastic deformation generates a temperature change in the system.

e Try to change the boundary conditions to adiabatic boundaries. Guess the result
before starting the numerical calculation.

e Find out a stress/strain curve for another material and determine the plasticity
modulus or hardening parameter H in MPa. What will be the result for a lower or
higher H parameter?

e Find out the material behavior of aluminum and explain why the linear hardening
model used in this section is inadequate for modeling an aluminum sample.
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Chapter 3
Electromagnetism

A continuum body consists of material particles having a mass and an electric charge.
In Chaps. 1 and 2 we have analyzed a continuum body made of massive particles,
matter, without electric charge. We have ignored the electromagnetic interaction
completely. In order to include the electric charge and the effects of its motion,
we will introduce MAXWELL’s equations' and solve them. There are different ways
of introducing MAXWELL’s equations leading to slightly different governing equa-
tions.> We will follow [28, Chap.9] for the motivation of MAXWELL’s equations
from balance equations and use the AMPERE-LORENTZ convention® in the rational-
ized mks system of units,* also referred to as GIORGI system.’ The unit of charge is
C(oulomb).®

Electromagnetism is the theory of electromagnetic interactions with matter. In
this theory there occur various new quantities; and this makes a straight-forward
introduction of equations challenging. These new quantities lead to electromagnetic
fields, which can be measured. However, they often lack a clear interpretation. For
example, a moving electric charge fails to be understood completely, but an electric
current is something we use in our daily lives. Another difficulty arises in the defini-
tion of the electromagnetic i nteractions with matter: we have to redefine all balance
equations used in Chaps. 1 and 2. Especially this step is quite confusing owing to
various formulations existing in the literature. In order to establish a knowledge of
electromagnetism, we will motivate governing equations one-by-one with applica-
tions in the following sections. This approach is beneficial for obtaining a familiarity
with the electromagnetic fields and their governing equations.

I'They are named after James Clerk Maxwell.

2See [30].

31t is named for André Marie Ampére and Hendrik Antoon Lorentz.

4The abbreviation mks stands for meter, kilogramm, seconds.

51t is named after Giovanni Giorgi.

61t is named for Charles-Augustin de Coulomb.
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168 3 Electromagnetism

The purpose of computation is to obtain five quantities as functions in space and
time within the continuum body: mass density, p, velocity, v;, temperature, T, electric
field, E;, and magnetic flux (area) density, B;. They are the primitive variables’ and
we need field equations for computing them. The electric field E; in V(olt)/m and
magnetic flux density B; in T(esla) are® acquired by the MAXWELL equations and
the mass density, velocity, temperature by the balance equations.

In Sect.3.1 we consider a conducting wire and investigate how it heats up due
to the production term in the balance of internal energy. We introduce electric field
and magnetic flux in polarized materials in Sect.3.2. By using thermodynamical
principles we derive the constitutive equations and solve a problem addressing the
thermoelectric coupling in Sect.3.3. We include plasticity in Sect.3.4. In Sect. 3.5
a piezoelectric sensor is discussed by deriving the constitutive equations in a ther-
modynamically consistent way. A magnetohydrodynamical problem is presented in
Sect.3.6.

3.1 Conducting Wire

Electric charge is a fundamental quantity like mass. It can neither be destroyed nor
supplied, hence, a balance equation in the current frame reads for a material system’

(/ zdm) =0, dm = pdy, (3.1)
B

where z denotes a specific electric charge (charge per mass) in C/kg. Instead of mas-
sive particles, the continuum body B consists of charged particles. The coordinates
denote charged particles instead of matter and a motion of continuum body means
moving charged particles. Electrically charged particles in motion possess a velocity,
v{ = x;, measured in a laboratory frame. Although the laboratory frame itself may
have a velocity, w;, we ignore it for simplicity and use a fixed frame. For inserting
the time rate into the integral we need the following relation:
. . . e
(@v) = (dridrdxy — 0 (% % %)dv _

R =—. 3.2
dxld)Cde3 8x1 axz 8x3 8x,~ ( )

"The electromagnetic theory started by believing that electric field E; and magnetic field H; shall
be the primitive variables. In 1940s the theoretical thermodynamics introduced the way of starting
with E; and B; fields. There are still explanations starting different than the approach used herein.

8The units are named after Alessandro Volta and Nikola Tesla.
°In the case of an open system, there would be an additional convective term.
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Now the balance equation reads

) . av?
(/ pzdv) =/ ((pz) +pz ’)dv =0,
B B Ox;

Opz | yeOpz | oW _Opz O
or oy Pox T ar T om

(3.3)

In a conducting wire electrically charged particles travel or flow with the velocity
v;, however, it is difficult to measure this velocity for each charge. Instead, the flow
of charged particles is observed as the electric current (area) density:

Ji = pzvf (3.4

which is the conducting charge per area and per time, i.e., the flux of electric charge.'?
We may move the conducting wire with a velocity, v;, measured in the (fixed) labo-
ratory frame. This motion is of matter and the charges are carried with that leads to
a convection current. We measure in a laboratory frame an electric current:

Ji = % + pzv;i (3.5

caused by a conduction current and a convection current. The conduction current
(area density), J;, is measured on the co-moving continuum, i.e., we “sit” on the
moving wire, measure the velocity of flowing particles, and multiply them by their
charge density, pz, in atomic scale. In the macroscopic setting we cannot detect
every single moving electron and consider this current as the conduction current.
The charge is somehow conducted from one end to the other in the wire. Since this
quantity is measured co-movingly, it is objective. In any coordinate system we will
have the same conduction definition. We need to define a constitutive equation for
the electric current due to conduction, J;. With its definition we can solve the balance

of charge:
0pz 0
_ + JR—

o T om (i + pzvi) =0, (3.6)

in order to obtain the charge distribution. For a fixed electric wire, v; = 0, made
of a homogeneous material, p = const.|, and z = const.|, the electric charge will
remain constant, when a charge enters the wire on one end, another charge exists
the wire on the other end simultaneously. The energy that bounces the charged

10Charge per time, C/s, is called A(mpere) named for André Marie Ampere. The electric current
(area) density, J;, is in A/m?.
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particles is transported so quick that we observe it as instantaneous.'! The charge
remains constant in time, z = const.|;. We can visualize this phenomenon as an
“incompressible” flow of electric charge. In the coming sections we will amend the
formulation for incorporation this effect, too. In this section, as a consequence of the
incompressible charge flow, we obtain the balance of charge for a conducting, rigid,
homogeneous wire 5
i

o 0. 3.7
The simplest relation for the electric conduction current, %, is to associate the current
with a force or moment that accelerates the charged particles. The specific force, zZ;,
is given by the electromotive force (charge) density'* or intensity, ;, measured in
the co-moving frame. It is an objective quantity.'®> Again in the co-moving frame we
can measure a moment due to the magnetic flux (area) density, 3;."* The magnetic
flux may be applied on the system or it is induced due to the conduction current. The
total force density:

Fi = pfl" = pzEi + €ijr i Be (3.8)

containing the electromotive intensity and magnetic flux is referred to as the LORENTZ

force density.!> The first term can be comprehended as a result of a translational
charge movement and the second term is because of a rotational motion. The transla-
tional motion of charged particles are measured as the conduction current such that
the electric current depends on the first term of the LORENTZ force. In the next section
we will see that the conduction current induces a magnetic force affecting conduction
over the second term in an indirect way. The conduction current is, however, only
due to the translational motion and a linear relation between them reads

g =<, (3.9)

' We know that the action fails to be instantaneous; however, our experimental machine is detecting
slower than the information transported from one end to the other end of the wire.

12Since the continuum body is defined as a collection of charges, density here means a quantity per
electric charge, hence we write a force charge density meaning a force per charge, N/C. Another
adequate name is intensity, which we shall use further on.

13The electromotive intensity is measured in V(olt) per meter since 1V is the energy per electric
charge, 1V = 1J/C such that 1N/C = 1 Nm/(Cm) = 1 V/m. Moreover, a single V across a wire
conducting a current of 1 A dissipates of 1 W = 1J/s of power, hence |W = 1 AV.

14The unit of magnetic flux area density is in T or in Wb (Weber) per m? named after Wilhelm

Eduard Weber. Since 1 Wb = 1kgm?/(Cs) = INsm/C = 1V's, magnetic flux area density is in
Vs/m?.

15The force is named for Hendrik Antoon Lorentz. For a detailed physical interpretation of this
force in the atomic scale, see [33, Sect.4-5].
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which is referred to as OHM’s law'® with the electric conductivity,"” <, the inverse of
resistivity,r = 1/<. This constitutive equation will be derived in a thermodynamically
consistent way in Sect.3.3 on p.213. In this section we take it for granted.
Measuring the LORENTZ force in a co-moving frame is difficult such that we want
to transform it from the co-moving to the laboratory frame.'® The magnetic flux
remains simply the same:
B =3, (3.10)

in other words, we measure the same numerical values for the components of the
magnetic flux (area) density in the co-moving as well as in the laboratory frame.
From now on we will not distinguish between them and use B; for the magnetic flux
(area) density. The electric field measured on the laboratory frame, however, depends
on the velocity and magnetic flux as follows

E,’Z‘Z,'—(l)XB),'Zfi—EiijjBk. (311)

Now by using Eq. (3.5) we obtain the LORENTZ force density measured in the labo-
ratory frame:

Fi = pf" = pzF; + €ijndjBr = (3.12)
= pz(Ei + €ijkvj Bi) + €iji (Jj — pzvj) By = pzE; + €iji Jj By . .

The primitive variables are E; and B; fields. In this section we neglect the magnetic
flux, B; = 0, and setour goal to solve the electric field. Unfortunately, we cannot solve
Eq.(3.7) and obtain three components in E;, since Eq.(3.7) is a single differential
equation. Therefore, we introduce another scalar quantity

o¢

Ei=——,
' ax,-

(3.13)

where the electric potential, ¢, is in V. In Sect.3.2 on p.178 we will generalize
the latter formulation and introduce the definition of the electric potential in a more
convenient way. By introducing the scalar or electric potential, ¢, we find a primitive
variable to be computed by satisfying Eq.(3.7). Hence, we multiply Eq. (3.7) with
the test function, §¢, within the continuum body of matter

161t is named after Georg Simon Ohm.

Electrical conductivity is in S(iemens)/m where S = 1/Q = A/V. Thus the conductivity is in
A/(Vm). The unit S is named for Werner von Siemens. The unit €2 is capital omega in Greek
pronounced as Ohm if used as the unit named after Georg Simon Ohm.

18We refer to [24, Sect.9] for the transformation of % and 3; fields from the co-moving to the
laboratory frame.
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/ %iid¢dv =0, (3.14)
B

where again we have used a comma notation for partial derivative in space. In this
section we assume that the body is rigid, v; = 0, suchthat Z;, = E; and J; = J;. Since
the conduction current depends on the electric field that depends on the derivative of
¢ we have a twice differentiability condition of the electric potential.!® We weaken
this condition by integrating by parts

F¢=—/ J,»a<z>,,»dv+/ Jidpnida . 3.15)
B IB

This weak form is in the unit of power. We want to model a conducting wire grounded
on its left side whereas the electric potential is altered on wire’s right side. Hence,
we use DIRICHLET conditions on the left and right boundaries such that §¢ = 0 on
these sides. For the other boundaries we assume an electric insulation, J;n; = 0.

A conducting body heats up. Actually, we experience this liberation of heat in
our daily lives. A smartphone produces heat energy during phoning or watching a
video. This heat energy increases the temperature. Since the temperature distribution
is computed by using the balance of internal energy, we need the balance equation
of internal energy for a rigid conductor’

— + X —pr=JE;. 3.16
P, + o, pr (3.16)

The right hand side is called the JOULE heating, resistive heating, or OHMic loss. It
produces heat leading to a temperature increase with a positive electrical conductivity,
¢ > 0, since J; = ¢E; in arigid body. For the heat flux, ¢;, we implement FOURIER’s
law:

qi = —kT; . (3.17)

The weak form is then acquired after discretizing in time, multiplying with §7/T,
applying integration by parts, and using a comma for partial derivative in space, as
follows

T —T°3T 8T §T 8T
Fr= [ (el () ot g6, )a
r /B(pc a1 d\T), e e T)ij

(3.18)
+/ q~£n~da
on T

19Mathematically speaking the function has to belong to C2 or higher in order to ensure the twice
differentiability condition. Since ¢ and §¢ are of the same space according to the GALERKIN type
finite element method, both have to be twice differentiable.

201n this section we deal with unpolarized systems.
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This weak form is in the unit of power. For boundaries we use the natural convection
as introduced in Sect. 2.1 as the mixed or ROBIN conditions:

gini = h(T — Tamp) , (3.19)
with the convective heat transfer coefficient, 4, in W/(m?K). The form for com-

puting electric potential, ¢, and temperature, T, with the aforementioned boundary
conditions reads

Form=F®+FT=/ T T

93(—Ji3¢,i+pCT_T0£—CIi(£)i—

(3.20)
LU +/ T = Ty 2 d
prT i9i7p v . ambTav
where the electric current and heat flux are given by
Ji=—c¢;, qi=—kT, . (3.21)
We compute a copper wire with a constant thermal conductivity:
k =400 W/(mK) , (3.22)

and a temperature dependent electrical conductivity:

S0

=— > ¢ =58-10S/m, &=39-10°K".
I+aT—T.) m. @ (3.23)

S

A wire of length 1 m and of square shaped cross section?! has been modeled. The
wire is initially at the reference temperature, 7,;, = 300K. One end of the wire is
grounded, i.e., 0V, and a potential difference of 0.1V is applied on the other end.
The electric potential changes immediately and distributes linearly as to be depicted
in Fig. 3.1. The temperature increases over time and for the case of free convection
in air, 4 ~ 10 W/(m? K), after 10 and 20min we observe a significant increase in
temperature in Fig. 3.2.

Actually, this configuration is unrealistic. We have implemented a wire with AV =
0.1V difference per meter and a resistivity of r = 1/¢ ~ 1.7 - 1078 Qm for 1 m wire.
Since the conductivity of copper is huge, its resistivity is quite low. In order to

2I'we should model a rounded wire since in reality wires have round cross sections, however, it is
simpler and shorter to code it this way. The presented solutions and discussions are the same for
both cases.
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Fig. 3.1 Distribution of 1) inV
electric potential ¢ in V 0.1
within a conducting wire out
f
of copper 0.05
0
Tin K Tin K
300 343. 387 300 343. 387
-— i | . |

Fig. 3.2 Temperature distribution under 0.1V difference in 1 m wire after 10min (on left) and
20min (on right) for the case of free convection in air

realize the consequences, we employ OHM’s law as learned in school, AV = I R,
and calculate the current in ampere. We need to obtain the so-called resistance, R,
from the resistivity, r, by the following relation:

rR="t (3.24)

a

where the length of the wire, £ = 1 m, and the cross-sectional area of the wire,
a = 0.01 x 0.01 m?2, are known. Then the electric currentreads [ = AV /R = 580A,
which is too high. For example, at home we have an electrical fuse that breaks the
circuit by a current higher than 15 A. This unrealistic simulation is owing to the
implemented wire with a nearly zero resistance as a part of a circuit. In reality there
is much greater resistance on the electric circuit since a light bulb or an LCD-monitor
is connected to the wire, thus, much smaller currents occur in the circuit. Although the
wire might transfer charges in such high current, as we observe from the simulation,
its heat production is tremendous. A small current produces a small JOULE heating
such that our cables at home remain nearly at the room temperature.
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Fig. 3.3 Temperature increase under 0.1V difference in the 1 m wire for free convection in air (on
left) and for forced convection in air (on right)

The temperature increase is caused by the current conducting in the wire and heat
convection across the boundary. We simulate two different cases in order to present
the effect of the natural convection. First case is a free convection in air. Air remains
still and the convection coefficient is set as # = 10 W/(m?K). The value of this
parameter is difficult to measure and it depends on the properties of air and copper.
Usually, only the properties of air are accounted for estimating the convective heat
transfer coefficient, /. For the second case we assume a forced convection, i.e., a fan
is blowing air of 300K to the wire. This time the heat transfer coefficient increases
to & = 100 W/(m? K) and the heat convection over the boundary gets more efficient.
We present the results in Fig. 3.3.

Depending on the choice of the free or forced convection, the time until steady
state is achieved and the value of temperature at steady state vary. Electric potential
distribution remains constant, leading to a constant JOULE heating. As the temper-
ature increases the heat exchange across boundaries grows, too. After a while the
heat exchange catches the heat production such that the temperature converges to
a steady state value. As in reality, the heat transferred over the boundary increases
for greater differences between the boundary and ambient temperature depending on
the parameter 4. We all know that a fan in our laptop is necessary, since the convec-
tive heat transfer coefficient for a free convection in air is much lower than in case
of a forced convection. For special computers where the power (and thus, current)
is higher we even need an active cooling system working with water such that the
convection parameter is increased further. We recall that the resistance in the wire is
set to a unrealistically low value, we simulate a short circuit. The code below is used
for all simulations in this section.



176

N

16

46

17
18
19
50

3 Electromagnetism

??” Computational reality 15, conducting wire”””

__author__. = ”B. Emek Abali”

__license__. = ”GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =

import numpy

set_log_level (ERROR)

#units: m, kg, s, A, V, K

delta = Identity (3)

Tref = 300. #in K

t_alpha = 3.9E-3 #in 1/K

varsigma0 = 5.8E7 #in S/m or in 1/(Ohm m)
Tamb = Tref

rho = 8960. #in kg / m"3

kappa = 400.0 #in W/(m K)

capacity = 390. #in J / (kg K)
#approximate values: for convection over boundaries
#free convection in air h=10

#forced convection in air h=100

#forced convection in water h=1000

h = 10. #in W / (m"2 K)

tMax = 1500.0
Dt = 50.0
t = 0.0

xMin, xMax, xElements = 0.0, 1.0, 200

yMin, yMax, yElements = —0.005, +0.005, 2

zMin, zMax, zElements = —0.005, +0.005, 2

mesh = BoxMesh (Point (xMin,yMin,zMin), Point (xMax,yMax,zMax) ,
— xElements , yElements ,zElements)

N = FacetNormal (mesh)

Scalar = FunctionSpace (mesh, 'P', 1)

Vector = VectorFunctionSpace(mesh, 'P', 1)
Tensor = TensorFunctionSpace (mesh, 'P', 1)
# phi, T

Space = MixedFunctionSpace([Scalar, Scalar])

cells = CellFunction( 'size_t', mesh)

facets = FacetFunction('size_t ', mesh)

da = Measure('ds', domain=mesh, subdomain_data=facets)
dv = Measure( 'dx', domain=mesh, subdomain_data=cells)

left = CompiledSubDomain( 'near (x[0],1) && on_boundary', l=xMin
s
)
right = CompiledSubDomain( 'near(x[0],1) & & on_boundary', l=
— xMax)
facets.set_all (0)
bc = [DirichletBC (Space.sub(0), 0.0, left),\
DirichletBC (Space.sub(0), 0.1, right) ,]
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Conducting Wire

dunkn = TrialFunction (Space)
test = TestFunction(Space)
del_phi, del.T = split(test)

unkn = Function (Space)
unkn0 = Function (Space)

unkn_init = Expression(('0.0"','T_ini'), T_ini=Tref)
unkn0 = interpolate(unkn_init ,Space)
unkn = interpolate(unkn_init ,Space)

phi, T = split (unkn)
phi0, TO = split (unknO)

i, j, k, 1 = indices(4)

delta = Identity (3)

varsigma = varsigmaO /(1.0 + t_alphax(T—Tref))
J = —varsigmaxgrad (phi)

q = —kappaxgrad (T)

r = Constant (0.0)

q[i]*(del-T/T).dx(i) — rhosrxdel_T/T + J[i]+phi.dx(i
xdel_T /T )sdv + hx(T—Tamb)xdel_T /Txda
Gain = derivative (Form, unkn, dunkn)

Form = (—J[i]*del_-phi.dx(i) + rhoxcapacity*(T-T0)/Dt«xdel_T /T
)

—
—

pwd='/calcul /CR15/"'
file_.phi = File (pwd+'phi.pvd")
file.T = File (pwd+'temp.pvd")

import matplotlib as mpl

mpl. use( 'Agg')

import matplotlib.pyplot as pylab
pylab.rc('text', usetex=True )

pylab.rc('font', family='serif', serif='em', size=30 )
pylab.rc('legend', fontsize=30)

pylab.rc (( 'xtick.major','ytick.major'), pad=15)
pylab.subplots_adjust (top=0.90)
pylab.subplots_adjust (bottom=0.17)
pylab.subplots_adjust (left =0.20)
pylab.subplots_adjust (right =0.95)

fig = pylab.figure (1, figsize=(14,10))

axl = fig.add_-subplot(111)

axl.set_xlabel ('$t$ in s')

axl.set_ylabel ('$TS in K')
axl.set_xlim ([0.0 ,tMax])

t_plot , T_plot = [0], [Tref]

while t < tMax:
print 'time: ',t,' T ' T_plot[—1]
solve (Form==0, unkn, bc, J=Gain, \
solver_parameters={"newton_solver” :{” linear_solver”:
— "mumps”, "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp_optimize”: True,

”

177




178 3 Electromagnetism

< representation”: ”quadrature”, ”
< quadrature_degree”: 2} )
#file.T << (unkn.split () [1], t)

#file_phi << (unkn.split () [0], t)

t_plot.append(t)

T_plot.append (unkn.split () [1](xMax/2.,0.,0.))
axl.plot(t_plot ,T_plot, 'o—', color='r")
fig.savefig (pwd+'CompReall5_temp.pdf')

unkn0. assign (unkn)

t 4= Dt

To-do

An electrothermal coupling has been modeled. In many commercial codes this type
of a simulation is achieved over a staggered scheme. We have implemented here in
a monolithic way such that in each time step the electric potential and temperature
are solved at once. The temperature rise occurs due to the current being conducted
in the wire.

e Implement the code for a gold wire. Of course it costs more than copper but what
can be achieved by using a gold wire instead of copper?

e Find out a forced convection parameter changing with the speed of air and compare
the results for different fan speeds. During computation the fan of the laptop gets
louder by rotating in an increased speed. Is the convection parameter, /, higher
for an increased speed?

3.2 Polarized Materials

As a material specific property, the continuum body can be electrically or magneti-
cally polarized subject to electromagnetic fields. The electric or magnetic polariza-
tion indicates a change in the electric charge distribution in the body. Suppose that
the electric charge is homogeneously distributed. Under the influence of electromag-
netic fields, charged particles deviate from their homogeneous distribution and the
continuum body becomes polarized. Before we discuss this phenomenon deeply, we
reinvent the MAXWELL equations and then bring in the ideas of polarization.

We start with a balance equation on a material surface,”? 8, known as FARADAY’s

law:?3 .
8 08

22 A material surface is a material system without convection terms where the domain is a surface
instead of a volume leading to an area density instead of a volume density.

231t is named after Michael Faraday.
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where the magnetic flux area density, B;, in a material surface, S, is balanced with the
electromotive intensity, Z;, acting on the boundary of the surface, 9S. We recall that
B; = B;.Hence, FARADAY’s law is defined on a material surface co-moving with the
continuum body. This equation has to hold for any surface, for example, in the case
of a closed surface without boundaries, 08 = {}, it still holds

8

This closed surface can be visualized like a closed hull over a body, 8§ = 9B, such that
00B = {}. By integrating in time we obtain an integration constant to be determined
by the known initial condition. We may set the initial magnetic flux as zero. By starting
with zero magnetic flux area density, B;(t = 0, x;) = 0, the integration constant
vanishes

/ Bida; = 0. (3.27)
9B

Since the surface is closed we can apply GAUSS’s law and obtain

O0B;
—=0. 3.28

ox, (3.28)
The latter equation is one of MAXWELL’s equations and it holds universally.?* Now
we want to obtain a local form from Eq. (3.25). First we use product rule and STOKES’s
law on the line integral

/Bi'da,- +/ B;(da;)" = —/curl(ﬂ)idai . (3.29)
8 8 8

Since the domain is on a material surface, x; denotes the current position of massive
particles such that x; = v; of matter. Thus, we can use the identities in Eqgs. (1.120),
(1.121) as follows

v a—” . (330)

(dv) = (JAV) = J°dV = ]7dv . (dv)y = 8—de = T=J

X X;

and

-0
(da;) = (J(F—l)j,.dA,.) - (Ja—;’:(F—l)j,- + J(F‘l)}i)dA_]- . (33D

24 A relation holds universally, if it is free of any dependence on the underlying material. In other
words, a universal relation holds for all materials and even in the case of no material—vacuum.
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Moreover, we know Fj; (F ’1)_,-1( = ;. such that the following identity:

(FyF i) =0,
Fij(F~"Yy = —F;(F "),
(F~Yyy = —F;(F ) (F ™,

can be used in order to acquire
. Ovy -1 . 1 1
(da;)" = Ja—xk(F )jidA; — JF, (F7 ) (F);,dA; =

ka . . 61)]( ij
Oxy dai = Fy(F)uida (a Xk Oii Ox; daj .

since

e Ox,\ 0X;, Ov, 0X; Ov,
(F~ )i = — = = .
nl 0x,) ox; ~ 08X, Ox;  Ox;

Therefore, we obtain the following local form for FARADAY’s law:

vy ov;
B, + B (8Xk5,, - a_x]) = —curl(E); ,

OB 0B g% g | @) —o0.
9Bj 9Bj g% g u _
ot oxg © T ox, ax; g
63,‘ 6ijk ov Vj
b} _ Y (E);, = 0.
o oy, T Cul®); =0

Since €;jx€xim = 0i10jm — dimd 1, We can insert the following relation:

8(v X B)k 8lem 8v,~B,~ _ 81)]‘3,

curl(v X B)l' = €ijk = €ijk€kim =

8xj (9xj 8x/- axj
anB,' 6U,’Bj c I‘l(v % B)

= — Cu i

6)6]' 6xj

into the latter to obtain

%+8U'j3i—cr](vx3)-—8-%+ rl(E); =0
o ox T Py, TR =T
0B,

_I_

s 16 —i—curl(f—va)j_O

’

(3.32)

(3.33)

(3.34)

(3.35)

(3.36)

(3.37)



3.2 Polarized Materials 181

By using Eq.(3.11) and inserting one of MAXWELL’s equations in Eq.(3.28) we
express the latter in the laboratory frame

B.
% +curl(E); =0,

0B, OE
e ARl
o

(3.38)

This equation is another one of MAXWELL'’s equations holding universally. We have
declared E; and B; as the primitive variables. Two of MAXWELL’s equations, namely
Egs. (3.28) and (3.38), can be solved by using the following trial functions:

Ei=-ot -, B=ej—, .
e,kax (3.39)

where we introduce the so-called electric and magnetic potentials, ¢ and A;, respec-
tively, as functions in space and time:

¢=0oi, 1), A= A;(x;,1). (3.40)

The electric potentials are the new primitive variables instead of E; and B;. It is
important to recall that we introduce the electric and magnetic potentials as one
possible solution of Eqgs. (3.28) and (3.38). We just propose these ansatz functions®
and insert them into Eqgs. (3.28) and (3.38) in order to ensure that they satisfy the
aforementioned MAXWELL’s equations, see Appendix A.6 on p.305.

There is one drawback in the proposed solution of Egs. (3.28) and (3.38). Instead
of E; and B;, i.e., six components in 3D space, we search now for ¢, A;, i.e., only
fours components in 3D space. Hence we loose information given by two scalar
functions. Concretely, we lack information of 0¢/0t and 0A;/Jx;, which is called
the gauge freedom.*® We can choose 0¢/0t and OA; /Ox; arbitrarily and Eqs. (3.39)
still satisfy Egs. (3.28) and (3.38). We have already seen one of the consequences of
this free choice of 0¢ /0t in the last section. The electric potential has been set up
instantaneously and remained the same. We need to deliver this missing information
for an accurate consistent formulation. The most common choice is GAUSS’s gauge:>’

A;
9 _, 94 _

—o, Yi_y. 341
ot ox; ( )

25The German word ansatz has the equal meaning of a trial function. We simply find out by trial
the functions satisfying differential equations.

20For the motivation of the gauge freedom see Appendix A.6 on p.305.
2T This gauge is named after Carl Friedrich GauB.
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Since the choice is free, the latter is definitely admissible and the simplest choice at
all. Another choice is called LORENZ’s gauge:*®

1J0) , 0A;
= =2 342
o~ oy (.42
which will lead to some useful simplifications in the formulation and will be used
herein. For the moment it is hard to see, how this choice shall simplify the formulation.

We need governing equations for solving electric potentials, ¢, A;, in space and
time. These equations follow from the balance of electric charge:

Opz ~ 0J;
. _O = Ji i
8t+8x, Ji =9 + pzv;
dp Ov; Op 0z 0z 04
Lo Y 3.43
Z([?t+p3xi+v5‘xi)+p8t+pvax,~+8xi (343)
Ov; 0J;
— =0.
(”+pa )+ 7t o,

By employing the balance of mass we obtain the balance of electric charge:

P+ o= =0 (3.44)

This local form of a balance equation can be written in a global form for an arbitrary
(fixed) domain, €2, of an open system, which is unbounded to the matter

03
"+ — )dv=0,
/Q(pz + 8x,-) v
/pz'dv = —/0 J:da; , (3.45)
Q Q
(/pzdv) :—/ pzv;ida; —/ Jda; ,
Q oQ oQ

where we have used GAUSS’s law and then the balance of mass for an open system
as introduced in Eq. (1.261) on p. 86. By taking Eq. (3.5) on p. 169 into account, the
balance of electric charge in a fixed domain (control volume) reads

(/ ,ozdv) = —/ Jida; . (3.46)
Q i)

In an arbitrarily chosen control volume in space, we can compute the electric charge
by using a so-called charge potential, D;, representing the amount of charge escaping
from the domain across its boundaries as follows

28The gauge is named for Ludvig Valentin Lorenz.
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/ pzdv = / D;da; . (3.47)
Q oQ

Hence D; describes in a way the displacement of electric charges. By using GAUSS’s
law we obtain another MAXWELL equation:

_ oD,

= —. 3.48
o (3.48)

pz

Moreover, we can now rewrite Eq. (3.46) and obtain a balance on an arbitrary surface,

S, instead of a volume,
(/ D,-dai) = —/ J,'da,' s
oQ oQ

(/Diddi) = [ﬂdf, —/J,»da,- s
N oS S

where H; is called the current potential. It is of importance to clarify that a volume has
an enclosed surface or hull. Hence the hull, 9€2, has no boundaries. If we exchange
the enclosed surface 92 with an arbitrary surface S, we have to add a term on the
boundary of the surface, 95, with its line element, de; » Al quantities, D;, H;, and
Ji, are measured in the laboratory frame. The arbitrary surface, S, may possess a
velocity, w;, then the local form becomes

(3.49)

oD, , oD,
- w;
8[ an

—curl(w x D); =curl(H); — J; , (3.50)

by using the aforementioned transformation and identities between Eq. (3.30) and
Eq.(3.37). As we want to use a fixed domain, w; = 0, it reads

oD; OHy

L o Jis

oD; OH; (.51
T Py, T

which is the final one of MAXWELL’s equations. From Egs. (3.48) and (3.51) we
can compute the primitive variables, ¢, A;, after closing up the governing equations
by defining constitutive equations for D; and H;. The MAXWELL-LORENTZ aether
relations® define the necessary constitutive equations in free space”!

29The line element is directed along the positive surface boundary. The positive direction is such
that we “walk along” the surface boundary and the surface is on our left-hand side.

30They are named after James Clerk Maxwell and Hendrik Antoon Lorentz.

3lEree space is a technical definition used as a reference for electromagnetic fields, E;, B;. It
can be visualized as a perfect vacuum without any medium such as massive particles that may
transport the electromagnetic fields. Even in this free space the fields do propagate (with the speed of
light, ¢).
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1
D; =eE;, H =—B8B;, (3.52)
Ho

where ) = 8.85 - 10712 As/(Vm)and 119 = 12.6 - 1077 V s/(Am) are universal con-
stants.>> Additionally, there is a paramount relation:

1
ofio = 5 » (3.53)

o2
where the speed of light in the free space, c, is also a universal constant. We can
rewrite the MAXWELL-LORENTZ aether relations as follows

OH; B

0D;
= (S,'jE() s = 6,‘]#0 . (354)

9E; 98,

They hold in free space. If we want to amend the formulation such that it holds in
matter then we separate the electric charges, z, in two parts: free and bound charges.

Basically the atomic structure is such that charged particles within core are bound
and outer charged particles—valence electrons—may move between atoms and
molecules. Therefore, there are charged particles that move freely in body and thus
conduct an electric current. The displacement of free charges per mass, z™, is given
by the free charge potential: ®;. The atomic position (energy level) of valence elec-
trons determines how much energy is necessary to conduct electric current. At most
there are 8 valence electrons: the first 2 are in s-band and the rest 6 are in p-band. The
energy levels of s and p bands varies with the occupancy. Monovalent metals such as
copper and silver have only one valence electron in the s-band with high energy such
that only a small portion of energy succeeds to move them to neighboring atoms.
Copper, silver, and gold are the best conductors.** In case of aluminum, s-band is full
with two electrons and there is 1 electron in p-band. The energy level is lower than in
monovalent metals. Therefore, aluminum is a good conductor, however, not as good
as the monovalent metals.>* If the s-band is full without any p-band electrons, then
metal is divalent and the energy level is even lower. Hence we have to supply more
energy to move the valence electrons. Iron (steel) and titanium have more resistivity
than aluminum.? Valence electrons are moving freely and enable a free conduction
current in matter.

There are also charges per mass, z — z™, which are bound. This quantity is rather
difficult to visualize. Consider a massive particle consisting of many molecules.
The molecules consisting of atoms possess many positively and negatively charged
particles distributed in space. The center of positive charges and the center of negative
charges coincide. We call this state unpolarized. As a consequence of an electric field,
these bound charges shift a bit (Iess than the atomic radius) and so-called dipoles

32Universal constants hold for every material, even without matter (in free space).

33Electronic configurations: Copper (Cu) 3d'%4s!, Silver (Ag) 4d'°5s!, Gold (Au) 4 f1454196s!.
34Electronic configuration: Aluminum (Al) 3s23p1.

35Electronic configurations: Iron (Fe) 3d%4s2, Titanium (Ti) 3d24s2.
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appear—the material is now electrically polarized. This atomic displacement creates
a polarization current.

By convention the direction of the electric polarization is given from the center
of negative charges to the center of positive charges, in the opposite direction of
(positive) charge escape, D; . Suppose the charge density is ¢ = pzin C/m?>. If positive
and negative charges in an atom moved apart a distance of d; (pointing from —g to
+4), then the dipole moment m; = gd; in C/m? creates a polarized material. For
a molecule with N atoms we can sum up all m; and divide them by the number,
N, in order to obtain an average value, (m;). In the continuum scale the electric
polarization, P; = (m;)N, is a charge area density in C/m? directing toward positive
charges. Now the bound (positive) charges diverging from the domain can be given

/ p(z — 2™)dv = — / Pda; (3.55)
Q oQ

since positive charges move from positive to negative, i.e., toward the opposite direc-
tion of P;. By using GAUSS’s law we obtain

pz — ™) = —. (3.56)

oD, . _ 0P

—_— p = ——,
8)(,' ax,-
oD; 0P i (3-57)
—— t 5 =pz",
axi 8)(;
which is equal to
09,
— = pzf, (3.58)
8)(?1'

with the free charge potential, ®; = D; + P;. We can now obtain a total charge
potential:
D;=9; - P, (3.59)

where ®; denotes a charge potential due to free charges and P; due to bound charges.
The minus sign is because of the convention that the direction of the electric polar-
ization is against the direction of the total charge potential. A moving electric charge
creates an electric current. The freely moving electric current is much greater than
the displacement current occurring due to the electric polarization. For a conductor,
the electric polarization fails to be significant. Practically, an electric polarization
occurs in an insulator.
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Additional to the electric polarization the material possesses a magnetic
polarization. Consider again in the atomic scale the dipoles. According to
RUTHERFORD-BOHR’s atomic model® the electrons moving around the nucleus
creates a current, j;,in A/m? in the atomic scale. These dipole loops induce a moment,
m; = €;jxd; jx in A/m, due to the atomic current. This current is a monopole without
positive and negative sides. The average value, (m; ), is measured as a magnetic polar-
ization (or simply a magnetization) M; = (m;) N. Magnetization in A/m is a current
line density. In the macroscopic scale we comprehend the magnetization, M;, as a
property of bound charges. Unfortunately, if the bound charges creating an electric
polarization have a circular motion they create P x v that we cannot distinguish
from the magnetization, M;, experimentally. Therefore, the sum:

M; = M; + €ji Pjug (3.60)

is observed in an experiment and also used in modeling the magnetization.’” Anal-
ogous to polarization we introduce the so-called total (free and bound) current
potential:

H; =$; +M; , (3.61)

with a plus sign since this time we have introduced the magnetic polarization in
the direction of current, thus, it has the same sign as the current potential. Now by
inserting Eqs. (3.59) and (3.61) into Eq. (3.51) we obtain

09; 0P . 0Ny + OMy, J
-ttt T =4,
ot ot ik 8xj ik axj (3.62)
agi + aﬁk Jfr '
—— Tk —=J;,
8t ik 5‘xj !
with ap Ot
J»fr':.][——i—,“—k. .
' or oy, (3.63)

We can rewrite the latter for an interpretation of the total current, J; , as a sum of
free current, Jifr', and polarization currents

sy 2P0 (3.64)
! ! ot ik 8xj ’ ’

36This model fails to be correct since if electrons would rotate they would radiate electromag-
netic waves. Since experimentally we cannot detect any radiation from atoms this visualization
is false. Better models are proposed by using quantum mechanics. However, we keep up with
continuum mechanics; for introducing magnetic polarization we use the nice visualization of
RUTHERFORD-BOHR’s model named for Ernest Rutherford and Niels Henrik David Bohr.

37The magnetization used for the modeling, 94, is an objective quantity.
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All currents are measured in the laboratory frame. We can introduce objective electric
current for the total current, J;, as well as for the free current, Jl.fr', as follows

Ji — ]l +vai , Jifr. — ]ifr. +pir4vi ) (365)
For polarized materials the objective free current is given by OHM’s law:
g =cE, (3.66)

we postpone its derivation to Sect. 3.5 on p.243. We shall define charge and current
potentials, ©; and $);, respectively, as well as electric and magnetic polarizations, P;
and 94, respectively, in order to close Eqgs. (3.58), (3.62),.

There are two similar methods used in the literature for defining the necessary
constitutive equations. The first method is based on defining the charge and current
potentials from the electric and magnetic polarizations. For a material with bound
charges we need to define material equations for charge and current potentials, ®; and
9;, respectively. Based on the MAXWELL-LORENTZ aether relations in Eqgs. (3.54)
we can motivate 5D .

1 1
O, = &5 o8, = (Hrmag )i (3.67)

el.

lj ?
and the permeability tensor, /i;; 1% For so-called simple materials the charge potential
depends only on the electric field and the current potential depends only on the

magnetic flux:

hence we obtain relations for »; and $); by measuring the permittivity tensor, £

9‘ - gel E] 5 »61 (Hm )11 Jjo (368)
where the dielectric permzttlwty, : j , and the magnetic permeability, ,ul ;> consist
of constant coefficients*® (constant in E; and B;) for linear materials. For 1sotroplc
materials they are reduced to €{f = *6;; and 4} * = p™*§;; such that we can now
write

@i — Eel.Ei — E()E_EI'E,' ,
1 (3.69)

1 L -magn\—1lp __
57)1 - :umag.Bt - (/1'0/1* ) Bl == Moﬂmag'

by introducing the relative permittivity & = £/, and the relative permeability
Qe = ™28 /1, without unit. By measuring the permittivity and permeability we
have defined the charge and current potentials. We deduce from them the electric
and magnetic polarizations:

3 The permittivity is measured in F(arad)/m = C/(V m) = A s/(V m) where F is named after Michael
Faraday. The permeability is measured in H(enry)/m = Wb/(Am) = V s/(Am) where H is named
for Joseph Henry.
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P =D; — D; = 0fE; — g0E; = £0(E" — DE; = gox*"E; ,
1 1 Smag. 1 mag. 370)
—— B +—B =" B= s g

M= =9 + H; = ma, Tma i = 7 ma
o pmeE: Ho o pmeE: Hop™me:

where X =& —1 and Y™ = ™& — 1 are the electric and magnetic
susceptibilities, respectively. Often they are found in the literature in the follow-
ing form:
| ' Xmag.
P,‘ = one'Ei = Xe'D,‘ s M = _—B,' = mag'ﬁi . (371)
Ho e

We have two different options for describing the constitutive equations for polarized
matter. The first option is to measure dielectric permittivity and magnetic permeabil-
ity such that Egs. (3.69) define the constitutive equations for the electric and current
potentials. The second possibility relies upon measurements of electric and magnetic
susceptibilities®® and using Eqgs. (3.70) as constitutive equations for the electric and
magnetic polarizations. Both are correct since we have started with their relation
as in Egs.(3.59), (3.61). In both ways we have related them to the primitive vari-
ables, ¢, A;, since E;, B; are given in terms of the electric and magnetic potentials
in Egs. (3.39). By having defined the polarization we have arrived at a constitutive
equation for the free current, J™, in Eq.(3.63). Hence the governing Egs.(3.58),
(3.62), are now closed and can be solved.

Our goal is to compute ¢ and A;, thus, we need two weak forms. Although we skip
a thorough discussion of the balance equations on singular surfaces, we will make
much use of them especially in the weak forms of the electromagnetic potentials.
A singular surface denotes an area over which a function undergoes a discontinuity.
This singularity is simply a jump in the value of the function by crossing the sin-
gular surface. Consider two different materials attached together; their interface is
a singular surface. A material specific quantity like a free charge potential, ®;, or
free current potential, §);, have jumps over the interface, since the permittivities and
permeabilities are different for the two adjacent materials. Technically, interface is a
singular surface without its own mass density. It is a fictitious surface, not a material
surface.* Moreover, we neglect any effect of the surface charges on the interface.*!

39There are various methods for measuring the susceptibilities, see for example [26, 37].

40The interface is a fictitious surface without mass. If we have a thin layer between two different
materials, we may declare it as a singular surface (surface has zero thickness) by neglecting the
layers thickness. However, the singular would have then a mass. We consider herein singular surfaces
without mass.

4l1n many applications the surface charges have no effect at all. In Sect.3.5 on p.243 we will
simulate the piezoelectric effect under 100V and have a small error less than 1V by neglecting
the surface charges, see for a detailed computation of surface charges in piezoelectric ceramics in
[21]. For some applications concerning mass diffusion (electromigration) in mixtures, the surface
charges may have a significant effect. In this book mixtures are out of scope.
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Under these assumptions the balance equations on singular surfaces take the simple
form:
n-[®]=0, nx[9H]=0, (3.72)

where we have introduced squared brackets indicating a jump. Suppose the interface
has material 1 and material 2 at both sides. The value of ©; on the interface as a
boundary of material 1 is different than the value on the interface as a boundary
of material 2. In other words, Z);’ indicates the value on the boundary of material
1, i.e., the interface adjacent to material 1. Analogously, ©; is the value on the
interface adjacent to material 2. At the same point on interface, the plane normal of
the boundary belonging to material 1, n;", is directed against the plane normal of the

boundary of material 2, n;, such that n;” = —n; . Then the balance equations read

+ _ et o (3.73)
ejkni[9e] = ejin; (O — H;) = €ijk(n; 9 +n;9)=0.
In order to obtain a weak form for computing the electric potential, ¢, we use the
balance of electric charge:
=rui=0, (3.74)
ot ’
again by starting to use the comma notation for partial derivatives in space. By insert-
ing one of MAXWELL’s equations in Eq. (3.48) and the total current as in Eq. (3.63)
into the balance equation, we acquire the field equation for electric potential:

8Di’i

P,
S (U S ) =0, (3.75)

ot R
Within a domain where P; is continuous, we can interchange the order of space and
time derivative such that the field equation reads

8@,-,,»

S (U et) =0 (3.76)

N
First we utilize the time discretization. Secondly, by multiplying with the test func-
tion, 3¢, and integrating over the domain where P; and ®; are continuous, we obtain
a variational form. In order to have it in the unit of energy we multiply the form
with At, which is constant in space. Thirdly, by integrating by parts we lower the
continuity condition and generate the weak form:

FO = / (— (D, — @?) Bd),i — Al.’ifr' 8@5,,‘ — A[Eijko,j 8¢,;)d1}+
Q*
(3.77)
+A n; (®; —@?—}—At.]ifr' + Atej My, ;) dpda .
9+
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Consider a domain, €2, consisting of two materials, €2; and €2,. A polarized material
surrounded by air is an adequate example. We simply state that Q = €; U 2, and
0Q! = 02 N 0K, where the interaction boundary between the different materials,
0!, is a fictitious, singular surface. The primitive variables are continuous within
the whole domain: the electric and magnetic potentials, ¢, A;, are continuous in €.
Hence, the electric field, E;, as well as the magnetic flux density, B;, are continuous
in Q2. However, this case fails to be true for constitutive equations. For example, ]if"
has a jump on the interface since the electrical conductivities within €2 and €2, differ.
Analogously P; and ®; have discontinuities on the interface.

By discretizing in space we solve the integral form in each finite element and sum
itup over the elements. If we observe two elements on both sides of the interface, i.e.,
one element is in £2; and the other one is in €25, then the summation over elements lead
to two boundary integrals coming from each element with a plane normal pointing
outward the domain 2; or £2,. Hence we obtain a jump on the interface and attain
the following weak form:

Fy = / (— @i —DN 8¢ — AtI[F 8¢, — Ate;juMi j 3¢, )dv+
Q
+/ n; [@, — @? —+ AIJifr' =+ Al‘E,‘jkMk’j] 6¢ da+ (378)
oQ!

+/ ni(D; — D) + AtJ[F + AteijpM ;) dpda .
oQ

From the balance equation on singular surfaces we know that n; [@i] = 0. Therefore,
the weak form for computing the electric potential reads

Fy = / (— @i — DN 8¢, — AtJ" 8¢, — AterjiMy ; 5¢;)dv+
Q
- / (n[At[Jifr'] 8¢ + n; Ate;j[ M ] 8¢)da+ (3.79)
oQ!
+/ n; (D; — @? + At.]ifr' + Atel‘jkﬂ\/[k,j) d¢pda .
9

We will employ DIRICHLET boundary conditions on 92 such that §¢|sq = 0 leads
to the following weak form:

Fy = / (= @i = D)) 8¢, — AtJ[" 8¢ — Ateiju My, j 86,i)dv+

Q | (3.80)

+/ (n,-At[Ji”‘] 8¢ + n; Ateiji| M ;] 8¢)da :
oQ!
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For the magnetic potential, A;, we will use MAXWELL’s Eq. (3.51), namely,

oD,

e + €ijpHej = Ji (3.81)
after implementing LORENZ’s gauge. This choice of the gauge is because of numerical
reasons—LORENZ’s gauge enables a simplification in the field equation. In order to
see this simplification we employ the MAXWELL-LORENTZ aether relations

8(5E)+ 8(18) J 3.82)
- i) T\~ =Ji. .
o’ i Oxj \ o , (
After utilizing Egs. (3.39) we obtain

0 0¢ OA; 1 %A,
— ——i——) — €ikbomn———— = J; . 3.83
Y <3x,~ or ) T, R o o (383)
Since €;jx = €;; and additionally with the identity, €x;j€xmn = im0 jn — 0in0 jm, hold-

ing in Cartesian coordinates, we acquire the following equation:

€0

8o O*A; 1 [ BA; 0P A;
teo—m5 +— - =Ji,
OtOx; o2 pog\0x;0x;  0x;0x;

0 ( 06 1 0A, A 1 PA
a\coq +— ) teoms — = =
Ox; Ot g Ox; ot o Ox;0x;

(3.84)

Ji

where SCHWARZ’s theorem*? has been used. The first term vanishes by applying
LORENZ’s gauge in Eq. (3.42). After inserting the total current from Eq. (3.63), the
field equation for magnetic potential reads

PA; 1 0*A; IP;
=+ M (3.85)

0o T pgoxox; o1

As usual, after discretizing in time we generate the weak form by multiplying with
the test function and lower the differentiability by integrating by parts and acquire

A — 2A? + A?O 1 e
Faq = (50— d3A; + —A; j3A;; — J;"8A;—
Q At At Ho
(3.86)
. — P 1
— Y SA; + Ei_jk% SA,',J')dU —/ (—A,’,j + 6,'(,'](%() BAin_,-da .
aQ ‘Mo

Again by summing up over the finite elements we find out (by recalling that 1 is a
universal constant)

“2The interchangeability of the order of variables in a differentiation is named after Hermann
Amandus Schwarz.
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F —/( A2 AR L A, - g
A — o €0 At AL i Lo i,j i,j i i
llli !
8A; + €k My SAi,j)dU - —[Aij] + €[] ) 5Ain;da—
At o9 \ o

1
—/ (_Ai,j + €ijkak) 8A;n;da .
oQ “Ho ’

(3.87)
For the jump condition we use the following balance equation on singular surfaces:

exn;[Hc] =0. (3.88)
By rewriting the latter we acquire

e,-jknj[Hk — W[k] =0 )
eijen [ Hi] = ejunj[94] (3.89)

1
Gijknjgeklm [Ani] = ejun;[Me] -

Now by using the identity €;jx€xm = 0i10jm — dim0;; We obtain

1
n,-%[A,-,i — Aij] = eijnj[M]
| | (3.90)
nj—[Aji] = nj—[Ai;] + €n;[94] -
Ho Ho
Therefore, the weak form for computing the magnetic potential reads
A; —2AY + A% 1
F = ( _— A,‘ —A,' i A,‘ i — Jfr A,‘—
ormy /Q €0 AT AL d3A; + g 0 dA; i d
P, — P’
— B A e b A )dv— (3.91)
At '
1 1
_/ _[A]z] SA,-njda —/ (_Ai,j +€ijk%) BAinjda .
Q! Ho o “Ho

Since the primitive variables are continuous across the interface, the integral on 92!
vanishes. Moreover, we will use DIRICHLET boundary conditions on €2 such that
3A;loq = 0 leads to the weak form:

F /( A"_ZA?JFA?OSAJFIA A, — JT5A
= Eg——————— i — A ij — J;i : i—
A Q 0 At At o I I

P — P

At

(3.92)

dA; + €k My 6Ai,j)dv .
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By using the weak form: Form = F, 4+ F4 with F;; as in Eq.(3.80) and F4 as in
Eq.(3.92), we compute three engineering examples: capacitor, transformer, skin and
proximity effects in a conductor.

3.2.1 Capacitor Simulation

An electric insulator between two metal conductors is a capacitor. Since the insulator
does not permit an electric current, any positive or negative charges brought on the
conductors are held. In other words, the capacitor stores electric energy. The stored
charges on the conductors can be used as a power supply by connecting them in a
circuit. This method is used in camera flashes where the capacitor is first charged by
the battery and then the flash gets its power from the capacitor. If the current (power
consumption) is high the battery starts to sag (shows a high latency and provides a
lower energy output due to the resistance). Capacitors are much more accurate and
reliable especially for high power consumptions, like a bright light for a short period
of time as being the case in a camera flash.

Consider an insulator between two metal plates. As insulator we will use PTFE,*
metal plates are made of copper. The capacitor is surrounded by air. The geometry
consists of three different parts, namely PTFE, copper, and air. For generating the
geometry and meshing, i.e., for preprocessing we use Salome** and obtain the model
in Fig. 3.4. Airis aninsulator, ¢ = 3 - 1013, andits susceptibilities are zero. In other
words, air can be undertaken as a free space (vacuum) by means of electromagnetic
interaction with the following permittivity and permeability:

c0=28.85-10"2As/(Vm), po=12.6-10""Vs/(Am). (3.93)
PTFE is an insulator and shows a strong electric polarization and a weak magnetic
polarization:

c=10"5S/m, xop =1, Xprgg = 107°. (3.94)

Copper (Cu) is a conductor, thus, it shows no electric polarization, ijl{l =0, but a
weak magnetization:

¢ =585S/m, xou©f =—107". (3.95)

Since x o < 0, copper is a diamagnetic material.

“3PTFE stands for PolyTetraFluoroEthylene—its prominent brand-name is Teflon from DuPont in
France.

44See Appendix A.3 on p.297 for instructions how to mark the surfaces for applying the boundary
conditions and to mark the volumes for different parts.
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i

R

Fig. 3.4 The geometry is a capacitor in air with an insulator out of PTFE with two copper plates
on both sides

For computing the primitive variables, viz., electric potential ¢ and magnetic
potential A;, we exploit the weak form as given in Egs. (3.80), (3.92). At both sides of
the capacitor we set the electric potential such that the difference increases (linearly)
over time. After 1s there is 0.2V difference between the plates. Since PTFE is an
insulator no current flows, however, we can measure an electric field due to the electric
polarization. In other words, bound charges shift and this displacement of charges
known as dielectric displacement creates an electric field within the capacitor as well
as in the surrounding air. Moreover, this field varies in time leading to a magnetic
field. Both effects can be seen in Fig.3.5.

Electric field, E;, and magnetic flux (area density), B;, are orthogonal to each
other. We show in Fig.3.5 the electric field on z-plane and the magnetic flux on
y-plane. The magnetic flux is small, however, it exists. Its magnitude depends on the
rate of voltage on the plates, we generate 0.2V difference in 1s. In other words, the
polarization current during charging is very low. Since PTFE is an insulator, there
occurs no conduction current and the polarization current gains importance. If the
capacitor is fully charged and the circuit is cut off, then the electric field becomes
stationary, polarization current and thus the magnetic flux vanish completely.
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Fig. 3.5 PTFE insulator is visualized as wireframe and the copper plates as surfaces. The capacitor
is colored by ¢. The polarization of the capacitor creates an electric field shown on the upper figure.
It creates also a magnetic flux during charging presented on the lower figure. The E; and B; fields
are visualized by arrows only on cut planes for the sake of a better visualization. The transient
solution is presented at 1's

Far away from the capacitor—on the domain boundaries—electromagnetic fields
vanish throughout the simulation, ¢ 0o = 0. A | 9o = 0. which is implemented as
DIRICHLET conditions. On interfaces between air and copper, PTFE and copper,
air and PTFE; the conditions from the balance equations on singular surfaces are
implemented as aforementioned by deducing Eqgs. (3.80), (3.92). The geometry for
the computation can be found in [1]. Below, the code is given for the capacitor
where standard finite element form functions are used and all primitive variables are
computed at once in each iteration.
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I |”7”” Computational reality 16, polarized material , simulation
— of a capacitor”””

__author__ = ”"B. Emek Abali”

__license__. = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

6 |from fenics import x
7 | import numpy
s | set_-log_level (ERROR)

9 ta

17 13D
18 | 3D
IU LN ]

20 | mesh = Mesh( 'geo/CR16_geo.xml")

”metal”
” ptfe77

102D 1 ”"boundary_in”
11 12D 2 ”boundary_out”
122D 3 "metal_air”
312D 4 ”ptfe_air”
112D 5 ”ptfe_metal”
152D 6 ”boundary_air”
163D 1 ”air”

2

3

21 | cells = MeshFunction('size_t ', ,mesh, 'geo/
— CR16_geo_physical_region.xml")
22 | facets = MeshFunction('size_t ', ,mesh, 'geo/

< CR16_geo_facet_region.xml")

24 |def material_coefficient (target_mesh, cells_list , coeffs):
25 coeff_func = Function (FunctionSpace (target_mesh, 'DG', 0)

N

)

26 markers = numpy. asarray (cells_list.array (), dtype=numpy.
< int32)

27 coeff_func.vector () [:] = numpy.choose(markers—1, coeffs)

28 return coeff_func

29

30 |[n = FacetNormal (mesh)

31 |#interface , area , volume elements

32 | di = Measure('dS', domain=mesh, subdomain_data=facets)

33 | da = Measure('ds', domain=mesh, subdomain_data=facets)

34 |dv = Measure('dx', domain=mesh, subdomain_data=cells)

36 | Scalar = FunctionSpace (mesh, 'P', 1)

37 | Vector = VectorFunctionSpace(mesh, 'P', 1)

38 | Tensor = TensorFunctionSpace (mesh, 'P', 1)

39 | Space = MixedFunctionSpace([Scalar, Vector]) #phi, A

1 |#units: m, kg, s, A, V, K

12 | delta = Identity (3)

135 | levicivita2 = as_matrix ([ (0,1,-1) , (-1,0,1) , (1,-1,0) ])
14 | levicivita3d = as_tensor ([ ( (0,0,0),(0,0,1),(0,—-1,0) ) , (
< (0,0,-1),(0,0,0),(1,0,0) ) , ( (0,1,0),(—1,0,0)

— 7(0>070) ) ])

15 | epsilon = levicivita3

16
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eps_0 = 8.85E—-12 #in A s/(V m)
mu0 = 12.6E-7 #in V s/(A m)

null=1E—20 #for numerical reasons it is not zero

F#air

varsigma_air = 3E-15
chi_el_air = null

chi_ma_air = null

mu_r_ma_air = chi_ma_air + 1.

#metal (copper)
varsigma_cu = 58.5E4+6 #in S/m or in 1/(Ohm m)

chi_el_cu = null
chi_ma_cu = —1E-5
mu_r_ma_cu = chi_ma_cu + 1.

#Teflon (ptfe) is an insulator

varsigma_ptfe = 1E—25 #in S/m or in 1/(Ohm m)
chi_el_ptfe = 1.0

chi_ma_ptfe = 1E—6

mu_r_ma_ptfe = chi_ma_ptfe + 1.

chi_el = material_coefficient (mesh, cells, [chi_el_air ,
< chi_el_cu, chi_el_ptfe])

chi_ma = material_coefficient (mesh, cells, [chi_ma_air,
< chi_ma_cu, chi_ma_ptfe])

mu.r-ma = material_coefficient (mesh, cells, [mu.r_ma_air,
<> mu.r-ma._cu, mu.r_-ma_ptfe])

varsigma = material_coefficient (mesh, cells, [varsigma_air,

< varsigma_cu, varsigma_ptfe])

tMax = 1.0

Dt = 0.1

t = 0.0

capacitor-1 = Expression('0.lxtime', time=0)
capacitor-2 = Expression('—0.1«time', time=0)

bc01=DirichletBC (Space.sub(0), capacitor_1, facets, 1)

bc02=DirichletBC (Space.sub(0), capacitor_-2, facets, 2)

bc03=DirichletBC (Space.sub(0), Constant(0.), facets, 6)

bc04=DirichletBC (Space.sub (1), Constant ((0.,0.,0.)), facets,
— 6)

bc = [bc01,bc02,bc03,bc04]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
del_phi, del_A = split(test)

unkn = Function (Space)
unkn0 = Function (Space)
unkn00 = Function (Space)

197
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unkn_init = Expression(('0.0', '0.0','0.0','0.0"))
unkn00 = interpolate (unkn_init ,Space)

unknO. assign (unkn00)

unkn. assign (unkn0)

phi, A = split (unkn)
phi0, A0 = split (unknO)
phi00, A00 = split (unkn00)

i, j, k, 1 = indices(4)

delta = Identity (3)

E = as_tensor(—phi.dx(i)—(A-A0)[i]/Dt, (i,)
E0 = as_tensor(—phi0.dx(i)—(A0-A00)[i]/Dt,
B = as_tensor (epsilon[i,j,k]*A[k].dx(j), (i

)
(i,))
7))

= eps-Oxchi_elxE

0 = eps_Oxchi_el*E0

=D+ P

mD0 = DO + PO

MM =1./mu_0/mu_r_masx*chi_ma B
J_fr = varsigmaxE

D
H= 1./mu0xB
P
P

g

F_phi = ( —(@mD-mDO) [i]xdel_phi.dx(i) — DtxJ_fr[i]«del_phi.dx(
i) — Dtxepsilon[i,]j,k]+«MM[k].dx(j)*del_phi.dx(i) )=*(dv
(1)+dv(2)+dv(3)) + ( n('+") [i]«Dt*(J_fr('+') — J_fr('—
"Y)[i]«del_phi('+"') + n('+"')[i]*Dtxepsilon[i,], k] (MMV(
') [k].dx(j) — MM('=") [k].dx(]))=del_phi('+"') )=(di
(3)+di(4)+di(5))

(A

F.A = (eps_-0*(A—2.«A0+A00) [i]/Dt/Dtxdel A[i] + 1./mu0xA[i].
— dx(j)sdel_A[i].dx(j) —=J-fr[i]xdel_A[i] — (P—P0)[i]/Dtx
«— del_A[i] + epsilon[i,j,k]«MM[k]«del_A[i].dx(j) )=(dv

(1)4+dv(2)+dv(3))

Form = F_phi + F_A
Gain = derivative (Form, unkn, dunkn)

pwd='/calcul /CR16_capacitor/"
file_phi_metal = File (pwd+'phi_metal.pvd')
file_phi_ptfe = File(pwd+'phi_ptfe.pvd")
file.E = File (pwd+'E.pvd")

file_.B = File (pwd+'B.pvd")

mesh_metal = SubMesh(mesh, cells ,2)
mesh_ptfe = SubMesh(mesh, cells ,3)

VectorSpace_metal = FunctionSpace (mesh_metal, 'P', 1)
VectorSpace_ptfe = FunctionSpace (mesh_ptfe, 'P', 1)
phi_metal = Function (VectorSpace_metal , name='$\phi$ ")

phi_ptfe = Function(VectorSpace_ptfe, name='$\phi$"')
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while t < tMax:

t += Dt

print 'time: 't
capacitor_1.time = t
capacitor_2.time = t

solve (Form==0, unkn, bc, J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:

— ”mumps” , "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp-optimize”: True, 7

< representation”: ”"quadrature”, ”

< quadrature_degree”: 2} )

phi_metal . assign (project (unkn. split (deepcopy=True) [0],
— VectorSpace_metal))

file_.phi_metal << (phi_-metal, t)

phi_ptfe.assign (project (unkn.split (deepcopy=True) [0],
< VectorSpace_ptfe))

file_phi_ptfe << (phi_-ptfe, t)

file_B << (project (B, Vector) ,t)

file_E << (project (E, Vector) ,t)

unkn00 . assign (unkn0)

unkn0. assign (unkn)

3.2.2 Transformer Simulation

Every electronic device uses electricity. For example in a laptop the motherboard
needs 12V, however, the plug on the wall supplies 110-240V depending on the
country. For decreasing the voltage from the plug to the necessary voltage for the
laptop, we need a transformer. The transformer consists of a core and two windings.
The primary winding is connected to the input (to the plug on the wall) and the
secondary winding is connected to the output (to the laptop). We model a simple
transformer with a primary winding of 3 turns and a secondary winding of 2 turns,
see Fig.3.6.

The windings and core are good conductors; however, they are not in contact. Since
both windings are connected to different circuits, we have an input and an output
voltages. The input voltage due to the alternating current (A.C.) varies harmonically
in v = 50Hz, and due to the coiled geometry of the winding, this induces a magnetic
flux along the core. The core is chosen out of a ferromagnetic material with high
permeability such that the magnetic flux is increased within the core. It generates a
strong magnetic polarization directed along the core. Thus, the magnetic flux created
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Fig. 3.6 The geometry is a transformer in air. A ferromagnetic electric steel is used as the
transformer core and it transports the magnetic flux from the primary to the secondary winding,
without contacting the windings

by the primary winding is increased and transported to the secondary winding. This
flux induces a change in the electric potential on the secondary winding. As the input
current in the primary winding is alternating, an induced A.C. is generated as the
output.

If the magnetic core has no losses, then 3 turns input and 2 turns output would
decrease the input voltage to 2/3. Of course the core material has some losses. Two
different physical phenomena cause losses in the core. The first one is due to the
magnetostriction, i.e., a deformation owing to the magnetic polarization. This effect
causes a vibration in A.C. We assume rigid bodies in this section such that we ignore
this effect in the simulation. The second aspect is mainly a characteristic of the chosen
material. Modern transformers use a material called an electric steel with negligibly
small losses. A small amount of silicon mixed into the steel is named as an electric
steel. Moreover, the orientation of grains in the electric steel are directed along the
core geometry. This choice reduces the loss further such that we assume that the
material shows no hysteresis in A.C. In order to justify this assumption we consider
a Grain Oriented Electric Steel (GOES) alloy with the experimental data as seen in
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Fig. 3.7 Permeability A.C. measurement of a Grain Oriented Electric Steel (GOES) alloy, in
logarithmic base (left) and in non-logarithmic base (right). The experimental data is taken from
Allegheny Technologies Incorporated, www.ATImetals.com

Fig.3.7. The experimental data is provided in logarithmic base and shows that no
hysteresis occurs in A.C. In order to comprehend the data better, we plot it in normal
(non-logarithmic) base. Obviously, the relation between B; and $); is not linear in
the whole range, in other words, the permeability is not a constant. However, by
restricting to magnetic fluxes lower than 1.5 T we may assume a constant (relative)
permeability:

1M =20000 . (3.96)

Copper and GOES alloy are conductors such that we implement Egs. (3.80), (3.92)
for computing the electric potentials. On the ends of the winding with 3 turns the
electric potential is prescribed by DIRICHLET conditions:

¢ = Asin(v2nt) , (3.97)

where A = 110V atboth ends and v = 50 Hz such that we have a 220V difference
alternating with 50Hz as usual in the home electricity in Europe. The core out of
GOES alloy and the copper windings are embedded in air.*’ In reality there is a thin
layer on the winding, a coating, suppressing a current in the plane normal direction.
Hence, for a precise modeling, the current toward the interface normal is set to
zero on the interface between air and winding. We employ Eqs. (3.80), (3.92) for
computing the electromagnetic potentials leading to the magnetic flux due to the
electric current in the primary winding. The winding made of copper possesses
an electric conductivity as high as ¢ = 1/r = 58.5 - 10° S/m. However, this is not

431n reality, the transformer is housed in a polymer like epoxy, which is an insulator alike air. We
just neglect the electric polarization occurring in the polymer housing.
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realistic. The winding is on a circuit with a resistance. Otherwise, the electric current
would be so high that the production of heat due to the JOULE heating would melt
the copper wire. For a 30 W transformer the resistance on the primary winding can
be chosen as R; = 100 Q2. Since in the transformer we have 3 turns in the primary
and 2 turns in the secondary winding we reduce from 220V to 220/(3/2) ~ 150 V.
The current in A reads

= / gda; (3.98)

and the voltage is V; =220V and V, = 150V in two windings. Since the power is
the same in each winding:

P=1LV, =LV, (3.99)
we can find out the adequate resistance on the secondary winding

Vi=hLRy, V2 =DLR>,

Rl i (Vi\* (3}
wwn=(n) =) o100
Ro= L
(3/2)?

As the coils of radius, r. = 0.004 m, has a surface of a = 1 rc2 /2, the conductivity
of windings, ¢ = 1/r, read

£ £

I 3.101
Ria ) Roc ( )

S1

where the length of each winding is ¢,, = 2 1 ry, with the winding radius of ry, =
0.02 m. The primary winding is then £; = 3¢,, and the secondary winding is of length
£, = 2¢,,. Since the resistance in the second winding is lower, the possible electric
current is higher. The electric current in the first winding flows in a helix such that
a magnetic flux is induced inside the coil, i.e., in the core in —z direction. This flux
creates a magnetic polarization in the core. The polarization is transferred over the
core to the second winding. There the magnetic flux is in 4z direction and creates an
electric current in the second winding in the opposite direction. In a power supply with
A.C. the direction of current has no importance. We visualize the electric potentials
in the windings, the magnetic polarization within the core, and the magnetic flux in
the whole space in Fig.3.8. The geometry for the computation is in [1]. The code
below is used for the transient simulation of electrodynamics in rigid bodies.
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77”7 Computational reality 16, polarized material , simulation
— of a transformer”””

_—author__ = "B. Emek Abali”

__license_-_ = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~— http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =
import numpy
set_log_level (ERROR)

[

2D 1 ”copper_-2_out”

2D 2 ”copper_1l_in”

2D 3 ”copper_1_out”

2D 4 7air_goes”

2D 5 ”"copperl_air”

2D 6 ”"copper2_air”

2D 7 ”air_boundary”

2D 8 ”"copper_2_in”

3D 1 "copper_-1_with_3_turns”

3D 2 ”"copper-2_with_2_turns”

3D 3 7air”

3D 4 ”goes”

o

mesh = Mesh( 'geo/CR16_geo_trafo.xml")

cells = MeshFunction('size_t ' ,mesh, 'geo/
— CR16_geo_-trafo_physical_region.xml")

facets = MeshFunction('size_t ' ,mesh, 'geo/

— CR16_geo_trafo_facet_region.xml')

def material_coefficient (target_-mesh, cells_list , coeffs):
coeff_func = Function (FunctionSpace (target_-mesh, 'DG', 0)

=)

markers = numpy. asarray (cells_list .array (), dtype=numpy.
< int32)

coeff_func.vector () [:] = numpy.choose(markers—1, coeffs)

return coeff_func

n = FacetNormal (mesh)

#interface , area, volume elements

di = Measure('dS', domain=mesh, subdomain_data=facets)
da = Measure('ds', domain=mesh, subdomain_data=facets)
dv = Measure( 'dx', domain=mesh, subdomain_data=cells)
Scalar = FunctionSpace (mesh, 'P', 1)

Vector = VectorFunctionSpace(mesh, 'P', 1)

Tensor = TensorFunctionSpace (mesh, 'P', 1)

Space = MixedFunctionSpace([Scalar, Vector]) #phi, A

#units: m, kg, s, A, V, K

delta = Identity (3)

epsilon = as_tensor ([ ( (0,0,0),(0,0,1),(0,—-1,0) ) , (
— (070771)7(07070)7(17070) ) ) ( (07170)7(7]%070)
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— ,(0,0,0) ) ])

eps_0 = 8.85E—-12 #in A s/(V m)
mu0 = 12.6E-7 #in V s/(A m)

null=1E—20 #for numerical reasons it is not zero
#Grain Oriented Electrical Steel (GOES) is a ferromagnetic

— material

varsigma_goes = 2.1E4+6 #in S/m or in 1/(Ohm m)

chi_el_goes = null

mu_r_-ma_goes = 20000. #approximately
chi_ma_goes = mu_r_ma_goes — 1.

#air

varsigma_air = 3E-15

chi_el_air = null

chi_ma_air = null

mu_-r_ma_air = chi_ma_air + 1.

#metal (copper)

a = pix0.004%%2/2.

Il.w = 2.xpix0.02

#winding 1 with 3 turns

11 = 3.xl_w

R_1 = 100. #in Ohm or 1/S

V.1 220. #in V

I.1 = V_.1/R_1

varsigma_cu-1 = 1.1 /(R.1xa) #in S/m
#winding 2 with 2 turns

1.2 = 2.x1_w

R-2 = 45.

varsigma_cu-2 = 1.2 /(R-2%a) #in S/m or in 1/(Ohm m)

chi_el_cu = null
chi_ma_cu = —1E-5
mu._r-ma_cu = chi_ma_cu + 1.
chi_el = material_coefficient (mesh, cells, [chi_el_cu,
— chi_el_cu, chi_el_air, chi_el_goes])
chi_ma = material_coefficient (mesh, cells, [chi_ma_cu,
«— chi_ma_cu, chi_ma_air, chi_ma_goes])
mu_-r-ma = material_coefficient (mesh, cells, [mu.r_ma_cu,
<> mu.r.ma._cu, mu.r_ma-.air, mu.r_-ma._goes])
varsigma = material_coefficient (mesh, cells, [varsigma_cu.1,

< varsigma._cu-2, varsigma_air, varsigma_goes])

tMax = 0.02
Dt = tMax/20.
t = 0.0

bc01=DirichletBC (Space.sub(0), Constant(0.), facets, T7)
bc02=DirichletBC (Space.sub (1), Constant((0.,0.,0.)), facets,
— T7)
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NN
1

bc_cu-in = Expression('Axsin(nux2.0* pixtime)',A=V_1/2. nu
— =50.,time=0.)

bc_cu_out = Expression('Axsin(nux2.0*pixtime) ' ,A=—V_1/2.,nu
— =50.,time=0.)

bc03=DirichletBC (Space.sub(0), bc_cu_in, facets, 2)

bc04=DirichletBC (Space.sub(0), bc_cu_out, facets, 3)

bc = [bc01,bc02,bc03,bc04]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
del_phi, del A = split(test)

unkn = Function (Space)
unkn0 = Function (Space)
unkn00 = Function (Space)

unkn_init = Expression(('0.0', '0.0','0.0','0.0"))
unkn00 = interpolate (unkn_init ,Space)

unkn0. assign (unkn00)

unkn. assign (unkn0)

phi, A = split (unkn)
phi0, A0 = split (unknO)
phi00, A00 = split (unkn00)

i, j, k, 1 = indices (4)

delta = Identity (3)

E = as_tensor(—phi.dx(i)—(A-A0)[i]/Dt, (i,))

E0 = as_tensor(—phi0.dx(i)—(A0-A00)[i]/Dt, (i,))
B = as_tensor (epsilon[i,j,k]*A[k].dx(j), (i,))

D

H= 1./mu0«B

P = eps_Oxchi_el*E

PO = eps_0Oxchi_el*E0

mbD =D+ P

mDO = DO + PO

MM = 1./mu_0/mu_r.maxchi_maxB
J_fr = varsigma=xE

F_phi = ( —mD-mDO) [i]+xdel_phi.dx(i) — DtxJ_fr[i]«del_phi.dx(
< i) — Dtxepsilon[i,j,k]«MM[k].dx(j)*del_phi.dx(i) )=*(dv
— (1)+dv(2)+dv(3)+dv(4)) + n('+"')[i]*Dtxepsilon[i,],k]=*(
o MM( ) (k] dx(§) — MM{'— ) [k].dx(]))wdel_phi(+)(di

< (1)4di (4)+di (5)+di (6)+di(8))

F.A = (eps_-0%(A—2.xA04+A00) [i]/Dt/Dtxdel A[i] + 1./mu0«A[i].
< dx(j)xdel_A[i].dx(j) —J_fr[i]*del_A[i] — (P—P0)[i]/Dts
— del_A[i] + epsilon[i,j,k]«sMM[k]xdel_-A[i].dx(j))=(dv(1)
— +dv (2)+dv(3)+dv(4))

Form = F_phi + F_A

Gain = derivative (Form, unkn, dunkn)
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139
140 |pwd="'/calcul /CR16_transformer /'
141 | file_.phi = File (pwd+'phi.pvd")
142 | file-M = File (pwd+"M.pvd")

143 | file_.B = File (pwd+'B.pvd")

144
145 | mesh_1 = SubMesh (mesh, cells ,1
146 | mesh_2 = SubMesh (mesh, cells ,2
147 | mesh_3 = SubMesh (mesh, cells ,3
118 | mesh_4 = SubMesh (mesh, cells ,4
149

)
)
)
)

150 | phi_copper_-1_- = Function (FunctionSpace (mesh_1, 'P', 1), name=
<~ '$\phi$ in V')

151 | phi_copper_-2_ = Function (FunctionSpace (mesh_2, 'P' 1), name=
< '$\phi$ in V')

152 | MM_goes_ = Function (VectorFunctionSpace(mesh_4, 'P', 1), name
— ='$§|\ mathcal{M}_i|$ in A/m")

53 | B. = Function (VectorFunctionSpace(mesh, 'P', 1), name='$|B_i|
— $ in T')

1
1
156 | while t < tMax:
1

57 t += Dt

158 print 'time: 't

159 bc_cu_.in.time = t

160 bc_cu_out.time = t

161 solve (Form==0, unkn, bc, J=Gain, \

162 solver_parameters={"newton_solver”:{” linear_solver”:
< "mumps”, "relative_tolerance”: le—5} }, \

163 form_compiler_parameters={” cpp-optimize”: True, 7
— representation”: "quadrature”, ”

< quadrature_degree”: 2} )

165 phi_copper_1_.assign (project (unkn.split (deepcopy=True)

< [0], FunctionSpace(mesh_1, 'P', 1)))

166 file_phi << (phi-copper-1_, t)

phi_copper_2_.assign (project (unkn.split (deepcopy=True)
< [0], FunctionSpace(mesh_2, 'P', 1)))

168 file_phi << (phi-copper-2_, t)
169 MM _goes_. assign (project (MM, VectorFunctionSpace(mesh_4, '
— P', 1)))

170 fileeM << (MM_goes_, t)
1 B_.assign (project (B, VectorFunctionSpace(mesh, 'P', 1)))
2 file_B << (B_,t)

unkn00 . assign (unknO)
5 unknO. assign (unkn)
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Fig. 3.8 Three fields are visualized at = 0.05s. The core out of GOES alloy is magnetized, the
magnetic polarization is visualized as arrows colored by the values of #;. The primary winding
with 3 turns and the secondary winding with 2 turns are colored by the electric potential, ¢. On a
slice in y-plane, the magnitude of the magnetic flux density, B;, is shown as colored. The magnetic
flux is immensely increased inside the core, so the leaded magnetic field from the primary to the
secondary coil induces an electric potential in the secondary coil. Since the current is alternating
on the primary coil, the induced current is alternating, too

3.2.3 Proximity and Skin Effects

In a conductor, for example in a copper wire, the charge carriers are valence electrons.
They conduct the charge and this transport is called the free objective electric current,
,7ifr'. It depends on the electromotive intensity, Z;, which is the electric field measured
on the co-moving frame. In this section we assume the copper wire as a rigid body;
all objective variables, 5, %;, M;, equal to their corresponding variables measured
in the laboratory frame, J* = 3, E; = &, M; = M;.

An alternating electric current induces a magnetic field, which again induces a
current in the wire itself. This induced current is swirling within the wire and is called
FOUCAULT or eddy current.*® The eddy current is perpendicular to the cross-section
of the wire and is directed along the current near the surface and against the current
in the core of the wire. The net amount of current is greater on the outer shell than
in the core of the wire. Even if we apply a constant electric potential over the cross-
section, the current comes out as distributed. The effective conduction current (area
density), Jifr', is greater near surface than in core. In Fig. 3.9 the so-called skin effect
is visualized at 500kHz. Skin effect occurs in an alternating current, A.C., since a
current is induced due to the varying charge potential. Impedance is an effective
resistance of the wire against A.C., thus, the skin effect increases the impedance of
the wire more in the core than on the surface. The deviation of the impedance between
surface and core increases with increasing frequency. Especially for digital cables
carrying signals in MHz, the skin effect results in an effective current transported

46Eddy current was discovered firstly by Jean Bernard Léon Foucault.
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Fig. 3.9 Skin effect at S00kHz can be seen at 1/10 of the period. Colors denote to the magnitude
of Jif" and arrows denote the direction of the magnetic flux density, B;
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Fig. 3.10 Proximity effect is seen at 1/10 of the period at 500kHz. Colors denote to the magnitude
of Jifr' and arrows indicate B;

on the surface. Special finishing is used on the surface of high quality cables to
maximize the purity of copper and increase the conductivity on the surface as much
as possible.

By having two cables, the eddy currents of both play a role such that the current
distribution on the cross-section changes, which is referred to as a proximity effect.
The proximity effect is visualized in Fig. 3.10. Especially for cables in high frequen-
cies there are many different designs reducing the skin and proximity effects. The
general idea is to use bundles twisted around each other such that the proximity effect
is eliminated by the neighboring cables in every direction. These cables are called
litz wires.*’ The geometries for the computations can be found in [1] and the code
used for computing the skin and proximity effects is given below.

4T Der Litzendraht in German means stranded wire.
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?7?” Computational reality 16, polarized material , skin
— proximity effect”””

__author__ = ”B. Emek Abali”

__license__ = ”GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =x
import numpy
set_log_level (ERROR)

2D 1 ”in”

2D 2 7out”

2D 3 ”air_boundary”

2D 4 ”air_copper”

3D 1 ”air”

3D 2 "copper”

rra

mesh = Mesh('geo/CR16_geo_proximity_two_wires.xml")
cells = MeshFunction('size_t ' ,mesh, 'geo/

and

<~ CR16_geo_proximity_two_wires_physical_region.xml")

facets = MeshFunction('size_t ' ,mesh, 'geo/
— CR16_geo_proximity_two_wires_facet_region .xml")

def material_coefficient (target_-mesh, cells_list , coeffs):
coeff_func = Function (FunctionSpace (target_mesh, 'DG', 0)

— )

markers = numpy. asarray (cells_list .array (), dtype=numpy.
< int32)

coeff_func.vector () [:] = numpy.choose (markers—1, coeffs)

return coeff_func

n = FacetNormal (mesh)

#interface , area , volume eclements

di = Measure('dS', domain=mesh, subdomain_data=facets)
da = Measure('ds', domain=mesh, subdomain_data=facets)
dv = Measure( 'dx', domain=mesh, subdomain_data=cells)
Scalar = FunctionSpace (mesh, 'P', 1)

Vector = VectorFunctionSpace(mesh, 'P', 1)

Tensor = TensorFunctionSpace (mesh, 'P', 1)

Space = MixedFunctionSpace([Scalar, Vector]) #phi, A

#units: m, kg, s, A, V, K

delta = Identity (3)

epsilon = as_tensor ([ ( (0,0,0),(0,0,1),(0,—-1,0) ) , (
— (070»_1)7(07070)1(17070) ) ’ ( (07170)7(_1,070)
— ,(0,0,0) ) ])

eps-0 = 8.85E—-12 #in A s/(V m)
mu0 = 12.6E-7 #in V s/(A m)

null=1E—20 #for numerical reasons it is not zero
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#Hair

varsigma_air = 3E-15
chi_el_air = null

chi_ma_air = null

mu_r_ma_air = chi_ma_air + 1.
#copper

rho_cu = 8960. #in kg / m"3

a = pix0.01xx2/2.

1 =0.1

R 100.

varsigma_cu = 1/(R+a) #in S/m or in 1/(Ohm m)
V = 220. #in V, I = V/R in A

chi_el_cu = null

chi_ma_cu = —1E-5

mu.r-ma.-cu = chi_ma_cu + 1.

chi_el = material_coefficient (mesh, cells, [chi_el_air ,
— chi_el_cu])

chi_ma = material_coefficient (mesh, cells, [chi_ma_air,
— chi_ma_cu])

mu_r-ma = material_coefficient (mesh, cells, [mu_r_ma_air,
<> mu.r-ma.cu])

varsigma = material_coefficient (mesh, cells, [varsigma_.air ,

< varsigma_cu])

freq = 500000. #in Hz
tMax = 1./freq

Dt = tMax/20.

t = 0.0

bc01=DirichletBC (Space.sub(0), Constant(0.), facets, 3)

bc02=DirichletBC (Space.sub (1), Constant ((0.,0.,0.)), facets,
— 3)

bc_in = Expression('Asxsin(nu%2.0x pixtime) ' ,A=V /2. nu=freq,
— time=0.)

bc_out = Expression('Axsin(nux2.0x% pixtime) ' , A=V /2. nu=freq,
— time=0.)

bc03=DirichletBC (Space.sub(0), bc_in, facets, 1)

bc04=DirichletBC (Space.sub(0), bc_out, facets, 2)

bc = [bc01,bc02,bc03,bc04 ]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
del_phi, del_A = split(test)

unkn = Function (Space)
unkn0 = Function (Space)
unkn00 = Function (Space)

unkn_init = Expression(('0.0', '0.0','0.0','0.0"))
unkn00 = interpolate(unkn_init ,Space)

unkn0. assign (unkn00)

unkn. assign (unknO)
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135

136

phi

phi0, A0 = split (unknO)
phiO0, A00 = split (unkn00)

1,

delta = Identity (3)

E =

E0 = as_tensor(—phi0.dx(i)—(A0-A00)[i]/Dt, (i,))

B = as_tensor (epsilon [i,j,k]*A[k].dx(j), (i,))

D = eps_0xE

D0 = eps_-0xE0

H= 1./mu0«B

P = eps_Oxchi_el*E

PO = eps_0Oxchi_el*E0

mD =D+ P

mD0 = DO + PO

MM = 1./mu_0/mu_r.maxchi_maxB

J_fr = varsigma=xE

F_phi = ( —(mD-mDO) [i]xdel_phi.dx(i) — DtxJ_fr[i]«xdel_phi.dx(
< 1) — Dtxepsilon[i,j,k]«MM[k].dx(j)*del_phi.dx(i) )=*(dv
o ()av(2)) + ( () [1]#Dts(Ifr (1) — Jfr (1)) [0
< ]xdel_phi('+') + n('+")[i]«Dt=xepsilon [i,j, k]« MM('+")]
— k].dx(j) —MM('—")[k].dx(j))«del_phi('+') )=di(4)

F.A = (eps_-0%(A—2.xA04+A00) [i]/Dt/Dtxdel A[i] + 1./mu0«A[i].
— dx(j)xdel_A[i].dx(j) —J_fr[i]+xdelcA[i] — (P-P0)[i]/Dt=x
— del_A[i] + epsilon[i,j,k]«sMM[k]xdel - A[i].dx(j))=(dv(1)
— +dv(2))

Form = F_phi + F_A

Gain = derivative (Form, unkn, dunkn)

pwd='/calcul /CR16_proximity _two_wires /"'
file_phi = File(pwd+'phi.pvd")

file.z = File(pwd+'z.pvd")

file_.B =
file_J_fr = File(pwd+'J_fr.pvd")

mesh_1 = SubMesh (mesh, cells ,1)

mesh_2 = SubMesh (mesh, cells ,2)

phi_copper. = Function (FunctionSpace (mesh_2, 'P', 1), name='$
< \phi$ in V')

z_ = Function (FunctionSpace (mesh_2, 'P', 1), name='$z$ in C/
— kg')

B_. = Function(VectorFunctionSpace(mesh, 'P', 1), name='$|B_i|
— § in T')

J_fr_ = Function (VectorFunctionSpace(mesh_2, 'P', 1), name='

, A = split (unkn)

j, k, 1 = indices (4)

as_tensor(—phi.dx(i)—(A-A0)[i]/Dt, (i,))

File (pwd+'B.pvd")

< $J_i"\mathrm{fr.}$ in A/m$"2%")
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while t < tMax:

t += Dt

print 'time: '

bc_in.time = t

bc_out.time = t

tic ()

solve (Form==0, unkn, bc, J=Gain, \
solver_parameters={"newton_solver” :{” linear_solver”:

,t

< ?mumps” , "relative_tolerance”: le—5} }, \
form_compiler_parameters={" cpp_optimize”: True, 7
< representation”: ”quadrature”, ”
— quadrature_degree”: 2} )
print 'finished in ',toc(),' seconds'

phi_copper..assign (project (unkn.split (deepcopy=True) [0],
< FunctionSpace (mesh_2, 'P', 1)))

file_phi << (phi-copper_, t)

B_.assign (project (B, VectorFunctionSpace(mesh, 'P', 1)))

file.B << (B_,t)

z_.assign (project (D[i].dx(i)/rho_cu, FunctionSpace (mesh_2
P 1))

file_z << (z_,t)

J_fr_.assign (project (J_-fr, VectorFunctionSpace(mesh_2, 'P
2D

file_J_fr << (J_fr_,t)

unkn00 . assign (unknO)
unknO. assign (unkn)

To-do

The electric field, E;, and the magnetic flux (area density), B;, exist in material and
in free space. They are always orthogonal to each other.

Implement the code for capacitor and plot on the same cut plane E; as well as B;
in order to see that they are orthogonal.

e Simulate a transformer with a different core.
e Use the code for a conducting wire and plot D;; = pz in order to test the simpli-

fication of incompressible flow of electric charges utilized in the last section.

In the literature there are formulations attacking MAXWELL’s equations in a way
to solve directly the fields E; and B; without using the electromagnetic potentials,
o, A;. In this configuration the numerical implementation of appropriate elements
is quite difficult. There are different proposals. One of them is implementing
special elements for E; and B;. Search for NEDELEC elements and solutions of
electromagnetic problems by using NEDELEC elements in FEniCS.

Make a web based search for the capacitors. Learn how the capacitive touchscreen
of a smartphone works.
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3.3 Thermoelectric Coupling

As we have seen in Sect. 3.1 the continuum body heats up due to the heat produced
during conducting an electric current. Formally, this production is JOULE’s heating
and written on the right hand side in the balance of internal energy. Since the temper-
ature changes, the material shrinks or expands. In order to incorporate this effect into
the computational reality, we have to use the balance of linear momentum with the
electromagnetic interactions (with matter). We will motivate the balance equation
and then derive the constitutive equations in a thermodynamically consistent way.
In this section we employ the formulation for an unpolarized material, 7 — 7™ = 0.
Thus, electric and magnetic polarizations vanish

P=0, #=0. (3.102)

Total energy consists of the energy due to the matter and field. Matter denotes particles
with mass and field means the electromagnetic fields due to particles with an electric
charge. Of course materials like copper include molecules with mass and charge.
However, mass and charge are treated separately, they are both assumed to exist
independently. The thermodynamical formulation starts with the assertion that the
total energy is conserved. In other words, a balance of total energy lacks a production

term 9 9
pe
E—g(—vjﬂeJrF/)—PS:O’ (3.103)
J

where the specific total energy, e, its flux term, F;, and its specific supply term,
s, shall be defined. We postpone their derivation and proceed with the balance of
momentum with the electromagnetic interactions:

apvi 0
p —%(—vmvl +0i) —pfi="%, (3.104)

where the additional force density, ¥;, is caused by the electromagnetic fields. A
moving particle “feels” this additional force density—it is the LORENTZ force density
for unpolarized systems:

Fi= ,OZE,‘ + eiijjBk y (3105)

as given in Eq. (3.12) with the help of the specific electric charge, z, the mass density,
p, and the electric current, J;. In the case of electromagnetic interactions between
matter and field, the momentum is not a conserved quantity and the LORENTZ force
acts as a production. Now by using the balance of mass:

dp  Opv;
3t an

=0, (3.106)
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and the so-called total time rate:*

d _ 0 + v; 0 3.107
dt ot ox;’ (3.107)
we obtain from the balance of momentum
dvi 80']‘,'
— = —pli=%. 1
Ly ox; pfi= 1% (3.108)

By multiplying the latter with the velocity, we acquire the balance of kinetic energy:

dvi 80']',‘
P Vi iji —pfivi = Fivi ,
d /1 60']',‘1),‘ 81),' (3109)
pai(5m) = T — e = o

The balance of mass is used once more in order to bring the balance of kinetic energy
in the following form:

5( 1 ) 0 ( 1 n ) P ov; + 7
D NPFUVi ) — o\ — PYj ViV T 0iVi) — pJiVi = —0ji— ivVi,
a: \"2 TP i r 7 0%,
(3.110)
where the right-hand side is the production term. Now by using
Ji=.7i+pzvi, Eizfi—ﬁijkvak, (3111)
we can rewrite the final term in the production of kinetic energy,
Fovi = (p2E; + €ijiJ; Bi)vi =
= (Ji = HE; + €jrvi(J; + pzv;) By = (3.112)
=JE —J(E; — €xviBy) = JE; — J;(Ej + €k v;i By) = .
=JE —JE; .
By employing MAXWELL'’s Eq. (3.51); and €;jx = —e¢;x; we rewrite the latter,

48For a scalar and as a special case for the velocity the total time rate, ?, is equal to the objective

t
time rate, (-)°, for a fixed coordinate system, w; = 0.
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7 8xj
_ g, OHE H%—]»Ez (3.113)
or T ox; ok, '
oD; OHLE; OE;
=5 Ei—eu ox, Hierji ox; JE .

After inserting MAXWELL’s Eq.(3.38) and employing the MAXWELL-LORENTZ
aether relations in Egs. (3.52) we acquire

T o Ox; “or
_ _10e0EE; OExH) 1,08 . _

2 Ot Ox;j o Ot 3.114
——12(5 E-E~+LBB)—3(EXH)’—J£- o
= 20t 0L L Lo kDk axj i

a1 O(E x H),
=———(=(D:E: +~HB)) — — 9E .
o (3D + HB) 5e AT

The latter is inserted into the balance of kinetic energy in Eq.(3.110) and we obtain

0/ 1 1 0 1
E(szivi + E(DiEi + HiBi)) - 8—%(— PUj 5 ViV = (Ex H);+ Ujivi)_
8v,~
—pfivi= _UjiaTj — G .

(3.115)

The kinetic energy density has two components, pe"i™ = pe™ + ¢!, one due to matter
and one due to field:

1 1
pe™ = pSVIYi s el = E(DiEi + H;B;) . (3.116)

For simplicity we rewrite the balance of kinetic energy as follows

9 kin) 9 ( kin f
—(pe™ ) — =— —vj(pe"™ —e") —(E x H); + wi)— iV =
G o, Tl )= Jit i) = el
' P (3.117)
=-—0 jia_xj —JE -
Since e exists even in a vacuum (without massive particles) we refrain from intro-

ducing a specific energy (energy per mass). The total energy is composed of the
kinetic energy (of matter and field) and of internal energy:
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e=e" 4. (3.118)

Hence, we can subtract from the balance of total energy in Eq.(3.103) the balance
of kinetic energy in Eq. (3.117),

0 . 0 .
a(pe _pekm.) _ 8_)61(_ Uj(pe _pekm. +€f') + Fj + (E X H)j —Ujivi)_
(s = fro) = 03 2% 4 g,
—pPS — JiVi) = 0jig— it s
P / 8xj
3.119)
and obtain the balance of internal energy:
Opu 0
with the so-called heat flux, g;, supply term, r, and production term, I",
~q; = —vje" + Fj + (E x H); = 0jiv; ,
dv; 3.121
r:s—f,-v,-, F:Jj,'—v—f-,'/i‘fi. ( )
8.Xj

Especially the heat flux can be chosen differently than herein. Flux of field, (E x
H);, is the radiation transporting heat. A typical example is the heat of the Sun
reaching the Earth through the free space. Since the radiation is a heat flux the above
definition is possible. However, we could leave out the radiation from the heat flux
and continue with a balance of internal energy where its flux is —¢g; + (E x H);.
The difference is how we measure the heat flux. If the measurement is done by
including the radiation term then the definition used herein is appropriate. After
using the balance of mass we obtain

du . 94; r 3.122
— 4+~ —por=T, .
P4 ox, p ( )

as we can use the objective and total rates interchangeably for a scalar quantity,

4 Ja r 0 | 4 3.123
u —_— — pr = =0ji — i Ly . .
P o, 7 7 5%, ( )

The primitive variables are {¢, A;, u;, T}. For the electromagnetic potentials, ¢, A;,
we will use the same equations as in the last section, after utilizing the LORENZ gauge
we obtain
0 Pz oJ i 82 A i 1 82 A i
40, gt — — =
or  Ox; ot? g Ox;j0x;

Jis (3.124)
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where the total current is

fr. 8Pl aM‘ fr. fr. fr.
Ji=JE 4 e + 51’jk§ , I =90 4 p ;. (3.125)
J

For the displacement, u;, we will employ the balance of linear momentum:

. Ooji
pvi_aT{_pﬁ=gri, (3.126)
J

For the temperature, 7', we may utilize the balance of internal energy:

i Oui + 5 3.127
u — — pPpr =0ji— i Ly . .
Pt Gy TP ox, ( )

In order to close these equations we need to determine the constitutive equations, %,
oij, qi. We start off with the balance of internal energy at the equilibrium state. We
decompose the stress tensor into reversible and dissipative terms:

oij = oij + ‘05, 0ij = —pdij + ‘5, (3.128)

where ‘o;; denotes the elastic stress. We ignore the pressure, p, since its effect is
negligibly small for solid bodies. The stress tensor is symmetric for unpolarized
materials

ov;
Uji_v = 0;;d;j = 0ijc;; (3.129)
an J

where we have used that the rate of strains is equal to the symmetric part of the velocity
gradient, for the sake of brevity we prove this identity in Appendix A.4 on p.301.
We readily restricted the implementation to linearized strains, ¢;;, in other words, we
assume that the displacements are so small that the deformation gradient is equal to
the identity. In order to obtain the equilibrium state and the constitutive equations,
we use the method introduced in Sect. 2.3 on p. 126. For the mechanical equilibrium
we utilize the decomposition of stress and identify the dissipative term with the
irreversible process such that it has to vanish at equilibrium, ©@;; = 0. For the thermal
equilibrium we introduce the entropy rate density, pn’, as the minus divergence of
heat flux per temperature. Moreover, r = 0 for the thermal equilibrium. For the
electromagnetic equilibrium J = 0 holds such that the production term vanishes.
The balance of internal energy at equilibrium reads

pu' — pTn = ‘oj5¢;; . (3.130)
By using the Ist law of thermodynamics we exchange the rates with differential
forms and obtain GIBBS’s equation:
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du = pTdn + o;de;;
Pt = P gutey (3.131)
du = Td77+ eO'ijUdS[j .
with the specific volume, v = 1/p. Obviously, the internal energy depends on the
entropy and strain, u = u(7, €;;). In order to acquire a dependence on temperature
instead on entropy, we introduce the specific free energy:

=u—Tn, d =du —ndT — Tdn,
( n, dy ] n (3.132)
d’l/) = —ﬁdT + EUijvd{:“l‘j .

The specific free energy depends on the temperature and strain, 1 = (T, €;;), as

follows
oy oY

=, O;jv=—.
n or Y 86,'1'

(3.133)
The dual variables,  and o;;, depend on the same set of state variables such that we
obtain
dn = AdT + p;;de;;
A Piceis (3.134)
do;j = pi;dT + Cijudey ,
where the coefficients depend on the state space, A = A(T, ¢;;), pi; = pij (T, €ij),
pij = pij(T, &ij), Ciju = Ciju(T, €;;). Instead of measuring entropy, the heat flux
is measured, Q = T'dnp = ¢dT, by a constant strain, de;; = 0. The specific heat
capacity, c = T A, is determined by varying the temperature and measuring the heat
flux. By holding the temperature constant, d7° = 0, at a specific temperature, the
stiffness tensor, Cjjy, is determined by varying strain and measuring stress. We
employ the MAXWELL symmetry (reciprocal) relation:

_ on ) 0 0vij
= = = v — _yp, 3.135
Pij 85,-,- 8sij8T 8T8€ij v oT vPij ( )

since the mass density and thus the specific volume depends on space and time but
not on temperature. We obtain

C
dn = —=dT — ,“Ud&," s
n T Pij J (3.136)
deO','j = p,‘de + Cijkldgkl .

The thermal pressure, p;;, can be rewritten by introducing an experiment where
temperature is varied and strain is measured, de;; = «;;dT, in order to determine
the thermal expansion coefficient, ;. Since this experiment is realized by holding
stress constant, we have from Eq. (3.136),

0 = p;jdT + Cijudey = pi;dT + CijuagdT

(3.137)
= pij = —Cijuou -
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We want to implement a linear material, i.e., all parameters, ¢, C;jx, and oy; are
constants, in other words, they do not depend on the state variables. In this case we
simply integrate from a reference state, 7., €;; = 0, without stress and entropy49 to
the actual state, T, ¢;;, and acquire the following constitutive equations:

T
=c(In(T) — In(T)) + Cijnc vs,~=cln(—)+C,~ Qi VE;; ,
n (In(T) (T.)) kil QU VE . kIO VE (3.138)

1) = —Cijuci(T — Tw) + Cijen = Ciju (e — o (T — Toy))
Now the rate of internal energy density is determined completely

pu" = pTn + oj5¢; (3.139)

so we can insert the latter into the balance of internal energy in Eq. (3.127) and obtain
., Oq; d
pTn + oy PrEAEA oijdij - (3.140)
X

In this section we set the dissipative stress zero by assuming that the material is only
elastic. After a reformulation we obtain the balance of entropy for an unpolarized
elastic material:

with the entropy production:

=g — g =L 4 g 3.142
q’axi(T)+ G — 5 (3.142)

which has to be positive according to the 2nd law of thermodynamics, £ > 0. For
notational simplicity we again use

oT
G =—. 3.143
o, ( )
By introducing the thermodynamical fluxes:
5o={-a. s}, (3.144)

49From a theoretical point of view this assumption is not satisfying. We shall consider T = 0 state
as the zero state for entropy. At T = T,; the entropy is then 7y and it is unknown. Since we only
employ the rate of entropy, the unknown value drops and in the end we reach the same formulation as
presented herein. However, for strains the coefficient of thermal expansion, «;;, has been measured
by using a reference temperature, which is certainly not OK. In simulations we use T;; = 300K.
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and the thermodynamical forces:

Ko — {% ?} (3.145)

the 2nd law of thermodynamics reads
r=K*F*">0, a=1,2, (3.146)

where over o the summation convention is applied. Since both thermodynamical
forces are of the same type (tensor of rank one) both thermodynamical fluxes depend
on both thermodynamical forces

F' =3, K1), FP=FK, K. (3.147)
We propose the following relations:

G; Z; Gi ;
—gi =AM+ Si=0m 0 (3.148)

Since the 2nd law has to hold for any process

G
] )

(3.149)

_0,
and since T > 0 we conclude
A>0, y+4=0, 6>0. (3.150)

The first and third relations are obvious, since G;G; > 0 and % > 0 for any
process. The second relation comes from the fact that G;Z; can be positive or nega-
tive for different processes. In order to satisfy the 2nd law for any process, we have
to restrict ¥ = — (3 such that the second relation vanishes. This restriction is referred
to as ONSAGER’s reciprocal relation.’® By renaming x = \/ T2, 7 = 3/(T%<), and
¢ = 6/T we obtain

oT oT
qgi=—K—+<snTE, 55 =¢n— +<E . (3.151)
Ox; Ox;

The simplest case occurs if the heat conduction parameter, s, the electrical con-
ductivity, ¢, and the thermoelectric coupling, 7, are all constant. The thermoelectric
coupling is in V/K and measured by varying temperature and measuring electric

0In the literature the ONSAGER relation is motivated by microscopic calculations. Herein we reach
the same conclusion by using thermodynamics. ONSAGER’s relations are named after Lars Onsager.
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field in a conductor. By having m = 0 we reach the usual FOURIER’s and OHM’s
laws; and realize that these material models are thermodynamically sound relations
for materials without thermoelectric coupling. In reality every conductor possesses
a thermoelectric coupling. For every conductor even a small temperature gradient
induces an electric current. This phenomenon in one conductor is called the THOM-
SON effect®' and the same process between two different conductors is called the
SEEBECK effect.’” Basically this effect is used in thermocouples measuring the tem-
perature. Moreover, we can have a heat conduction (thus entropy transport) without
temperature difference but just due to an electric field. This process is called the
PELTIER effect.”

Consider a conductor clamped on one side, which is held fixed at a reference
temperature, 7,.. The geometry is simply a beam surrounded by air, we only model
the beam. In order to measure the temperature at the free end we connect the conductor
to a circuit and measure the potential difference in both ends. This is basically how a
thermocouple works and for such a simulation we need weak forms for computing the
electric (scalar) potential, ¢, the magnetic (vector) potential, A;, the displacement, u;,
and the temperature, 7. Since we want to compute the deformation, the LAGRANGEan
frame is more appropriate. For the sake of simplicity we neglect the geometrical (and
also material) nonlinearities such that the transformation of the balance equations
from the current to the reference frame becomes an ease. As the reference frame we
choose the initial frame, X;. Since the geometric nonlinearities are ignored, the mass
balance simplifies to p = py. Moreover, the volume element in the initial and current
frame will be equal, dv = dV.

For the weak form of electric potential, ¢, we use the following balance of electric
charge in Eq. (3.124), in the initial frame:

dpoz aJ;

B +Jii=0, Ji;= X, ’ (3.152)
without geometric nonlinearities. The latter is very similar to Eq. (3.46) such that we
follow the same steps and obtain Eq. (3.80). Since we have assumed that P, = 0 and
M; = 0, the weak form in the initial frame for small displacements reads

F, = / (— (D; — D[O) 8p; — AtJ; Bqﬁ,i)dv +/ N;AtJ; 3¢ dA, (3.153)
Bo 9By

in the unit of energy. The interface between beam and air is simply the boundary
satisfying the balance laws on singular surfaces. Air is not modeled, its electric
conduction is taken as zero. Zero polarization leads to J™ = J; and the electric
current is given by

Ji =3 +pzv;, pz=D;;, (3.154)

511t is called for William Thomson (Lord Kelvin).
521t is named after Thomas Johann Seebeck.
53This effect is named after Jean Charles Athanase Peltier.
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where J; is defined in Eq. (3.151),. For computing the magnetic potential, A;, we start
with Eq. (3.124), and transform it from the current to the initial frame by neglecting
geometric nonlinearities and acquire

0% A; 1 0 A;
go——— —A ii=J, A ii=—7—. 3.155
0 or? 0 4 I 6XJan ( )
Its weak form is Eq. (3.92). Since polarization is omitted, there remains

A; —2AY + AY 1
F,— ( i i SA, A; i 8A; i — J; Ai)dV , 3.156
A /Bo v Ve dA; + g 0Aij = Jid ( )

in the unit of energy, where Jl.f" = J;. In the initial frame the velocity equals to the
partial derivative of displacement in time, thus,

. Y
= % = “lAt“i , (3.157)

In order to compute the displacement we use the balance of linear momentum in the
initial frame by neglecting geometric nonlinearities:

O*u; o oD;
el R L i —F =0, i=—]Ei iikdiBr . 3.158
Lo 12 8X p()f Fi Fi 3X] +6Jk Jj Pk ( )

Hence, we obtain the following weak form in the unit of energy:

F / P — 2u + uoo it + N £5
= —— du; +o0j; du;, P Su;—
" By po At At J =P

0By

The boundaries will vanish for the clamped end by using DIRICHLET conditions
and also for the other boundaries by assuming free boundaries, #; = n joji = 0. For
computing temperature we utilize the balance of entropy in Egs. (3.141), (3.142) in
the initial frame without geometric nonlinearities:

(3.159)

on 0 (qi 1 8T 1 1 ov;
rn + 87(_) —phor = T2 8X zfa + = Ujia—xj ,
37} 1 9q; 1 1, 6vi (3.160)
o TTox, T T ”l“ 79X,

We assume that the deformation is purely elastic, o ;; = 0. Hence, the weak form
for temperature reads in the unit of energy
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3T At

Fr = Y T—Ati(— 2 orsT—
T [Bo(po(n n)38 q T),i TporB

(3.161)
At At

———J%E BT)dV +/ —h(T —T,)8TdA ,
T 0B, T

where for boundaries we readily applied the natural boundary condition, ¢; N; =
h(T — T,;), with an ambient temperature as equal as the reference and initial tem-
perature. The nonlinear weak form is the sum of all forms above:

Form = F;, +F4 +F, + Fr, (3.162)

with the following constitutive equations:

1
Ji=¢<nT; +<E , Di=¢cok;, H; = 'u_Bi ., 0ij = ‘oij + Oij
0
i = Ciju (e — (T = To)) . 03, =0, (3.163)

T
n=cln (T_) + Cijuonveij , qi=—kT; +¢rTE ,

ref.

and

A — A°

E =Ei+e€jviBy, Ei=—¢; oy

, Bi = EijkAk,j . (3164)
The material parameters, C;ji/, ;j, k, ¢, ™, and ¢ are constant. For an isotropic
material the stiffness tensor and coefficients of thermal expansion read

Ciju = )\5ij5kl + /L(sik(sj[ + u(s[l(Sjk , Q= Oz(S[j s (3.165)

by reducing to three materials parameters, viz., the LAME parameters, \, u, and the
coefficient of thermal expansion, .

The beam is made out of chromel, which is a nickel and chromium alloy with a
relatively large thermoelectric coupling such that it is used as a thermocouple. The
temperatures at both ends of the beam are given by DIRICHLET boundary conditions.
The beam possesses T,.; on one end and a linearly increasing temperature on the other
end. The temperature difference induces in addition to a thermal flux also an electric
flux, i.e., the electric conduction current J; since m # 0 for chromel material. There-
fore, an electric potential difference occurs, see Fig.3.11. After 30 s the temperature
is almost in steady state and the potential difference is approximately 0.3 mV. The
magnetic (vector) potential is directed in the same direction (no curl exists) such that
magnetic flux vanishes. By measuring the potential difference we can estimate the
temperature difference in a real application. Moreover, the body is a conductor such
that in an electric circuit the potential difference implies an electric current. Hence,
by using a PELTIER element we can light a bulb due to a temperature difference;
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-0.00033 -0.00016 0

310

2.3e-06

Fig. 3.11 Electric potential, temperature, and displacements after 30 s due to the temperature dif-
ference at both ends. Displacements are 2000 times enlarged for a better visualization. Arrows
denote the magnetic potential

however, it is quite inefficient. A PELTIER element is mainly used for measuring the
temperature accurately or for tuning the temperature precisely by pumping heat flux
in or out of the system. In many devices performing material tests, the control of
temperature is established by using PELTIER elements. The following code has been
used for the simulation of nonlinear and coupled field equations, where all primitive
variables, ¢, A;, u;, T, are solved at once.
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ERIRH)

?7” Computational reality 17, thermoelectric coupling

_—author__ = ”"B. Emek Abali”

__license__. = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
“~— http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =

import numpy

set_log_level (ERROR)

#units: m, kg, s, A, V, K

delta = Identity (3)

levicivita2 = as_matrix ([ (0,1,-1) , (-1,0,1) , (1,-1,0) ])

levicivita3 = as_tensor ([ ( (0,0,0),(0,0,1),(0,—-1,0) ) , (
— (0707_1)a(07070)’(17070) ) ) ( (07170)7(_17070)
— (0,0,0) ) 1)

epsilon = levicivita3

#thermocouple of type E is made of
#chromel (nickel—chromium alloy) and
#is non—magnetic in reality , we also
#assume that it is non—polarizable
resistivity = 0.706E—6 #in Ohm m
varsigma = 1./resistivity #0.625 #in S/m
pi = 68E—6 #V/K

kappa = 19.0 #in W/(m K)

capacity = 390. #in J / (kg K)

alpha = 12.8E—6 #in 1/K

EModul = 186E+9 #in Pa

nu = 0.32

h = 10. #in J / (s m 2 K)

eps-0 = 8.85E—12 #in A s/(V m)
mu-0 = 12.6E-7 #in V s/(A m)

rho0 = 8500. #in kg / m"3
T_ref = 300.0 # K

tMax = 30.0
Dt = 1.0
t = 0.0

mesh = BoxMesh (Point (—0.05,—-0.01,—-0.01) , Point
< (0.05,0.01,0.01), 50,10,10)
N = FacetNormal (mesh)

Scalar = FunctionSpace (mesh, 'P', 1)

Vector = VectorFunctionSpace(mesh, 'P', 1)

Tensor = TensorFunctionSpace (mesh, 'P', 1)

#phi, A, u, T

Space = MixedFunctionSpace([Scalar ,Vector, Vector, Scalar])

cells = CellFunction('size_t', mesh)
facets = FacetFunction('size_t ', mesh)
dV = Measure( 'dx', domain=mesh, subdomain data=cells)




60
61
62
63
64
65
66
67

68

1

N B S

82

90
91
92
93

94

96

3 Electromagnetism

dA = Measure('ds', domain=mesh, subdomain_data=facets)

cells.set_all (0)

facets.set_all (0)

left = CompiledSubDomain( 'near (x[0],—0.05) && on_boundary')
right = CompiledSubDomain( 'near(x[0],0.05) && on_boundary"')
boundaries = CompiledSubDomain( 'on_boundary')

#phi, A, u, T

be.T = Expression('T_r + 1.0xtime', T_r=T_ref ,time=0.)
bc01=DirichletBC (Space.sub(0), 0.0, right)

bc02=DirichletBC (Space.sub(2), Constant ((0.,0.,0.)), right)
bc03=DirichletBC (Space.sub(3), T_ref, right)
bc04=DirichletBC (Space.sub(3), bc.T, left)

bc = [bc01,bc02,bc03,bc04]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
unkn = Function (Space)

unkn0 = Function (Space)
unkn00 = Function (Space)

unkn_init = Expression(('0."','0."','0."','0."','0.','0."','0.","
— T.o'),T.r=T_ref)

unkn00 = interpolate(unkn_init ,Space)

unkn0. assign (unkn00)

unkn. assign (unkn0)

del_phi,del_A,del_u,del-T = split(test)
phi,A,u,T = split (unkn)

phi0 ,A0,u0,T0 = split (unknO)
phi00,A00,u00,T00 = split (unkn00)

i, j, k, 1 = indices(4)
delta = Identity (3)

lam = EModul * nu / (1.4nu) / (1.—-2.xnu)

mu = 0.5 % EModul / (1.4nu)

C = as_tensor (lamxdelta[i,]j]xdelta[k,]] + muxdelta[i,k]xdelta
— [j,1] + muxdelta[i,l]*xdelta[j,k], (i,j,k,1))

alfa = alphaxdelta

eps = sym(grad(u))

eps0 = sym(grad(u0))

v = as_tensor ( (u—u0)[i]/Dt, (i,))

E = as_tensor(—phi.dx(i)—(A-A0)[i]/Dt, (i,))

E0 = as_tensor(—phi0.dx(i)—(A0-A00)[i]/Dt, (i,))

B = as_tensor (epsilon[i,j,k]*A[k].dx(j), (i,))

EE = as_tensor (E[i]+epsilon[i,j,k]xv[j]«B[k], (i,))

D = eps_0x«E
DO = eps_0xE0
H= 1./mu0xB
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103
104
105

106

107

108
109

110
111
112

113

116

JJ = as_tensor( varsigmax=pi«T.dx(i) + varsigma<EE[i], (i,))

J = as_tensor( JJ[i] + D[j].dx(j)=v[i], (i,))

sigma = as_tensor( C[i,j,k,l]«(eps[k,l]—alfa[k,l]*(T—T_ref)),
— (i,1))

eta = as_tensor ( capacityxln(T/T_ref) + C[i,],k,l]xalfa[k,1]/
 thoOxeps [1,3], ())

eta0 = as_tensor( capacityxln(T0/T_ref) + C[i,j,k,]1]xalfa[k,!
< |/rhoOxepsO[i,j], ())

q = as_tensor(—kappaxT.dx(i)+varsigmaxpi«T+EE[i], (i,))

FF = as_tensor (D[j].dx(j)*E[i] + epsilon[i,]j,k]«J[j]*B[k], (i
= ))

f = Constant ((0.,0.,0.))

r = Constant (0.0)

F_phi = (—(D-DO0) [i]*del_phi.dx(i) — DtxJ[i]*xdel_phi.dx(i) )=
— dV + DtxJ[i]xdel_phi«N[i]+dA

F.A = (eps_-0%(A—2.xA04+A00) [i]/Dt/Dtxdel A[i] 4+ 1./mu0xA[i].
— dx(j)*del_A[i].dx(j) — J[i]xdel-A[i] )xdV

F.u = (rho0Ox(u—2.xu04+u00) [i]/Dt/Dtxdel_u[i] + sigmal[j,i]x
< del_ufi].dx(j) — rhoOxf[i]xdel_u[i] — FF[i]xdel_u[i])=x
— dV

F.T = (rhoOx(eta—eta0)*del_-T — Dtxq[i]*(del-T/T).dx(i) — Dt/T
< xrhoOxrxdel.T — Dt/T«JJ[i]+EE[i]xdel-T )*dV + Dt/Txhx(
— T—T_ref)xdel_TxdA

Form = F_phi + F.A + F.u + F.T
Gain = derivative (Form, unkn, dunkn)

pwd='/calcul /CR17/"

file_.phi = File (pwd+'phi.pvd")
file_A = File(pwd+'A.pvd")
file_E = File(pwd+'E.pvd")
file_.B = File (pwd+'B.pvd")
file_u = File (pwd+'u.pvd")
file.T = File (pwdt'T.pvd")

phi. = Function(Scalar, name='$\phi$"')
A_ = Function (Vector , name='$A_i$")

u_ = Function (Vector , name="'$u_i$ ")

T. = Function(Scalar, name='$§T$"')

E_ = Function (Vector , name='$E_i$ ")

B_ = Function (Vector , name='$B_i$ ')

while t < tMax:

print 'time: 't
if t <= 10.: bc.T.time =t
solve (Form==0, unkn, bc, J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:
< ”mumps”, "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp-optimize”: True, 7
— representation”: ”"quadrature”, ”

< quadrature_degree”: 2} )

phi_.assign (unkn.split (deepcopy=True) [0])
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A_.assign (unkn. split (deepcopy=True) [1])
u_.assign (unkn. split (deepcopy=True) [2])
T-.assign (unkn. split (deepcopy=True) [3])
E_.assign (project (E, Vector))
B_.assign (project (B, Vector))

—~—

print ' max. electric potential: ' max(phi-.vector()),
SN VVV

print ' min. electric potential: ' min(phi-.vector()),
[N VVY

file_phi << (phi_, t)
file_A << (A_, t)
file_.E << (E_,t)
file_.B << (B_,t)
file_u << (u_, t)
file. T << (T_, t)

unkn00 . assign (unknO)
unknO. assign (unkn)
t 4= Dt

To-do

Thermoelectric coupling is discussed and implemented.

Which equation needs to be changed, if we want to include the polarization?

e Inspect the boundary conditions. Repeat and list the physical meanings of the
applied boundary conditions.

e Search for such computations in the literature. Try to find a coupled monolithic
solution by using a staggered scheme or by solving all unknowns at once as above.

e Perform a web-based search in order to grasp the different types of PELTIER ele-

ments. Find out the crystallographic defects for an n-type and p-type PELTIER

element.

3.4 Plastic Fatigue in a Circuit Board

In every electronic gadget, such as laptops, smartphones, or engine control systems in
cars; there is a circuit board providing electrical connections between transistors. A
circuit board consists of copper tracks embedded in an epoxy insulator. These copper
tracks are called vias. An electric signal is propagated through a via and passes a
semiconductor. The semiconductor allows the signal to pass by if its amplitude is
above a threshold value.

An electric signal is a current in the via, which is a good conductor such as copper.
As used in the last sections the electric current passing a conductor produces heat
due to the JOULE heating. The temperature in the via increases. The via is embedded
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in the board such that the temperature in the board also increases. The via and the
board expand due to the temperature increase. Unfortunately, the via and the board
have different expansion coefficients. They try to expand differently and they are
coherent; thermal stresses occur. In many applications the value of the thermal stress
trespasses the yield stress and the via undergoes a plastic deformation. The board has
alower YOUNG’s modulus than the via such that the via deforms plastically whereas
the board remains elastic.

Consider a smartphone during phoning, some vias are in active use leading to
thermal stresses and a plastic deformation. After finishing phoning the tempera-
ture decreases back to the ambient temperature (due to the heat exchange over the
boundary). Hence, the via and board try to deform back to their initial geometries.
Unfortunately, this trial results in stresses once more, since the geometry did deform
plastically. Increasing and decreasing temperature generates a plastic deformation
in the via. Repeated use of the smartphone adds a plastic deformation such that the
plastic strain accumulates. By reaching a limit value the accumulated plastic strain
initiates a crack in the via. By further plastic deformation the crack grows and cut
off the circuit. This process is known as fatigue.>*

For testing a new design there are standard experiments concerning fatigue fail-
ure. The board is tested under cyclic thermal or electric loading. Consider that the
board is subject to a cyclic electric loading, which is indeed accelerated in order
to achieve a fatigue failure in couple of days. In each cycle energy dissipates from
the system, which is used for the plastic deformation. In other words, the plastic
deformation accumulates in time and brings in new plastic deformation. The amount
of dissipated energy (or accumulated plastic strain) in each cycle remains the same.
This phenomenon is simply due to the reversible expansion of via and board. The
mismatch of the expansion coefficients results in the same thermal stress and plastic
strain in each cycle. After N¢. cycles the accumulated plastic strain attains a value at
which the via breaks or initiates a crack.

In order to simulate a fatigue experiment we need to involve plasticity.”> We
furthermore neglect the polarization in the material

P=0, M =0. (3.166)

The primitive variables are the electric and magnetic potentials, the displacement,
and the temperature, {¢, A;, u;, T}. Since we compute a solid body, all primitive
variables are functions in space, X;, and time, ¢, in the LAGRANGEan frame where
we choose the reference as initial frame with X; denoting the positions of particles in
the beginning, t = 0. However, we will neglect the geometric nonlinearities such that
the deformation gradient equals the KRONECKER delta and partial derivatives with
respect to X; and x; become identical. The effects of magnetic flux is negligible.

54The material never reaches an ultimate strain, where a failure is expected. The accumulated
deformation causes such a failure over time. For an electronic device this time frame is more than
couple of years.

3We have introduced associated plasticity in Sect.1.6 and applied into the thermodynamical
formulation in Sect. 3.3.
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Hence, we neglect the magnetic potential and spare computational time by solving
only 5 fields, {¢, u;, T}, instead of 8 fields, {¢, A;, u;, T}. This estimation results
in a failure by computing the electric field without the rate of magnetic potential.
This error is small for electrical loadings at low frequencies, which is the case in the
following application. By setting A; = 0 we obtain the following electromagnetic
fields:

A —A?
Ei=—¢;— Q= —¢i, Bi=c¢€jrAr; =0,
0 (3.167)
£ = E + W=y _ g
i = Li + €jx—————br =1L,
A ,
of course the MAXWELL-LORENTZ aether relations hold as well:
1
D,’ = EQEi . ]{, = _Bi =0. (3168)
Ho
The electric potential is then computed by the following weak from:
Fy :/ (—(D; — DY) s¢; — AtJ; 3¢,;)dV+
o (3.169)
+ [ NAt[Ji]spdA +/ N; AtJ; 5¢dA .
OBl OB\OB!

The interface between via and board is denoted by OB For computing the displace-
ment we utilize the balance of linear momentum and generate the weak form in the
unit of energy:

u; — ZM? + u?o
F, = po————————8u; + ;i du; j — pofi dui — Fi du; JdV—
Bo

At At
(3.170)
—/ fi Su;dA
9By
with the LORENTZ force density:
,‘BZPZE,"FEU](J]‘B/(:DJ'JE,', (3.171)

since we have set A; = 0. The computation of the temperature is realized by the
weak form in the unit of energy generated from the balance of entropy

Fr = / (po(n — ") 8T — At®; 5T — Atpo% 8T — AtY aT)dV+
Bo A (3.172)
+/ —h(T — Toamp) 8TdA
oBy T
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with ROBIN boundary conditions. The entropy flux, @;, and production, X, read

qi qi 1

Gi= . B=—Tit J,Z + 701 - (.173)

For all constitutive equations we basically repeat the procedure in Sect. 3.3 with the

thermodynamical consideration discussed in Sect.2.5. By using the additive decom-
position in strains

Eij = rE,'j + p€,’j s (3174)

into a reversible and an irreversible (plastic) term and by introducing the GIBBS free

energy:

1
g=u—Tn—voijg;, v=—, (3.175)
' Po

we obtain the following linear constitutive equations with constant coefficients:

T
=cln (—) + v 0,
! T A (3.176)
oij = Ciji(en — e — "ew) . "eij = i (T — Toy)
In order to calculate the plastic strains incrementally,
=+ AL (3.177)

we apply the associated plasticity with the kinematic hardening

0 0 . . .
(U\ijl - 5i_/)cijkl(5kl — % — ")

p€;71n = ,7) (Ulmn\ - ﬁ?nn) y (3.178)
shos + (o = BY) Cijua (o) — B51)
together with its corresponding back stress:
. . (@ — Bk
ﬁij = /83 + Atﬁij s ﬂij = H—( 0ij| — lj) (3.179)

3 Y

After using them in the balance of entropy and assuming that the choice of 4 and oy
such that 0;; *;; is positive for every processes, we can derive from the 2nd law

g =cnT;+<E, g =—kT; +crTE . (3.180)
Since A; = 0 we have E; = E;. The obtained weak form:
Form =F, + F, + Fr, (3.181)

is coupled and nonlinear because of the entropy production.


http://dx.doi.org/10.1007/978-981-10-2444-3_2

232 3 Electromagnetism

KRA R
Saanas vl
5’%’5 RERRRIR v<5=‘§§
FERGES SRR RS
5 AAVAVAVAVAVAVAVAVAVAVAVAVV AASARER
SRR RL]
Y (et
L 4
L. : =

Fig. 3.12 Geometry of a simplified board with a single via in upper figure: perspective view; lower
left figure: side view; lower right figure: top view. The board (green) is of fiber reinforced epoxy
and the via (yellow) is of copper

Consider a simplified board with a single via as shown in Fig.3.12. The board
is a laminate composed of glass fibers and epoxy. Glass fibers are oriented along x
and y axis such that the laminate is an orthotropic material. Fibers are embedded
in a so-called matrix material. For circuit boards typically epoxy is used as the
matrix material. The glass fiber reinforced epoxy used as a circuit board possesses

the following materials properties at room temperature (293 K):%
66242 41797 37814 0 0 o0
50460 32290 O 0 0
31591 0O 0 0
lam _ . 0
C; 25 0 0 10° Pa, (3.182)
sym. 2250 0
6630

56Measurement of the stiffness tensor is undertaken in Fraunhofer IZM in Berlin (Germany) for a
typical laminate used in many circuit boards, the values at the room temperature are taken from [3],
the values between 233-443 K can be found in [2, Table 1].
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and
132 0 0
af"=| 0 167 0| -10°1/K, (3.183)
0 0 39

where the stiffness matrix is given in the VOIGT notation:

Cinit Cri22 Ciisz Crizz Criiz Crinz

C22 Cx33 Co23 C213 C12

C3333 C3323 C3313 C3312
Cyy = . 3.184
M Cr23 Ca313 C312 ( )

sym. C1313 Ci312
Cii2

Epoxy is a good insulator such that the laminate becomes an insulator. Indeed, we
need an insulating board such that the signal is transferred along conducting vias.
Being a cubic material, copper is frequently used as vias. Within each grain, the
orientation of the cubic material varies randomly. For a geometry in a macroscopic
length scale many grains with different orientations lead to an isotropic behavior.
For electroplated copper used as vias, the grain size reaches approximately 50 pm.
The geometric dimensions are in the same length scale such that we need to consider
copper as a cubic material. Unfortunately, we lack the knowledge of the correct
orientation in each grain. Thus, we model the copper as a single crystal with the axis
along the coordinate system with the stiffness matrix in the VOIGT notation:

169.1 122.2 1222 0
169.1 1222 0

0
0
169.1 0 0
0

CcH = -10°Pa, (3.185)

sym. 75.42

and the thermal expansion coefficient tensor:

—

70 0
af=10170
00

.107° 1/K . (3.186)

—

7

In order to model a fatigue failure test, we perform a simulation of an electronic
signal produced by an electric potential on one end of the via:

b = AsinQmuut) , (3.187)
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Fig. 3.13 Temperature distribution and accumulated plastic equivalent strain after one cycle

where the amplitude is A = 12V and the frequency is v = 10Hz. The electrical
loading is cyclic such that the direction of the electric field alternates. However,
JOULE’s heating, J %;, becomes always positive since OHM’s law asserts that the
current and electric field have the same sign. Therefore, the internal energy and thus
the temperature increase. We have applied ROBIN boundary conditions for a realistic
modeling and after one cycle the temperature distribution is shown in Fig. 3.13. Tem-
perature increase implies a deformation in the body consisting of different materials
with different expansion coefficients. Different expansion behaviors of via and board
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generate thermal stresses in each cycle leading to a plastic deformation. The plastic
strain rate is given in Eq. (3.178) such that the equivalent plastic strain rate according
to VON MISES hypothesis reads

e = et et (3.188)

eq. ij <ij >

where rate of the plastic strain is deviatoric since the plastic strain remains devia-
toric.”” The equivalent plastic strain reads

eeq = / e dr (3.189)

This equivalent plastic strain accumulates over time and the evolution of it is given
by ¢, . It is important to notice that we cannot formulate the latter as a potential,
Pé:;q_dt # deq., since all values over time affect the process; not only the values in the
beginning and at the end. We can demonstrate this phenomenon in a plastic sheet,
which we bend back and forth. Although we just bend it back and forth, in other
words, at the start and end the sheet has the same geometry, we know that after
couple of cycles (bending back and forth) the accumulated plastic strain attains the
ultimate strain limit and the sheet breaks. The accumulation process is only possible
to calculate if we establish the evolution of the plastic strain in time with %

eq.*

The key parameter in the simulation is the electrical conductivity of copper, ¢V
This parameter varies depending on the circuit modeling, we have used an estimated
value. As we know from the last sections, the real or effective conductivity depends
on the resistance (caused by the semiconductors in a circuit board) installed on the
wire. By having a lower conductivity on the wire, the electric current decreases,
which leads to a smaller JOULE’s heating such that the internal energy increase rate
decreases. In reality the copper via undergoes a plastic deformation in each cycle,
which accumulates and leads to a breakage at the end of a so-called fatigue lifetime.
An accurate estimation of the lifetime due to fatigue is still an open question in the
electronic industry. The geometry for the computation is in [1] and the code is given
below.

5TThe factor 2/3 is due to the tensile test. See Sect. 1.6 for a motivation of the deviatoric plastic
strain.
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I |””” Computational reality 18, fatigue in a circuit board”””
2| __author__ = ”"B. Emek Abali”
3| _-_license_-. = "GNU GPL Version 3.0 or later”
| |[#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

6 |from fenics import x

7 | parameters [” allow_extrapolation”]=True
§ | import numpy

9|set_-log_level (ERROR)

o

112D 1 ”voltage_in”
122D 2 ”voltage_out”
13 12D 3 ”clamped”

14 12D 4 ”via_air”
152D 5 "board_air”
16 12D 6 ”via_board”
173D 1 ”board”

15 (3D 2 7via”

19 [

20 | mesh = Mesh( 'geo/CR18_board.xml")

21 | cells = MeshFunction( 'size_t ' ,mesh, 'geo/
— CR18_board_physical_region .xml")
22 | facets = MeshFunction('size_t ',mesh, 'geo/

«— CR18_board_facet_region.xml")

21 | def material_coefficient (target_-mesh, cells_list , coeffs):
5 coeff_func = Function (FunctionSpace (target_-mesh, 'DG', 0)

—

)

26 markers = numpy. asarray (cells_list .array (), dtype=numpy.
< int32)

27 coeff_func.vector () [:] = numpy.choose(markers—1, coeffs)

28 return coeff_func

30 [N = FacetNormal (mesh)

31 | dI = Measure('dS', domain=mesh, subdomain_data=facets)
32 |[dA = Measure('ds', domain=mesh, subdomain_data=facets)
33 |dV = Measure ( 'dx', domain=mesh, subdomain_data=cells)

35 | Scalar = FunctionSpace (mesh, 'P', 1)
36 | Vector = VectorFunctionSpace(mesh, 'P', 1)

7 | Tensor = TensorFunctionSpace (mesh, 'P', 1)
8 |#phi, u, T
9 | Space = MixedFunctionSpace([Scalar, Vector, Scalar])

I | mesh_board = SubMesh(mesh, cells , 1)

> | mesh_via = SubMesh(mesh, cells, 2)

3| Scalar_board = FunctionSpace (mesh_board, 'P', 1)

. | Scalar_via = FunctionSpace (mesh_via, 'P', 1)

5| Vector_via = VectorFunctionSpace(mesh_via, 'P', 1)
6 | Tensor_via = TensorFunctionSpace (mesh_via, 'P', 1)

0 =

delta = Identity (3)
9 | epsilon = as_tensor ([ ( (0,0,0),(0,0,1),(0,-1,0) ) , (
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— (070’_1)7(07070)7(1:070) ) ) ( (071¢0)7(_1’0¢0)
— 7(0»070) ) })

T_ref = 300.0 # K

T_amb = T_ref

eps-0 = 8.85E—12 #in A s/(V m)

mu0 = 12.6E-7 #in V s /(A m)

null = 1E-20

i,j,k,l,myn,o,p = indices (8)

freq = 10.

cycle = 1.

tMax = cycle/freq

Dt = tMax/(cycle=10.)
t = 0.0

bc_.in = Expression( 'ampxsin (2.0% pi*nuxtime)', amp=12., nu=
— freq, time=0)

bc01=DirichletBC (Space.sub(0), bc_in, facets, 1)

bc02=DirichletBC (Space.sub(0), 0.0, facets, 2)

bc03=DirichletBC (Space.sub (1), Constant ((0.,0.,0.)), facets,
— 3)

bec = [bc01,bc02,bc03]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
unkn = Function (Space)

unkn0 = Function (Space)
unkn00 = Function (Space)

unkn_init = Expression(('0."', '0.','0.','0.', 'T_.int"'),T_int=
— T_amb)
unkn00 = interpolate (unkn_init ,Space)

unknO. assign (unkn00)
unkn. assign (unknO)

del_phi,del_u,del.T = split(test)
phi,u,T = split (unkn)

phi0 ,u0,T0 = split (unkn0)
phi00,u00,T00 = split (unkn00)

def VoigtToTensor (A):

All, A12, A13, Al4, Al5, A16 = A[0,0], A[0,1], A[0,2], A
— 10,3], A0,4], A[0,5]

A22, A23, A24, A25, A26 = A[1,1], A[1,2], A[1,3], A[1,4],
— A[l,5]

A33, A34, A35, A36 = A[2,2], A[2,3], A[2,4], A[2,5]

Add, A45, A46 = A[3,3], A[3,4], A[3,5]

A55, A56 = A[4,4], A[4,5]

A66 = A[5,5]

A21, A31, A41, A51, A6l = Al2, A13, Al4, Al5, Al6

A32, A42, A52, A62 = A23, A24, A25, A26

A43, A53, A63 — A34, A35, A36
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A54, A64 — A45, A46
A65 = A56

return as_tensor ([ \
[\

[ [Al11,A16,A15], [A16,A12,A14], [A15,A14,A13]] ,

\

[ [A61,A66,A65], [A66,A62,A64], [A65,A64,A63]] , \
[ [A51,A56,A55], [A56,A52,A54], [AB5,A54,A53]] \
|
[ [A61,A66,A65], [A66,A62,A64], [A65,A64,A63]] , \
[ [A21,A26,A25], [A26,A22,A24], [A25,A24,A23]] , \
[ [A41,A46,A45]), [A46,A42,A44], [A45,A44,A43]] \
|
[ [A51,A56,A55], [A56,A52,A54], [AB5,A54,A53]] , \
[ [A41,A46,A45], [A46,A42,A44], [A45,A44,A43]] , \
[ [A31,A36,A35], [A36,A32,A34], [A35,A34,A33]] ] \
1)

#laminate materials data (for board)

varsigma_l = null #in S/m

pi-1 = null #V/K

kappa_-l = 1.3 #in W/(m K)

capacity_-l = 800. #in J / (kg K)

alpll.l = 13.2E-6 #in 1/K

alp22_1 = 16.7E—6 #in 1/K

alp33_.1 = 39E—6 #in 1/K

alpha_l = as_tensor ([ [alpl1_.1,0.,0.],[0.,alp22.1,0.],[0.,0.,

< alp33.1] 1)

h_.1 = 10. #in J / (s m 2 K)
rho_l = 2.5E3 #in kg/m"3
C_voigt_1 = numpy.array ([ \

[66242.E6, 41797.E6, 37814.E6, 0, 0, 0],\
[41797.E6, 50460.E6, 32290.E6, 0, 0, 0],\
[37814.E6, 32290.E6, 31591.E6, 0, 0, 0],\

[0, 0, 0, 2250.E6, 0, 0],\

[0, 0, 0, 0, 2250.E6, 0],\
[0, 0, 0, 0, 0, 6630.E6] ]) #in Pa
C_l1 = VoigtToTensor (C_voigt_l)

#copper data for a via in Printed Circuit Boards (PCBs)

varsigma_cu = 1.7E4 #in S/m

pi_cu = 1.8E—6 #V/K

kappa_cu = 385. #in W/(m K)

capacity_cu = 390. #in J / (kg K)

alp_.cu = 17E—6 #in 1/K

alpha_cu = as_tensor ([ [alp-cu,0.,0.],[0.,alp_cu,0.],[0.,0.,
— alpcu] )

h_cu = 10. #in J / (s m"2 K)

rho_cu = 8.94E3 #kg/m"3

sigmaY_cu = 100.E6 #in Pa

h_pl_.cu = 615.E6 #in Pa

pl,p2,p3=169100.E6,122200.E6,75420.E6 #in Pa

C_voigt_cu = numpy.array ([ \

[pl, p2, p2, 0, 0, 0],\

[p2, pl, p2, 0, 0, 0],\
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149
150
151
152
153
154
155

156

157

158

186
187
188
189
190
191
192
193
194
195
196

(P2, p2, pl, 0, 0, 0]\
[07 07 0’ p37 07 0}7\
[0, 0, 0, 0, p3, 0],\

[0, 0, 0, 0, O, p3] )

C_cu = VoigtToTensor (C_voigt_cu)

rho = material_coefficient (mesh, cells, [rho.1, rho_cu])
varsigma = material_coefficient (mesh, cells, [varsigma.l,
< varsigma_cu])
pi- = material_coefficient (mesh, cells, [pi-l, pi_cu])
kappa = material_coefficient (mesh, cells, [kappa.l, kappa_cu
=1
capacity = material_coefficient (mesh, cells, [capacity-l,
<~ capacity-cu])
h = material_coefficient (mesh, cells, [h_.l, h_cu])

eps = sym(grad(u))

eps0 = sym(grad (u0))

epsDot = (eps—eps0) /Dt

v = as_tensor ( (u—u0)[i]/Dt, (i,))

v0 = as_tensor ( (u0—u00)[i]/Dt, (i,))
E = —grad(phi)

E0 = —grad (phi0)
EE = E
D = eps_0x«E

DO = eps_0xE0

JJ = as_tensor( varsigmaxpi_«T.dx(1) + varsigmaxEE[i], (i,))
J = as_tensor ( D[j].dx(j)*v[i] + JJ[i], (i,))

FF = as_tensor (D[j].dx(j)«E[i], (i,))

q = as_tensor(—kappaxT.dx(i)+varsigmaxpi_«T«EE[i], (i,))

Phi = q/T

f = Constant ((0.,0.,0.))
r Constant (0.0)

#laminate

peps-eq-1 = Function (Scalar_board)

teps_1 = as_tensor( alpha_l[i,j]x(T=T_ref), (i,j))

sigma_l = as_tensor( C_1[i,j,k,1]«(eps[k,l] — teps_1[k,1]),
— i)

eta_l = as_tensor( capacitysIn(T/T_ref) + alpha_l[i,j]/rhox
— sigma.l[i,j], ()

eta0_1 = as_tensor( capacitys=In(T0/T_ref) + C_1[i,j,k,1]x
< alpha_l[k,1]/rhoxepsO[i,j], (

Sigma_l = as_tensor(—q[i]/T/T+T.dx(i) + JJ[i]/T«EE[i] , ())

#copper

gamma_cu = Function (Scalar)
sigma0O_cu = Function (Tensor)
pepsO_cu = Function (Tensor)
betaO0_cu = Function (Tensor)
peps-eq-cu = Function(Scalar_via)

dev_sigmalO_-cu = as_tensor (sigmaO_cu[i,j]—1./3.xsigmaO_cu[k,k

239
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< Tedeltali,j] , (i,5))
pepsDot_cu = as_tensor (gamma_cux*(dev_sigmaO_cu[i,j]—betal_cu|
— 1,j])*C_culi,]j,k,l]«xepsDot[k,l] / (4./9.xsigmaY _cu*x2x
— h_pl_cu +(dev_sigmaO_culi,j]—betaO_culi,j])*C_culi,],k
— ,1]%(dev_sigmaO_cu[k,l]—betaO_culk,1]) ) = (
— dev_sigma0O_cu [m,n]—betal0_cu[m,n]) , (m,n))
teps_cu = as_tensor( alpha_cu[i,j]*(T—T_ref), (i,j))
tepsDot_cu = as_tensor( alpha_cu[i,j]x(T=T0)/Dt, (i,j))
sigmaDot_cu = as_tensor( C_cu[i,j,k,1]«( epsDot[k,1]—
< tepsDot_cu [k, 1]—pepsDot_culk,1] ), (i,j))

betaDot_cu = as_tensor( gamma_cux(dev_sigmaO_cu [k,l]—betaO_cu
— |k,1])xsigmaDot_culk,1] / (2.0/3.0xsigmaY_cu=xx2)x(
< dev_sigmaO_cu[i,j]—betaO_cul[i,j]) ,(i,]))

sigma_cu = sigmaO_cu + DtxsigmaDot_cu

beta_cu = betaO_cu + DtxbetaDot_cu

peps-cu = pepsO_cu + DtxpepsDot_cu

eta_cu = as_tensor( capacity*In(T/T_ref) + alpha_cu[i,j]/rhox
< sigmaculi,j], ()

etal_cu = as_tensor( capacity=In(T0/T_ref) + alpha_culi,j]/
— rhoxsigmaO_culi,j], ())

Sigma_cu = as_tensor(—q[i]/T/T«T.dx(i) + JJ[i]/T«EE[i] +
< sigma-cu[i,j]/T*xpeps_culi,j] , ())

F_phi = (—(D-D0) [i]*del_phi.dx(i) — Dt«J[i]xdel_phi.dx(i) )=*(
o dAV(1)4AV(2)) 4+ N(4') [1]#Dt#(I('+")=J('—')) [i]*del_phi
<o ("4')*dI(6) + N[i]*Dt*J[i]*del_phis(dA(1)+dA(2)+dA(3)+
— dA(4)+dA(5))

F.u = (rhox(v—v0)[i]/Dtxdel_u[i] — rhoxf[i]xdel_u[i] — FF[i
— Jxdel_u[i] )x(dV(1)+dV(2)) + sigma_l[j,i]xdel_u[i].dx(
< j)xdV (1) + sigma_cul[j,i]xdel_u[i].dx(]j)=*dV(2)

F.T = ( — Dt«Phi[i]*del_T.dx(i) — Dtxrhoxr/Txdel T )=(dV(1)+
— dV(2)) + (rhox(eta_-l—eta0_1)xdel_-T — DtxSigma_lxdel_T
— )*dV (1) + (rhox(eta_cu—etaO_cu)xdel-T — DtxSigma_cux
— del_T )*dV(2) + Dtxh+(T—T_ref)/Txdel T x(dA(1)+dA(2)+dA
— (3)+dA(4)+dA(5))

Form = F_phi + F.u + F.T

Gain = derivative (Form, unkn, dunkn)

pwd='/calcul /CR18/"

file_.phi_via = File (pwd+'phi.pvd")
file_J_via = File (pwd+'J.pvd")

file.u = File (pwd+'u.pvd")

file_peps_via = File (pwd+'peps_via.pvd"')
file_peps_board = File (pwd+'peps_board.pvd"')
file_T = File (pwd+'T.pvd")
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phi_via. = Function(Scalar_via , name='$\phi$ in V')

J_via_. = Function(Vector_via, name='$|J_i|$ in A/m$"2$")

u_. = Function (Vector , name='$|u_i|$")

peps-via. = Function (Scalar_via , name='$"\mathrm{p }\!\
— varepsilon_\mathrm{eq.}$")

T. = Function(Scalar , name='8T$ in K')

while t < tMax:

print 'time: 't
bc_in.time = t
tic ()
solve (Form==0, unkn, bc, J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:
— ?mumps”, "relative_tolerance”: le—5} }, \
form_compiler_parameters={" cpp_optimize”: True, ”
< representation”: ”quadrature”, ”
< quadrature_degree”: 2} )

phi_via_.assign (project (unkn.split (deepcopy=True) [0],
— Scalar_via))

J_via_.assign (project (J,Vector_via))

u_.assign (unkn. split (deepcopy=True) [1])

T-.assign (unkn. split (deepcopy=True) [2])

file_phi_via << (phi_-via_, t)

file_J_via << (J_via_, t)

file_u << (u-, t)

file.T << (T, t)

print toc(),' seconds long computed, T max: ',max(unkn.

< split (deepcopy=True) [2]. vector().array())

sigma_cu- = project (sigma_cu, Tensor, solver_type="mumps’
-
form_compiler_parameters={" cpp-optimize”: True, 7
< representation”: ”quadrature”, ”
< quadrature_degree”: 2})

sigmaO_cu . assign (sigma_cu_)

beta_cu_. = project (beta_cu, Tensor, solver_type="mumps”,
=\
form_compiler_parameters={" cpp-optimize”: True, ”
< representation”: ”quadrature”, ”
< quadrature_degree”: 2})

betaO_cu.assign (beta_cu.)

flow_ = project (1./2.x(dev_sigmaO_cu[i,j]—betaO_culi,j])

— «x(dev_sigmaO_cu[i,j]—betaO_culi,j]) —1./3.%
— sigmaY_cu**2, \

Scalar , solver_type="mumps”, form_compiler_parameters
— ={”cpp-optimize”: True, ”"representation”: 7
< quadrature” , ”quadrature_degree”: 2})

flow_bool = flow_.vector().array () >= 0.

direction. = project ((dev_sigmaO_cu[i,j]—betaO_culi,]])=

— epsDot[i,j], \

Scalar , solver_type="mumps”, form_compiler_parameters
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— ={”cpp-optimize”: True, ”"representation”: 7

< quadrature” , ”quadrature_degree”: 2})

direction_bool = direction_.vector().array() > 0
gamma_cu.vector () [:] = numpy.array (flow_boolx
— direction_bool)

peps-eq- = project (peps_eq-cu + Dtx(2./3.xpepsDot_culi, ]
— J]xpepsDot_cu[i,]j])*%0.5, \
Scalar_via , solver_type="mumps” ,

— form_compiler_parameters={"cpp-optimize”: True
<~ , "representation”: ”quadrature”, ”
< quadrature_degree”: 2})

print 'Plasticity: ',max(gamma.cu.vector().array())

peps-eq-cu.assign (peps_eq-)
file_peps_via << (peps-eq-cu,t)
file_peps_board << (peps-eq-1,t)

unkn00 . assign (unknO)
unknO. assign (unkn)
t += Dt

To-do

The accumulated plastic strain is a good measure for estimating fatigue. There are
many different proposals for this estimation. Find out some of them by searching
for:

o COFFIN-MANSON model,
e PARIS’s law,
e BASQUIN equation.

Estimating fatigue is of paramount importance. Unfortunately, there have been
fatigue failures in the history, where a fatigue was not foreseen but lead to a disaster:
British Overseas Airways Corporation Flight 781, on January 10, 1954; Alexan-
der Kielland Platform in North Sea, on March 27, 1980; Petrochemical Plant in
Edmonton, Canada, on April 18, 1982; Japan Airlines Flight 123, on August 12,
1985; Aloha Airlines Flight 243, Boeing 737, on April 28, 1988; Deutsche Bahn
Hanover-Hamburg train in Eschede/Germany on June 3, 1998; Crude Oil Pipeline
in Winchester Kentucky, US, on January 27, 2000; China Airlines Flight CI611,
B-18255, on May 25, 2002.
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3.5 Piezoelectric Transducer

In 1880 Pierre and Paul-Jacques Curie brothers>® had discovered an interesting phe-
nomenon occurring on some non-conductive materials. An applied voltage results in
stretching (or shrinking), thus, creating a mechanical stress in these materials. Nowa-
days, this property is used in actuators; an applied electric potential (leading to an
electric field) generates a displacement (motion). The reverse relation holds, too. In
sensors a force acts on this type of a material and generates an electric field measured
as an electric potential difference. This coupling of electric field with mechanical
stress is called piezoelectricity. Actually, we all experience this effect in tendons,
which connect muscles to bones and shorten by an applied electric signal sent by
nerves.

There are organic, natural, and synthetic piezoelectric materials. Starting from
1950s quartz (SiO;), barium-titanate (BaTiOs3), and later on lead-zirconate-titanate
(PZT>%) are known as piezoceramics showing the phenomenon of piezoelectricity.
There are even polymers having piezoelectric properties, for example,
polyvinylidene-fluoride (PVDF). Another coupling between temperature and elec-
tric field is known as pyroelectricity. A temperature change generates an electric
field as a material specific property. The inverse coupling also occurs. The piezo-
and pyroelectricity are electromagnetic coupling effects used in pressure and thermal
sensors, respectively. We want to include them into our computational reality.

Electromagnetic coupling effects such as piezo- and pyroelectricity occur in polar-
ized materials. For polarized materials the GIBBS equation is given differently in the
literature. Especially, the different formulations for the electromagnetic coupling is
quite confusing. We want to derive the GIBBS equation and present a general method-
ology leading to the electromagnetic coupling such that the different formulations
can be comprehended. No formulation is better than another, in principle, they are all
admissible. Only by experimental validation we can verify their accuracy. The reality
may be modeled in various ways. We need to understand the differences between
the formulations such that we can estimate the most feasible selection in a specific
system.

For the sake of presenting the differences between various formulations in the
literature, it is beneficial to start with the balance of electromagnetic momentum:

9G: _ Imji
ot - 8)Cj

- %, (3.190)

where the relation is defined between an electromagnetic momentum density, G;,
an electromagnetic flux term, mj;, and an electromagnetic supply term, %. The
electromagnetic momentum density, G;, is in the same unit of (linear or angular)
momentum density such as the flux term is a stress and the supply term is a force

58pjerre Curie had been the husband of Marie Sktodowska-Curie.

S9PZT is the general name for lead-zirconate-titanate, Pby 1 Zrg 3Tig.703 and PbZrg 5, Tig.43O3 are
the common used compositions of PZT.
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density. The definition of the electromagnetic stress, m ;;, depends on the definition
of the electromagnetic force density, %;. Their definitions are in some sense arbitrary;
however, as given in Eq. (3.190), the divergence of the electromagnetic stress minus
the electromagnetic force density is unique and equals the rate of the electromagnetic
momentum density. This methodology leads to a consistent formulation.*® We only
need the definition of the electromagnetic momentum density, G;. If we have a def-
inition for the electromagnetic momentum then we can propose an electromagnetic
stress®! as well as an electromagnetic force satisfying Eq. (3.190).

Unfortunately, the definition of the electromagnetic momentum density, G;, is
discussed heavily in the literature without a general consensus.®” There are mainly
three different variants for the definition of the electromagnetic momentum, viz., the
POYNTING vector, G, MINKOWSKI's definition, GM, and ABRAHAM’s choice, G, as
follows®?

G =D xB),, G'=@DxB),;, glA:(:l_z(Exﬁ),-, (3.191)

Each definition has been proposed by using an evident motivation and convincing
gedankenexperiments® such that each can be declared as correct.® In order to com-
pare them with each other, we employ

5 1
= —0 (3.192)
€0/t

and the MAXWELL-LORENTZ aether relations:
1
Dl' = E()E,‘ . Hl' = —B,‘ . (3193)
Ho

Moreover, we need to employ the following relations between charge and current
potentials:

%0See [15, Chap. XIV].

61The same formulation in Eq.(3.190) can also be found by using an electromagnetic energy-
momentum tensor, S;;, where this tensor is just the negative of the electromagnetic stress, S;; =
—m;;. Confusingly, in some books the divergence is taken regarding the second index. For the
electromagnetic stress as well as for the energy-momentum tensor the choice matters, since they
are not required to be symmetric.

62See for example [14, 25, 29].

63The different electromagnetic momenta are named after John Henry Poynting, Hermann
Minkowski, Max Abraham.

%Thought experiments.

65See [8] for a review about experimental evidences for each choice. In [7, Sect. 4.4 and 8.7] there is
some insight about different choices of electrodynamic forces and energies in the literature. See [20]
for an experimental discussion about ABRAHAM and MINKOWSKI choices. See [6] for simulations
of experiments with different choices and their comparison to experiments from the literature.
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Di=%;—-P, H=9+M;+(P xv); =9 +M, (3.194)

which are introduced and discussed in Sect. 3.2. We use an objective magnetic polar-
ization, M; = M; 4+ (P x v);, since an experiment fails to distinguish between a
magnetic polarization, M;, and a rotary motion of particles with an electric polar-
ization, P x v. Not only the formulation is simpler but the term 9/ is an objective
tensor: It transforms according to the tensor laws. Now by using the latter relations,
we can rewrite ABRAHAM’S electromagnetic momentum density:

G = copocijk EjHr = €ijuD;j(Br — poM) = G — po(D x M); . (3.195)
Analogously for MINKOWKTI’s choice we obtain
GM = €D By = €ix(Dj + P)By = G + (P x B); . (3.196)

Obviously, for a material without polarization, all choices are identical to the POYNT-

ING vector. The formulation by choosing G; = G/ is often used in textbooks about
electrodynamics. This choice is certainly correct for a material without polariza-
tion. Suppose that the system is unpolarized and we use POYNTING vector as the
electromagnetic momentum. After defining the electromagnetic momentum, we can
now select a possible set of electromagnetic stress and force. This derivation is well-
known in the literature and it is often referred to as POYNTING’s equation. We start off
with the following MAXWELL equations expressed in (fixed) Cartesian coordinates

oD; N OH, _ , 0B L OEk _ 3.197)
— . Tk =Ji, - Ty =0. .
o M ox; or U ox; (

Then we calculate the rate of the POYNTING vector by inserting the MAXWELL equa-
tions

0D;B oD; 0B
_(DXB),—E,/k By k = €jjk—F o Bk—i—eukD 6k =
0H,, OE,,

= €ijk fjlma_xl —Jj ) By — fijijfklma_xl = (3.198)

aHkB n OH; Bi— (J x B), — BE i 4 p,2E OE;
= —_—— _— —_ X i

ox; T oxe Tox;  ox;

where €;jx = —¢€;j and €;jx€xm = ;10 jm — dimd j; have been used. The first and forth

terms of the latter can be rewritten by using the MAXWELL-LORENTZ aether relations:
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aHkB D OE; 1 8BkB E OE} 1 0 (BeBi6:)
_Z*p —_p,— — B o E— — L )—
8x,~ k / 8x,~ o Bxi k 0=k 8x,~ 2/,L0 ax]‘ kPR
&0 0 0 1
—— —(EyEy0;j)) = —— | =0;i(Hi By + DyEy) ) .
26xj( «Ex0;i;) 8xj(2 i (Hi B + Dy k))
(3.199)
Next, we employ the following MAXWELL equations:
JB; 0D,
— =0, — =pz. 3.200
8xi 8xi Pz ( )

By using the latter we can rewrite the second and fifth terms in Eq. (3.198) as follows

OHi —i—DaEi— 0 (H;B; + D;E;) — E 3.201
ox; ! Tox;  ox; jl e 320D

Hence we obtain the POYNTING equation:

0 0 1
E(D X B), = —(— zéji(HkBk + DkEk) + H,'Bj + DjEl')—

ox; (3.202)

—pzE; — (J x B); .

This equation equals the balance of electromagnetic momentum in Eq.(3.190) by
associating
Gi=G =D xB),

1
mj; = —Eéji(HkBk-}-DkEk)-i-HiBj+DjEi , (3.203)
f]»'lszE,—i-(JXB)I

The electromagnetic stress, m j;, is referred to as MAXWELL’s stress® tensor and the
supply term is called LORENTZ’s force (density). An unpolarized matter “feels” the
volumetric force density F; = pzE; + (J X B); in every particles.

For a polarized material we may propose G or gl-A as the correct electromagnetic
momentum density.5” We choose gl.M in the following. With the analogous calculation
we obtain

1
G =G +eiPiBe, mj = —§5ji(HkBk + DyEy) + H;Bj + D E; ,

oP, OB,
Fi = pzE;i + €ijiJ By — CijkWBk - eijkpjw .
(3.204)

661t is named for James Clerk Maxwell.
67 A thermodynamical formulation for the choice of gl.A can be found in [15, Chap. XIV, Sect.2].
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The electromagnetic stress is chosen as MAXWELL’s stress and the supply term is
changed such that Eq. (3.190) holds. A polarized matter “feels” additional volumetric
forces due to the electric polarization and its rate.

We develop a thermodynamical formulation of polarized materials by starting
with the balance of mass and the balance of linear momentum. The balance of mass
expressed in a fixed, Cartesian coordinate system reads

dp  Opvy;
— 4+ —=—=0. (3.205)
6t ax,-

Mass is a conserved quantity since its balance equation lacks a production term.
Total momentum has to be a conserved quantity, too. Since the polarized material
generates an electromagnetic momentum density, G;, in addition to the mechanical
momentum density, pv;, balance of the total momentum becomes

6pvi =+ g,' _ 3

or a—xj( —Vjpv; +0ji + mj,‘) —pfi=0. (3.206)
We can insert the balance of the electromagnetic momentum in Eq. (3.190) in order
to obtain 9 9
PU;
or %( —vipvi +05i) —pfi = % . (3.207)

with the electromagnetic supply term as given in Eq. (3.204);. By inserting balance
of mass into the balance of total momentum we acquire

dU,‘ 80’j,‘
p— —_——
dt 8)6]'

—pfi=%. (3.208)
We write the electromagnetic supply term on the right-hand side for denoting the
fact that it tends to be a production term since it cannot be “switched off.” A moving
particle with an electric charge creates this supply term. We fail to establish a con-
figuration where this supply term vanishes. The mechanical momentum possesses a
production term, thus, it is not a conserved quantity in case of a polarized material.
The total momentum is a conserved quantity.

By multiplying the latter form of the balance of momentum with v; and using the
mass balance once more, we obtain the balance of kinetic energy:

d /1 00 ;iv; ov;

P&(zvivi)— ax, —pfivi =—0ji87j+7ivi )

1o} 1 0 1 811,»

E(PEUN:’) - a—xj(— PVj 5 Vivi +Ujivi) —pfivi = _UjiaTj + Fivi .
(3.20)
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The final term is a production term due to the supply term of electromagnetic
momentum given in Eq. (3.204);. We will rewrite this term in order to see a relation
leading to the GIBBS equation in polarized materials. The formulation is lengthy and
unfortunately not straight-forward. Therefore, we present it herein in a fully detailed
manner. We start by writing the term explicitly,

m

oD; oP;
Fivi = —E;jv; +vi€ijpJj By — vi€ijr—— ok
X

7, > (3.210)

L By + vi€iji Pj€xim——

after inserting MAXWELL’s equations (3.197), and (3.200),. We can also insert
Egs. (3.194) into MAXWELL’s equations and obtain

90 _ v 0% 0% _ . OR O
ox, 0 TTar Tax, T o 6”kax,

JE (3211
The latter equations are known as MAXWELL’s equation in polarized matter, they
have been introduced in Sect.3.2. The definition of the free current, Jif‘, can be
inserted into the production term of electromagnetic momentum as follows

Fvi = P gy, 4 (Jfr T L
iV = v; + Vi€ — + €jim —
i Vi 8xj i iCijk ot Jjl 8)(?[ k (3 212)
B + P aEm ’
—V;€; V; € €klm .
jk—a., ot k Jjk kl aX[

By using the tensorial identities:

€ijk = —€jik » €jikEjim = Oi10km — OimOki (3.213)
we acquire

Fi 9D, —LEv + J ‘B aMk 0N, B+
iVi = Ui Vi€ - .
Ox;j i ke 8x, Oxy, k

OE; OE; OD;E;

i Pj — )= D+ P; i+ v " B— (3214

+v (ax, 8xj) 8xj —(D; + ) jv +vi€ijid " Br— ( )
, 094 OM; aE,

——B ; B, ;
Vigy, Betvig Bt uibige

After inserting Eqs. (3.200);, (3.194) into the latter, we obtain
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OD;E; OE; dafe  OM;
iVi = [ D; i i€ J ‘B — ——F—B
Fivn = v T gy, v vkl B (dt ar )
N OM; By P dE; aE OD; E; o OE; N Jiop
;i —— )= v D tuie —
Oxy. dr ot 3)6] i 8 ik g
da,  OM B+ OM; By N dE; anE] VE oP;
& o )T o T T o ot
(3.215)
By using the material conduction current:
jifn — Jifr. _ pir.vi , (3216)
as well as Eq. (3.211),, we acquire
. OD;E; D, OE; N (] n VB, — B, da; n
iVi = v — U, V; € “y; — s
ox; T x; ik petu) B = By
OB; M; OB, aMBk dE; OPE; oD;
R /At R il p—L = J= _ p. 27
ar a U Tom U@ T o U
09 6 0 09;
Eileju=——J") =vi—(D,E; —D,E; + M;B;) + vi—LE;+ (3.217)
+ j(GJkl o, vi ax,( + M;B;) +v o, +
0 0D; . OB;
+§(Bim’[i_PjEj)_Eja_tj_viejik];'Bk ME"‘
4k g d E; 00 _ g, g
i~ — bi—— j€ )
dr dt T o~ I

since ¢;;v;v; = 0 owing to Eq. (3.213);. After inserting Eqgs. (3.197),, (3.211); into
the latter, the production term becomes

a( P,E; + 3 B;) + (vipz™ —Jfr)E+§(BM PE)

Fivi =v; ox,
E oD; (E; — B+ 9 OE, 4P dE; B da; +E 09
— S L . o i €iik—— — — —— € — =
7o S K ox; dt dt T O
0 0 oD;
:vi%(—PjEi-l-MBj)-FE(B,‘M—PjEj) Ea—_
OE; dE; da; o

fr.
—%J; Mi€ijk—— i —— — Bi— + Ejcju—
R+ efkax,- + dt dr + ]€'Ik18xk
(3.218)

The fifth and eight terms can be rewritten as follows
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OE} 9 OE; 99
o +E6,k18k] Mejlka +E61k18kl

8 oM; OHm
i ME E i m =
8x}(€;k k) + k(ejka + €k 81)

OH,
€jik M Ey) + Exeyji— =
an

Mé,jk

0
(“)xj(
OE;

ki axj
0 0B; 0 0B;
= 8_xj< — €jixM; Ex + GjikHiEk) - EHI' = aTj(Qikf)iEk) - EHI' ,
(3.219)

where we have employed Egs.(3.197),, (3.213);. Hence, by using the latter,
Eq.(3.194),, and the MAXWELL-LORENTZ acther relations, we attain the second
term of the production of kinetic energy in its final form:

0 0
= ———(ejuM Ex) + 8_(Ek€kjiHi) - H; =
Xj

8)Cj

0
Fv; = a—xj((—PjEi + M; B;)v; + ($ x E)j)+

0 I i v
—}-—(B,-:M,- — P,E; = 3D;E; - —B,-H,-) (—P,Ei + B )—v— (3.220)

ot 2 X;
_E]ff+Pd£ Bdﬂ
dr dr ~

The balance of kinetic energy can be rewritten by using the latter and by employing
the MAXWELL-LORENTZ aether relations as follows

0 /1 1 1
E(Eﬂvivi —BifMi+PjEj+§DjEj+§BiHi)—
0 1
_a( — vjzpvivi + (in — PE; + MBj)vi — (E X f))}.)— (3.221)
J
fiv ( PE~|—MB)8 ‘E,]fr+PdE B, 22
—pfivi=—0;i — - - — bi—/—
P ! 0x; dr dt

This balance equation is well-known for unpolarized materials. For a polarized mate-
rial it depends on the choice of electromagnetic momentum; we have used GM leading
to Eq.(3.221). Especially E x $) is the term responsible for the electromagnetic radi-
ation. Itis the energy flux over the boundary due to the electromagnetic fields. We can
simplify the balance of kinetic energy by using a similar notation as in Sect 3.3. The
kinetic energy density consists of three terms, pe*i™ = pe™ + eP + e, first term is
due to the mass, pe™, second term is caused by the polarized materlal, e?, and the
third term is the energy density of the field, e”, as follows

1 1
,oem' = E[)U,'U,' , el = —Biﬂ/[i + P_,'Ej s ef' = E(DJEJ + B,’Hi) . (3222)
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By using the above definitions we just rewrite the balance of kinetic energy:

O pein- 0 y
— —( —. in. _ _p._ fy __
o 3xj( v;(pe e’ —e) — (E x f.))j—i-
+(oji — PE; + MBj)Ui) —pfivi= (3.223)
dvi . dE; da;
= —(O'ji - PjEi + MBJ)BT — f,,]lf + Pl? — Bl?
J

We aim for the GIBBS equation in polarized material. Thus, we need to acquire the
balance of internal energy. Since we have found the balance of kinetic energy we
can subtract it from the balance of total energy and acquire the balance of internal
energy. The specific total energy, e, is the sum of specific kinetic energy, <™, and
specific internal energy, u, as, e = eX™ 4 u. We start off with the balance of (total)
energy:

dpe

0
E—W(—vjpe—i—Fj)—ps:O, (3.224)
j

where the flux of energy, F;, and the energy supply per mass, s, are not defined,
yet. Total energy is a conserved quantity implying that the balance of energy lacks
a production term. By subtracting the balance of kinetic energy from the balance of
total energy we obtain

o _ kin. o ) ‘
Hpe—pe) _ (—vj(pe — pe™ + e + ") + Fj + (E x 9) ,—

ot dx;
—(0ji = PiE; + M B;)v;) — p(s — fivi)) =
Ov; . dE; dM;
= (0ji = PiEi + MBj) 7= + T 5" — Pi—— + Bj——
(7= P+ 208) 5+ = R+ B
(3.225)
The latter is the balance of internal energy:
Opu 0
W—aTj(—vjpu—qj)—przF, (3226)

with the specific internal energy, u = e — k™

heat flux:

, with the flux of internal energy or

—qj = —vj(" + e+ Fj + (E x 9), — (0, = PJE; + M Bj)vi . (3.227)
with the supply of internal energy or internal heating:
r=s— fiv, (3.228)

and with the production of internal energy:
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P = (o — PyE 4+ 38,) 20 1 g~ p 95y g 0 (3.229)
=\0ji — ;L iDj)— it — . .
e 7 0x; ' dt dt

After inserting the balance of mass we obtain the following balance of internal energy
in the current frame:

du 94, ( PE+MB)av"+ g - p 3L p 42

p 8 09— PB4 a6B) O dE;

Par T, T\ 7 ox; dr dr
(3.230)

We will use thermodynamics to obtain the necessary constitutive equations, viz., u,
qi, 0ji, Pi, M;, and ]l.fr'. Then the aforementioned definitions lead to e and F;.

In this section we search for field equations for deformable solids. Thus, we need to
transform the balance of internal energy from the current frame to the LAGRANGEan
frame. For the sake of brevity we neglect the geometric nonlinearities. Then the
transformation onto the LAGRANGEan frame is an ease

du+8- o P15 908) P g g p O 001

a~ r = i g ) P — - -

ox, =i ox, T H dr ar
(3.231)

As we have decomposed the stress, oj;, we also split the polarization tensors, P;,
M;, into reversible and dissipative terms:

oji="0ji+ 0ji, Pi="P+ P, M ="M+ M. (3.232)

We analyze first the equilibrium state. At the equilibrium state all dissipative terms
vanish. The supply terms shall vanish at the equilibrium, too. For a mechanical
equilibrium the velocity gradient deduces to rate of strains:

81)(1‘ _ 0 du(,- _ d 814(,' _ dé‘,‘j

= = = 3.233
8Xj) an) dr dr 8Xj) dr ( )
For a symmetric reversible stress tensor, ‘o;; = '0;;, we can write
SPLL U (3.234)
Oij oo = O —— . .
Y an) Yodr

For an electromagnetic equilibrium the electric current vanishes. For a thermal equi-
librium we again introduce® as exactly in Sect. 3.3 a new quantity called entropy as
follows

561,
X,

_dq
T dr

1 dg
eq. T dt

= pp— 3.235
w0 Podt ( )

%8See [15, Chap. XIV, Sect.2].
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where the specific entropy, 7, is responsible for a reversible exchange from
mechanical or electromagnetic energies to thermal energy. Hence, at equilibrium,
the balance of internal energy reads®

du d?] d€,’j dE, drﬂ/[,
Ty S p Qi g T 3.236
Pqr TP dt+U’ dr dr + dr ( )

According to the Ist law of thermodynamics we can rewrite the latter in terms of
differentials:

du = Td’f] + Ub'jidEij — UrPidE,' + UB,'dr,‘]V[i s (3237)

where we have utilized the specific volume, v = 1/pg. The latter equation can be
called the GIBBS equation for polarized materials. Next, we will define the dual
variables 7, oj;, 'P;, and “M; with respect to the primary (or state) variables T,
€ij» E;, and B;. We choose the primary variables as T, ¢;;, E;, B;, since we know
their relations to the primitive variables, T, u;, ¢, A;. In order to obtain an energy
depending on the primary variables, we introduce a free energy:

Yv=u—Tn— BvM, (3.238)
and by taking its total differential we obtain

dy =du —ndT — Tdn — Bijvd™M; — M;vdB; =

(3.239)
= —’I]dT + 'invds,»j - ‘P,-vdEi - ‘ﬁlf[ivdBi .

The free energy depends on the primary variables, 1) = (T, €;;, E;, B;). Obviously,
each dual variable, 7, o;;, 'P;, "M;, may depend on the primary variables, T, €;;, E;,
B;, such that we acquire
dnp=cdT + ﬁijdfij + EidE,‘ + 0,dB; ,
do;; = PdT + Cjudey + fiijdEx + 5;jxd By,
d'P; = LidT + Tyjideji + X7 dE; + 7;jdB;
da; = 0~idT + Sijkdé"jk + Ié,‘jdEj + Xﬁag'dBj .

(3.240)

% An alternative is to use the following formulation:

d&‘ij

_dE,- d"M;
dt ’

P, B;
o TP

du dn . . .
P = POTE + ('oji — PjEi + M; B))
This formulation leads to the same constitutive equations and is also admissible. The argumentation
for explaining the measurements in the dual variables becomes more difficult by using the alternative
formulation.
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All material parameters, ¢, p;;, £;, 0i, Pij, Cijui, Tkijs Sijks Lis Tijk, X?}', 7ij» Oi, Sijk
Rij, X;;ag' shall be determined experimentally. By using the MAXWELL symmetry or
reciprocal relations:

B oy oy Py . on
TS or T o T ™or0e; ~ Mo or T Moe, T 0P
= pij = —vlsij )

Z,- = @ = Pow = —po 8%!1 = —po 8%/} = /?0ﬁ = Pogi
orT oT OTOE; OE;0T OE;
=0 =vl;,

0; = 094 = PoarMiv = —pPo 82w = —pPo 8% = ,00ﬁ = po0i
oar or OTOB; OB; 0T OB; '
=6, =00,

(3.241)
as well as
~ 0'P; O0'Pv 0% 0% Oojv -
KT B T 0 T 008, T 0B 02 T M oE T
= fij = _Tkij )

S o OMy Py Py oy
ek M oen - Mocp08 - MoBoc, 0B Y
= 5k = Siji
R,_0% _ 9%y _ O O _O0F .
= 9E; ~™oE; T~ ™oEeB ~ ™MoBoE; ~ 0B,
= 7;j = Rji,

(3.242)

we can reduce the necessary amount of measurements for determining materials
parameters. The experiments are established by varying one of the primary variable
as holding the other primary variables fixed and measuring the corresponding dual
variable.

The stiffness tensor, C;jx;, is measured for a specific (fixed) temperature, d7° = 0,
for a fixed electric field, dE; = 0, for a fixed magnetic intensity, d B; = 0, by varying
strain, de;;, and measuring stress, do;;. The electric susceptibility, x?}‘, constitut-
ing )Zf]l =¢p ijl is measured analogously by varying dE; and measuring d'P;. The
magnetic susceptibility, x;;*, in X} © = p~'xj;"® is measured by varying dB; and
measuring d ;. We cannot measure entropy directly but the specific heat energy,
3Q = T'dnp = TcdT, can be measured by varying temperature, §Q = c¢dT, where
the specific heat capacity, ¢ = T'¢, has been introduced. All direct relations, namely
stiffness, susceptibility, heat capacity, can easily be found in the literature for various
materials.
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Moreover, there are the coupling terms, viz., the thermal pressure, Py, the
pyroelectric tensor, L;, the electromagnetlc coupling, R;;, the magnetothermal cou-
pling, O;, the piezoelectric tensor, T, k> and the piezomagnetic tensor, S; k- Bspecially
for the thermal pressure, pyroelectric tensor, and the magnetothermal coupling the
material parameters are difficult to find in the literature. However, we can rewrite
them by using coefficients of thermal expansion, «;;, which is determined by varying
temperature and measuring strain

d€,‘j = O[,’de . (3243)

The coefficients of thermal expansion are measured by holding the other variables
fixed, hence, from Eq. (3.240), we obtain for fixed o;;, E;, B,

0= ﬁi]’dT + Cijkldgkl = ﬁ,‘de + C,-jklakldT

. (3.244)
= P = —Cijuoy .

Analogously we acquire

Li = -Tjraje, O0i = =S . (3.245)

Now by using the thermal expansion coefficients and employing the MAXWELL
relations we obtain
C ~ ~
dn = 7dT +vCijuogde;j — vTijrodE; — vS;jronqdB;
d'o;j = —CyijuodT + Cijudey — TrijdEy + Si:dBy
d'P;, = —T kozjde + T,]kdé‘]k + E()XU dE + R],dBj s
A = —SijkapdT + Sijede i + Ry dE; + pg ' xj;* dB;

(3.246)

Instead of the piezoelectric tensor, T, jk» it is more common to find the so-called
piezoelectric coefficients, d~,- k> in the literature.”® Variation of the electric field and
measurement of the induced strain are used to determine the piezoelectric coefficients
with dey; = dydEs, by fixed stress, d'o;; = 0, at a constant temperature, d7" = 0,
and for a constant magnetic flux, dB; = 0, such that we observe from Eq. (3.246),

0= Cljkldskl - Tmz]dEm = Cl]kldmkldEm - Tmt] dEm s
Tml] - Ct/kldmkl

(3.247)

The notation d~mkl is a standardized notation (without tilde) for the piezoelectric
coefficients.

70See the measurements described in [27].
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All material parameters, namely ¢, Cijir, Xij»> Xj; > Qtijs Tijk» Sijx» and R;; may
depend on the primary variables, T, ¢;;, E;, and B;. Some materials show an electro-
magneto-striction meaning that the susceptibilities depend on electric field and mag-
netic flux. For a simple and linear material, where material parameters are constants
in the primary variables, we can obtain the dual variables simply by integrating from
the ground state, T = Ty, ;; =0, E; = 0, B; =0, to the present state, T, ¢;;, E;,
B;, as follows

T - ~
n=cln (T_) + vCijuonei; — vk E; — vSijeaiBi

ref.
0;; = —Cijuent (T — T) + Cijuers — Trij Ex + Siji B » (3.248)
Py = ~Tijkaj(T — T) + Tijueju + 20X Ej + RjiBj
M = —Sijecjn(T — To) + Sijeeju + Ry Ej + g ' xi1 % Bj

We have defined all of the reversible parts of o;;, P;, and M; by using the GIBBS
equation at the equilibrium state. We assume that the rate of internal energy holds at
the non-equilibrium state, too. In other words, we assume that the internal energy is
recoverable. Now the balance of internal energy in Eq.(3.231) can be rewritten by
inserting the GIBBS equation

d 0q v
£0 _n+87 por:(daj, PE+MB)6X+
. (3.249)
g~ op S5 g 40
dr dr ’
or even as follows
0 oq; ov
T 5+ .~ por = (i = PEH‘“?)@XJr
J J (3.250)
_l’_rgl.j,ff- — dp,% + B.%
' "ot Yor

since the formulation is in the LAGRANGEan frame. We can rewrite the latter in order
to obtain a balance equation:

877 0 (q; r 0 (1 1, ov;
p() 8X ( pO__qu e +?(JJL_PJE1+MBJ)6_}(]'+

L ‘E,]fr ldP8E +136"Mi
oo T ' ot
(3.251)
This balance equation is the balance of entropy in the LAGRANGEan frame:

On 0% T 5 3252
Par Tox; T T (3.252)
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with a flux term, @;, and a production term, X, as

o, =4
’ T
oT 1 ov;
=49 i — P;E; + M;B;) —
T2 0X; += (‘71 jEit ])3Xj+ (3.253)
L S5 ld OE  1p 00
“or T o

The entropy flux, &@;, might become differently by redefining the energy flux in
Eq.(3.227). We could include the radiation term E x $) into the balance of internal
energy by leaving out the radiation term in Eq.(3.227). Then the entropy flux and
the entropy production would have an additional term in the heat flux similar to a
HALL effect.”! For its interpretation see [28, Sect. 9.9.4]. We propose a choice, where
the radiation is included in the heat flux. Both choices are reasonable for different
experimental setups. In other words, the appropriate choice depends on measuring
the heat flux with or without the radiation term.

There are various heat flux gauges, they mostly rely on a heat flux definition,
which we will derive in the following. As we know from FOURIER’s law, the heat
flux depends on the temperature, thus, the temperature measurement plays a crucial
role. Although temperature is a primitive variable—we accept its existence without
questioning—measuring the temperature is always succeeded in an indirect way. In
case of a non-contact temperature measurement with an infrared camera, the detector
outputs an electric signal denoting the temperature (after a calibration with a known
temperature). The detector in the camera is a sensor. If a quantum detector is used,
where the sensor is a photodiode transforming the electromagnetic radiation into an
electric signal, then we have to include the radiation term in the heat flux. However,
if a thermal detector with a pyroelectric material as sensor is employed, then we shall
separate radiation and heat flux.

We continue by using the above definition of heat flux including radiation. More-
over, we restrict our formalism to the case that polarization causes a reversible evo-
lution. In other words, we assume

dPi:(), dM:O:}Pj:‘PI‘, MZIM (3254)

Then the entropy production reads by introducing the comma notation for derivatives
in X;, as follows

1
s=-Lir, 4

1 T.
T2 T ( oji— P,E; + MB_,-)U,‘M; + T{E’ljzf . (3.255)

According to the 2nd law of thermodynamics, the entropy production vanishes, ¥ =
0, for reversible processes (at the equilibrium state); and it is positive, £ > 0, on

711t is named after Edwin Herbert Hall.
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irreversible processes (at non-equilibrium). Moreover, tensors of rank two can be

decomposed into the spherical, symmetric deviatoric, and antisymmetric terms, for
example, in the case of a generic tensor of rank two, A;;, this would be

1
Aji = Agi + Ay = Al + gAkk(Sji + Apjiy

1 1 1
Agiy = E(Aji + Aij) . Aol = AGh — A0 A = E(Aji —Aij)

3
(3.256)
leading to
‘0ji — PjEi + M;Bj = Ej; ,
1 1 1 1 (3.257)
?‘:“jivi,j = ?C‘I(ji)\vl(i,j)\ + 3_T‘7‘iivj~,j + ?c‘[ji]v[i-,j] :
Hence we can rewrite the production of entropy by introducing two lists:
" 1 1 1 1 1
Xt = [ﬁT’f VD TV VL ;ﬂ‘] ;
(3.258)

— — — fr.
"f”=|—61jv Eigol > Eiis Byl '{]ir]’

where the thermodynamical forces, X, are derived from the primitive variables and
thermodynamical fluxes, F*, are going to be defined in the following. The production
of entropy reads

2=X*F>0, a=1,2,...,5, (3.259)

where the summation convention is used for . The thermodynamical fluxes depend
only on the thermodynamical forces of the same rank. For example, F' is a thermo-
dynamical flux of rank one and depends only on the thermodynamical forces of rank
one, namely on X' and %K. This restriction is due to the different transformation
properties of tensors of different ranks and referred to as the CURIE principle. The
thermodynamical flux of rank zero reads

-1
Eii = ATUJ'J' . (3260)
Analogously the thermodynamical fluxes of rank one become

1 -1 -1 1
—q; = aﬁrj +b7zj , = BT +E?£j . (3.261)

The thermodynamical fluxes of rank two are

1 1
il = AVl Buin = eV - (3.262)
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In order to fulfill the 2nd law of thermodynamics we acquire

A
Y= Tzvllvll+

a 1 -
galili+ FT,jzj(b + B)+
(3.263)

d
+C—fvfa + ueavien 7 U[z v =0,

suchthat A > 0,a > 0,& > 0,d > 0,and & > 0 have to hold. For the coupling con-
stants we have to obtain b + B = 0 in order to inhibit a negative entropy production,
since we cannot assure for all processes that the temperature gradient and the electric
field shall have the same direction.

Piezoceramics are insulators such that free conducting current shall vanish, 7 =
0,i.e., b =0, ¢ = 0. Hence we obtain for the piezoceramic material:

qu_’iT.,j’ k=—>0, (3264)

this material equation is referred to as FOURIER’s law for the case of x = const. We
also suppose that an irreversible motion fails to exist, in other words, the material is
elastic. In order to achieve that we set A = 0,d = 0, and ¢ = 0. Hence the dissipative
stress tensor becomes

i =0, Ejgj =0, Buj=0,
ol = PiGEn — MaBj) . ‘oyjn = PiEq— MiBj),
Uj,' = PJ‘E,' —MBJ

r_ [1]

vii = P,E; — M;B; ,

(3.265)
Moreover, we suppose that the piezoceramic material lacks a magnetic polarization,
M; = M; = 0. In order to succeed this the corresponding materials parameters have
to vanish, S;j; = 0, R;; =0, x m‘”’ = 0. Hence the following constitutive equations
are valid for piezoceramics:

T -
n=cln (—) +vCijuomei; — vl Ei, qi = —kT,;

ref.

oji = 0ji + 0 = PjE; — Ciinaw (T — To) + Cjiger — Tiji Ex (3.266)
P =P, = —Tijpaj(T — To) + Tijxejn +80X,j i
with the following primary variables:
0A;
Eij = UG,j) » l ¢l - E s Bi = eijkAk,j . (3267)

We have deduced all necessary constitutive equations by using thermodynamics.
The governing equations are now closed and can be solved. Our aim is to compute
the electric potential, ¢, the magnetic potential, A;, the displacement, u;, and the
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Inlet N
N Outlet
L
A¢

Fig. 3.14 Drawing of a micropump with two valves on fop and a thin membrane on its bottom. The
piezo actuator moves the membrane up- and downward such that the volume changes and fluid is
pumped from inlet to outlet

N

Fig. 3.15 The membrane of the micropump, a PZT-5H piezoceramic rectangular sheet (green) is
mounted on a thin circular plate out of brass (yellow)

temperature, 7', as functions in space, X;, and time, ¢, in the LAGRANGEan frame for
a solid body.

Consider a micropump as drawn in Fig.3.14. A diaphragm or membrane is actu-
ated with the mounted piezoceramic on the outer side. By applying a cyclic electric
potential difference on the piezoceramic plate, the membrane bends down and up
such that the chamber sucks in a medium through inlet and pumps out through outlet.
The deformation of the membrane is controlled over the given potential difference.
Hence, the volume rate out of the pump is dosed very accurately. Such micropumps
with piezo drivers are used in medical devices, they are called lab-on-a-chip. We
want to simulate the motion of the membrane of such a micropump. The membrane
comprises a circular plate out of brass (copper and zinc alloy) and a PbZr( 53 Tip 4703
(PZT-5H) piezoceramic sheet on the plate—it is shown in Fig. 3.15. Since the brass
plate is a conductor we can connect the electric supply on any point on it and the
piezo sheet has an electric potential on its top. Although it is not modeled, there is
a thin sheet of a conductor (like brass) on piezo sheet’s bottom utilizing an electric
potential on the whole bottom-side.

The piezoelectric properties are naturally found in some single-crystals, however
nowadays, the synthetic (polycrystalline) piezoceramics are used in the industry. The
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piezoelectric ceramic is poled in a certain direction.”” This process creates the piezo-
electric properties. The poling direction is also called the piezoelectric axis and it is
always chosen along x3 in the literature. Therefore, we have modeled the geometry
such that x3 is directed along the thickness. The potential difference is set along the
poling direction. Therefore, the material is isotropic but during (piezoelectric) poling
the thermal and mechanical properties along x3-axis alter. In a data sheet for PZT-5H

we find the following values:’3

po =7500kg/m>, S33 =20-10""?m?/N,

Si=156-1002m?/N, v=0.31,
dy; =585-1072m/V, dy = —265-10""2m/V,

. (3.268)
dis =730-107"m/V, & =3400, &} =3130,
c=350J/(kgK), «=1.1W/(mK),
azz=—4-10"°1/K, a;;=6-10"°1/K.
The compliance matrix, S;,, in the VOIGT notation reads
Sll —VS“ —Z/S“ 0 0 0
—VSH S|1 —Z/S|] 0 0 0
_ —1/511 —VS” S33 0 0 0
Sy = 0 0 0 (1+v)Sy 0 0 (3.269)
0 0 0 0 14+ v)Sy 0
0 0 0 0 0 (1+v)Si

The inverse of the compliance matrix is the stiffness matrix in the VOIGT notation:

Cit1 Cii22 Ciisz Crizs Ciaz Chinz
Coi1 Cooz €233 C223 Co213 Co212
Sl —cC,, = C3311 C3322 C3333 C3323 C3313 Caann 3970
( JI) - 1J — C C C C C C . ( . )
2311 C2322 C2333 Ca323 Ca313 Cazn2
Ci311 Ci322 C1333 Ci323 Ci313 Ci312

Ci211 Ci222 C1233 Ci223 Cr213 Cr212

Analogously, we have the piezoelectric constants, dij, by using the VOIGT notation
on the indices belonging to the strain

72Some materials have different stable states where the configuration of molecules are different.
By applying a high electric field, i.e., poling, the configuration is changed to the new stable state.
The lattice is distorted in this new state so that the electric field and deformation are connected. An
electric field (smaller than the poling field) induces a strain (distortion in the lattice). This shape
change is reversible as long as the applied field remains smaller than the poling field.

T3All parameters of PZT-5H are compiled from http://www.piceramic.com/piezo-technology/
fundamentals.html and http://bostonpiezooptics.com/ceramic-materials-pzt
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. diiy din diz3 dioz dis1 di 0 0 0 0ds0
dij = |don dip dyz3 dps dysi oz | = | 0 0 0 dys 0 0),  (3.271)
da11 dzp d33z dzoz d3z1 dan dyydyydz 0 00

where the necessary coefficients are calculated with the aforementioned relation:
Toij = Cijrrdma - (3.272)

The susceptibility is given by the relative permittivity values:

€00
Xg=10¢e} 0|-d;. (3.273)
0 0 &

The thermal expansion coefficients read

11 0 0
Qjj = 0 11 0 . (3274)
0 0 33

Piezoceramic is an insulator and brass is a conductor. For the computational domain
where the piezo sheet is, we use €2;, and for the brass plate we employ €2y, so the
whole domain reads 2 = Q,, U Qy, . Between brass and piezoceramic materials there
exists a singular surface, 0Q2s = 02, N 0K, , on which the balance equations on sin-
gular surfaces need to be fulfilled. We simply employ the weak forms in Egs. (3.80),
(3.92) derived in Sect.3.2. For simplicity we skip modeling the air surrounding the
membrane and piezo sheet. On the boundaries to air, 92, = 0Q \ 99, either the
electric potential is given as a DIRICHLET boundary condition or the electric current
vanishes in the plane normal direction. Similarly we assume that the gradient of mag-
netic potential is directed along the plane normal. We recall that the piezoceramic
material lacks magnetic polarization, #; = 0. The weak forms for electromagnetic
potentials read in the energy unit

F¢=/Q(—(©,~ — %50, — AtJfT s¢,,~)dv+/ 1 (niAt[Jifr']quS)da.

o
F A2 A e L e — s e T )
A_/;Z(EOTgl_’_%ldshl_isl_ Ar 8,)U.
(3.275)
The free electric current is
fi fi fi fi up — uf
Jir' = jir' —+ Pz r'vi = jl.r' —+ gi,i ! s (3276)

At
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by using the usual time discretization. For the piezo sheet the free objective current
vanishes, jl.fr' = 0, whereas for the brass it is modeled by using OHM’s law and
neglecting the thermoelectric coupling for brass, since the PELTIER coefficient is
small.

In order to compute the displacement we employ the balance of linear momentum
in the LAGRANGEan frame after having neglected the geometric nonlinearities

81),‘
o, it pofi =i . (3.277)

By inserting the electromagnetic supply from Eq. (3.190) in the LAGRANGEan frame
for small deformations we acquire

81},- 0 i
pog + S o — o fi =0, o = i (3.278)

The electromagnetic momentum and stress are
1
G = eijkngk , mji = _Eéij(HkBk + DrE) + [f,'Bj + DjEi . (3.279)

For obtaining the weak form we need to integrate by parts solely the terms already
including a derivative. Thus, we separate the stress into 7;; including terms with
derivatives of the primitive variables and into &;; with the primitive variables without
derivatives as follows

tgl.
Jt
i =mji + P;E; + Cjiwen — Tiji Ex | (3.280)

0ji =—Cjimon(T —T,) .

0 =0ji +Tji,

From the balance of linear momentum we acquire the following weak form in the
unit of energy:

i

—2u0 4 % €1 (DB, — DYBY)
F, =/ (Po—u AMIA+ ad u; + it 2 LR su
2 ra ! (3.281)

—0ji,j dui + Tji ui j — pofi Bui)dV - /69@ — N;joji) du;dA .

The traction vector, #; = N j &}‘}", is given on the boundaries. Either it is a free surface

such that no traction occurs or there is a loading measured in Pa and stated by the
given traction vector, 7. It is of importance to recall that the traction on the surface
is undertaken by the mechanical and electromagnetic stress, together. Therefore,
under the same traction vector different combinations might occur where a high
mechanical stress is compensated by an electromagnetic stress, or otherwise. The
electromagnetic stress is generated by the electric and magnetic potentials computed
by their corresponding weak forms.
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For computing the temperature distribution we acquire the weak form from the
balance of entropy in the unit of energy:

Fr = / (po(n — ) 8T — A1d; 3T; — Atpo% 8T — ArS 5T)dV+
@ (3.282)
+/ Atd §TdA
15,9}

where flux and production of entropy are given in Eq.(3.253). After setting the
assumptions, ‘P; = 0, “M; = 0, M; = 0, we obtain
giNi

A qi 1 fi
==, b=—, T=—=T;+=E%J". 3.283
T T T2 + T I ( )

For the boundaries we implement the usual ROBIN boundaries:
GiNi = (T — Tymp) , (3.284)

with the ambient temperature chosen equal to the reference temperature.
Since all forms are in the same unit we can sum them up and obtain a weak form:

Form =F, +F4 +F, +Fr, (3.285)

in order to compute the primitive variables, viz., ¢, A;, u;, T. The nonlinear and
coupled form will be computed as usual monolithically after a NEWTON-RAPHSON
linearization at the level of the partial differential equations.
The aforementioned micropump’s membrane is simulated by setting a harmonic
potential difference:
6 = AsinQmut) , (3.286)

where the amplitude is chosen as A = 100V and the frequency as v = 10Hz. The
diaphragm out of brass is fixed on the pump’s body at its circumference. We simulate
the circumference as clamped and grounded. The piezoceramic sheet deforms due
to the potential difference. Electric potential at the bottom of the piezoceramic sheet
is the input and the motion of diaphragm’s top middle is the output. The response,
i.e., input versus output is plotted in Fig. 3.16. The response is nearly instantaneous,
which enables an accurate controlling of the micropump’s response. All primitive
variables are calculated at once. The maximum deflections occur roughly at the
first and third quarter of the cycle, see Fig.3.17. The change in temperature is not
significant and the distribution of the magnetic potential is such that no magnetic
flux arises. The deformation is small since we have modeled one piezo sheet. In
reality the actuator consists of many layers—multilayer piezoceramics—such that
the piezoelectric coefficient in the poling direction increases. The geometry can be
obtained in [1] and the code used for the simulation is given below.
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Fig. 3.16 The input (continuous, red) and output (dashed, blue) of the piezo membrane in the
micropump for one cycle in 10Hz
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Fig. 3.17 The deformation of the piezo membrane at the first (fop) and third (bottom) quarter of
the first cycle with a scale factor of 10000. The membrane moves upward and downward
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[IRIE)

I |””” Computational reality 19, piezoelectric transducer
2| -—author_._ = ”B. Emek Abali”

3| -_license__. = "GNU GPL Version 3.0 or later”

I |#This code underlies the GNU General Public License ,
~— http://www.gnu.org/licenses /gpl —3.0.en.html

6 |from fenics import =

7 | import numpy

s |set_log_level (ERROR)

9 [#units: m, kg, s, V, K

10 | delta = Identity (3)

11 | epsilon = as_tensor ([ ( (0,0,0),(0,0,1),(0,—-1,0) ) , (
— (070’_1)7(0’070) 7(1’070) ) ) ( (07170)7(_1»070)
— ,(0,0,0) ) ])

13 | def VoigtToTensorRank4 (A11=0., Al12=0., A13=0., A14=0., Al5
< =0., A16=0., A22=0., A23=0., A24=0., A25=0., A26=0.,
— A33=0., A34=0., A35=0., A36=0., A44=0., A45=0., A46
— =0., A55=0., A56=0., A66=0.):

14 A21, A31, A4l, ABl, A6l = Al2, Al3, Al4, Al5, Al6

15 A32, A42, A52, A62 = A23, A24, A25, A26

16 A43, A53, A63 = A34, A35, A36
17 Ab4, A64 = A45, A46

18 A65 = A56

19 return as_tensor ([ \
Al1,A16,A15], [A16,A12,A14], [Al5,A14,A13]] , \
A61,A66,A65], [A66,A62,A64], [A65,A64,A63]] , \
A51,A56,A55], [A56,A52,A54], [A55,A54,A53]] \

[

[

[

A

[A61,A66,A65], [A66,A62,A64], [A65,A64,A63]] , \
[A21,A26,A25], [A26,A22,A24], [A25,A24,A23]] , \
[Adl,A46,A45], [A46,A42, A44], [A45,A44,A43]] \
[

[

[

A51,A56,A55], [A56,A52,AB4], [AB5,A54,A53]] , \
A41,A46,A45], [A46,A42,A44], [A45,A44,A43]] , \
K \

A31,A36,A35], [A36,A32,A34], [A35,A34,A33]] ]

™)

)

def VoigtToTensorRank3 (A11=0.,A12=0.,A13=0.,A14=0.,A15=0.,A16
< =0., A21=0.,A22=0.,A23=0.,A24=0.,A25=0.,A26=0., A31
— =0.,A32=0.,A33=0.,A34=0.,A35=0.,A36=0.) :

5 return as_tensor ([ \

\

All, A16, A15 ] , \
A16, A12, Ald ]| , \
Al5, Ald, AI3 ] \

b [ \

A21, A26, A25 | , \
A26, A22, A24 ] , \
A25, A24, A23 ] \

b [ \
A31, A36, A35 ] , \
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[ A36, A32, A34 ] , \
[ A35, A34, A33 ] | \
D

def ToTensorRank2(A11=0.,A12=0.,A13=0., A21=0.,A22=0.,A23=0.,
< A31=0.,A32=0.,A33=0.):
A21, A31, A32 = A12, Al13, A23
return as_tensor ([ \
[ All, A12, A13 ] , \
[ A21, A22, A23 | , \
[ A31, A32, A33 | \
1)

def material_coefficient (target_-mesh, cells_list , coeffs):
coeff_func = Function (FunctionSpace (target_-mesh , 'DG', 0)

— )

markers = numpy.asarray (cells_list .array (), dtype=numpy.
< int32)

coeff_func.vector () [:] = numpy.choose (markers—1, coeffs)

return coeff_func

2D 1 ”singularity”

2D 2 ”boundary_air”

2D 3 7clamp”

2D 4 ”loading”

3D 1 ”brass”

3D 2 ”piezo”

mesh = Mesh( 'geo/CR19_piezo.xml")

cells = MeshFunction('size_t',mesh, 'geo/
— CR19_piezo_physical_region.xml"')

facets = MeshFunction('size_t',mesh, 'geo/

— CR19_piezo_facet_region.xml")
N = FacetNormal (mesh)

Scalar = FunctionSpace (mesh, 'P', 1)
Vector = VectorFunctionSpace(mesh, 'P', 1)
#phi, A, u, T

Space = MixedFunctionSpace([Scalar, Vector, Vector, Scalar])
dI = Measure ('dS', domain=mesh, subdomain_data=facets)

dA = Measure('ds', domain=mesh, subdomain_data=facets)

dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

nu = 10. #in Hz

t = 0.0

tMax = 2./nu

Dt = tMax/100.

i, j, k, 1, n = indices(5)
f = Constant ((0., 0., 0.)) #N/kg
r = Constant (0.0)

Tref = 300. #in K

Tamb = Tref
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eps-0 = 8.85E—12 #in A s/(V m)
mu0 = 12.6E-7 #in V s/(A m)
null=1E—20 #for numerical reasons it is not zero

h = 10. #in J / (s m"2 K)

# brass

E_b = 105E9 #in Pa

G_b 36E9 #in Pa

la_b = (E.b—2.xG_b)xG._b/(3.xG_b—E_b)
mu-b = G_b

C_voigt_b = numpy.array ([ \
[la_b+2.xmub, la_b, la_b, 0, 0, 0],
[la_b, la_b+2.«xmu-b, la_b, 0, 0, 0],
[la_b, la_b, la_b+2.xmub, 0, 0, 0],
[0, 0, 0, mub, 0, 0],\

[0, 0, 0, O, mub, 0],\

[0, 0, 0, 0, 0, mub] )

alpha_b = 19E—6 #in 1/K

varsigma_b = 0.6 #in S/m or in 1/(Ohm m)
kappa_b = 109. #in W/(K m)

c_.b = 380. #in J/(kg K)

rho_0_b = 8400. #in kg/m3

—

# PZT—-5H material

Sll_p = 15.6E—12 #1/Pa

S33_p = 20E—-12 #1/Pa

nu.p = 0.31

S_voigt_-p = numpy.array ([ \

[S11.p, —nu_p*S1l_p, —nu_pxS1ll_p, 0, 0, 0],\
[-nu_pxS11_.p, S11_p, —nu_-pxS1l_p, 0, 0, 0],\
[-nu_pxS11_p, —nu_p*S11_p, S33_p, 0, O, \
[0, 0, 0, (14nu_p)+S1lp, 0, 0],\

[0, 0, 0, 0, (L.4+nup)«Sllp, 0],\

[0, 0, 0, O, O, (l.4nu_p)*Sll_p] ])
C_voigt_-p = numpy.linalg.inv(S_voigt_p)
dtilde_p_-31 = —265E—12 #in m/V

dtilde_p-33 = 585E—12 #in m/V

dtilde-p-15 = 730E—12 #in m/V
eps_rel_el_p_11 = 3130.

eps-rel_el_p_33 = 3400.

alpha_p_-11 = 6E—6 #in 1/K

alpha_p_33 =—4E—6 #in 1/K

varsigma_p = null

kappa.p = 1.1 #in W/(K m)

c.p = 350. #in J/(kg K)

rho_O_p = 7500. #in kg/m3

Cll = material_coefficient (mesh, cells, [C_voigt
«— C_voigt_p[0,0]])

C12 = material_coefficient (mesh, cells, [C_voigt
— C_voigt_p[0,1]])

C13 = material_coefficient (mesh, cells, [C_voigt

. C_voigt_p[0,2]])
C22 = material_coefficient (mesh, cells, [C_voigt

3 Electromagnetism

_b[0,0],
_b[0,1],

_b[0,2],

b[1,1],
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— C_voigt-p[1,1]])

= material_coefficient (mesh, cells, [C_voigt_b[2,2],

— C_voigt_p[2,2]])

C44 = material_coefficient (mesh, cells, [C_voigt_b[3,3],
— C_voigt_-p[3,3]])

C = VoigtToTensorRank4 (A11=C11,A12=C12,A13=C13,A22=C22 , A23=
— (C13,A33=C33, A44=C44 , A55=C44 , A66=C44)

C33

dtilde31 = material_coefficient (mesh, cells, [0., dtilde_p_-31

N

dtilde33 = material_coefficient (mesh, cells, [0., dtilde_p_33
=1

dtildel5 = material_coefficient (mesh, cells, [0., dtilde_p_-15
s

dtilde = VoigtToTensorRank3 (A31=dtilde31, A32=dtilde31, A33=
— dtilde33 , Albs=dtildel5, A24=dtildel5)
Ttilde = as_tensor( dtilde[i,j,k]«C[n,1,j,k], (i,n,1))

eps-rel_elll = material_coefficient (mesh, cells, [1.,
< eps-rel_el_p_11])
eps-rel_el33 = material_coefficient (mesh, cells, [1.,

< eps_-rel_el_p_33])

eps_rel_el = ToTensorRank2 (All=eps_rel_elll , A22=eps_rel_elll
— , A33=eps_rel_el33)

chi_el = eps_rel_el — delta

alphall = material_coefficient (mesh, cells, [alpha_b,
< alpha_p_11])
alpha33 = material_coefficient (mesh, cells, [alpha_b,

< alpha_p_33])
alpha = ToTensorRank2(All=alphall, A22=alphall, A33=alpha33)

varsigma = material_coefficient (mesh, cells, [varsigma_b,

< varsigma._p])
kappa = material_coefficient (mesh, cells, [kappa-b, kappa.-p])
¢ = material_coefficient (mesh, cells, [c.b, c.p])
rho.0 = material_coefficient (mesh, cells, [rho.O.b, rho_-0_p])
v_.0 = 1./rho_0

actuator = Expression(”100.0xsin (2.0x pixfreqxt)”, freq=nu, t

becl = DirichletBC (Space.sub(0), 0.0, facets, 3)

bc2 = DirichletBC (Space.sub(0), actuator , facets, 4)

bc3 = DirichletBC (Space.sub(2), Constant((0.0, 0.0, 0.0)),
«— facets, 3)

bc = [bel,be2,bce3]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
unkn = Function (Space)

unkn0 = Function (Space)
unkn00 = Function (Space)

#initial values for phi, A, u, T
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unkn_init = Expression(('0.', '0.','0.','0.', '0.','0."','0.",
— 'Tx'), T_r=Tref)
unkn00 = interpolate (unkn_init ,Space)

unkn0. assign (unkn00)
unkn. assign (unkn0)

del_phi,del A ,del_u,del . T = split(test)
phi,A,u,T = split (unkn)

phi0 ,A0,u0,T0 = split (unknO)
phi00,A00,u00,T00 = split (unkn00)

eps = sym(grad(u))

eps0 = sym(grad (u0))

E = —grad(phi) — (A-A0)/Dt

E0 = —grad (phi0) — (A0—A00)/Dt

B = as_tensor (epsilon [i,j,k]*A[k].dx(j) , (i,))

B0 = as_tensor (epsilon [i,j,k]*«A0[k].dx(j) , (i,))

EE = as_tensor (E[i] + epsilon[i,j,k]*(u—u0)[j]/Dt«B[k], (i,))

#constitutive equations

D = eps_0xE

DO = eps_0xE0

H 1./mu_0«B

m = as_tensor( —1./2.xdelta[i,]]*(H[k]+«B[k]+D[k]*E[k]) + H[i
— J+B[j] + D[J1+E[i] , (j5i))

P = as_tensor(—Ttilde[i,j,k]xalpha[]j,k]«(T—Tref) + Ttilde[i,]
< KJweps[j,k] + eps_Oxchi_el [i,§]=E[j] , (i,))

PO = as_tensor(—Ttilde[i,j,k]+alpha[j,k]+(T0-Tref) + Ttilde[i
— ,j,k]xepsO[j,k] 4+ eps_Oxchi_el[i,j]+E0[j] , (i,))

mD=D+ P

mD0 = DO + PO

JJ _fr = varsigma «EE

J_fr = as_tensor( JJ_fr[i] + mD[j].dx(j)*(u—u0)[i]/Dt , (i,))

sigmaBar = as_tensor( —C[j,i,k,1]xalphalk,1]«(T—Tref) , (j,1)

S
)

= as_tensor (m[j,i] + P[j]«E[i] + C[j,i,k,]1]xeps[k,1] —

eta = as_tensor( cxln(T/Tref) + v_0«C[i,j,k,l]xalphalk,l]xeps
s

tau

[i,j] — v.0«Ttilde[i,j,k]=alphalj,k]«E[i] , ())

< eps0[i,j] — v.0«Ttilde[i,]j,k]*alphalj,k]+«E0[i] , ())
q = as_tensor(—kappaxT.dx (i), (i,))
Phi = q/T

Sigma = as _tensor(—q[i]/T/T+T.dx(i) + 1./T«EE[i]«JJ_fr[i], ())

qHat = hx(T—Tamb)
PhiHat = qHat/T

#weak forms

F_phi = ( —@D—mDO0) [i]+del_phi.dx(i) — Dt«J_fr[i]*del_phi.dx(
<o i) ) #(dV(1)4dV(2)) + N( '+ ') [i]#Dtx(J_fr('+') — J_fr('—
< ")) Ti]*del_phi( '+')*dI(1)
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227 |[F_LA = (eps-0%(A—2.«A04+A00) [i]/Dt/Dtxdel A[i] + 1./mu0xA[i].
< dx(j)#del_A[i].dx(j) —J_fr[i]s=del_.A[i] — (P-P0)[i]/Dts
— del_A[i] ) = (dV(1)+dV(2))

229 |[F_u = (rho_0*(u—2.4u04+u00) [i]/Dt/Dtxdel_u[i] — sigmaBar[j,i].
— dx(j)xdel_u[i] + tau[j,i]xdel_uli].dx(j) — rho_0xf[i]x
— del_u[i] )*(dV(1)4+dV(2)) + N[j]=sigmaBar[j,i]xdel_u[i
— Je(dA(2)4dA(4))

231 |F.T = ( rho_Ox(eta—eta0)xdel_-T — Dt«Phi[i]*del-T.dx(i) —Dtx
— rho_0xr/Txdel_. T — DtxSigmasxdel-T )x*(dV(1)+dV(2)) + Dt=x
< PhiHat«del T x(dA(2)+dA(3)+dA(4))

233 |[Form = F_phi + F. A + F.u + F.T

234 | Gain = derivative (Form, unkn, dunkn)

236 |[pwd = '/calcul /CR19/"'

237 | file_phi = File(pwd + 'phi.pvd")
235 | file_A = File (pwd + 'A.pvd")

0| file_u = File(pwd + 'u.pvd")

0| file.T = File(pwd + 'T.pvd")

1

2 |import matplotlib as mpl

mpl.use('Agg')

import matplotlib.pyplot as pylab

5 [from mpl_toolkits.axes_gridl import host_subplot
6 |import mpl_toolkits.axisartist as AA

s | pylab.rc('text', usetex=True )

o | pylab.rc('font', family='serif', serif='em', size=30 )

50 | pylab.rc('legend ', fontsize=30)

I | pylab.rc (('xtick .major', 'ytick.major'), pad=15)

2 lcl, ¢2 = '#990000 "', '#O0033FF'

253 | fig = pylab.figure (1, figsize=(14,8))

254 | pylab.subplots_adjust (top=0.85)

255 | pylab.subplots_adjust (bottom=0.15)

256 | pylab.subplots_adjust (left =0.18)

257 | pylab.subplots_adjust (right =0.82)

258 | fig . clf ()

259 |axl = host_subplot (111, axes_class=AA.Axes)

260 |ax1l.ticklabel_format (style="sci',scilimits=(—3,43),axis="'y")
261 |ax2 = axl.twinx ()

262 |ax2. ticklabel_format (style="sci',scilimits=(—3,43),axis="'y")
263 | ax1l.grid (True, axis='x")

264 |ax1l.set_xlabel (r'$t$ in s')

265 |ax1l.set_ylabel (r'$\phi$ in V', color=cl)

266 | ax1.tick_params (axis='y', colors=cl)

267 | ax1.grid (True, axis='y', color=cl)

268 | ax2.set_ylabel(r'$u_3$ in mm', color=c2)
269 | ax2. tick_params (axis='y', colors=c2)

270 |ax2. grid (True, axis='y', color=c2)

271

2

72 | time_plot , phi_plot, u_plot = [0],[0],[0]
75| tic ()
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To-do

while t < tMax:

3 Electromagnetism

t += Dt

actuator .t =t

print 'time: '

tic ()

solve (Form==0, unkn, bc, J=Gain, \
solver_parameters={"newton_solver” :{” linear_solver”:

,t, ' after ',toc(),' seconds'

< "mumps”, "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp_optimize”: True, ”

< representation”: ”quadrature”, ”

< quadrature_degree”: 2} )

time_plot.append(t)
phi_plot .append(unkn.split () [0](0.,0.,—-0.0001))
u_plot .append(unkn. split () [2](0.,0.,0.0005) [2]%1000.)

axl.plot (time_plot, phi_plot, color=cl, linewidth=3,

— linestyle='—"', marker='o', markersize=8)
ax2.plot (time_plot , u_-plot, color=c2, linewidth=3,
— linestyle='—", marker='o', markersize=8)

pylab.savefig (pwd + 'CompReall9_input_output.pdf')
file_phi << (unkn.split () [0], t)

file_A << (unkn.split () [1], t)

file_u << (unkn.split()[2], t)

file.T << (unkn.split()[3], t)

unkn00 . assign (unknO)
unknO. assign (unkn)

Piezo drives are used in many measurement, medical, and high-precision devices.
Make a web based search for different systems using piezoelectricity, for example:

e Quartz oscillators,

e ultrasonic motors (or engines) for autofocusing in camera lenses,
e energy scavengers (piezoelectric generators),

e piezo gyros (gyroscopes).

We have implemented a uniform piezoceramic sheet, however, usually multilayer
piezoceramics are used. Search for a piezoceramic bimorph to comprehend the idea
of a multilayered piezoceramic sheet.
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3.6 Magnetohydrodynamics in Metal Smelting

Compounds like minerals are found in Earth’s crust. These minerals are nothing else
than rocks on streets. Some of them contain a high amount of metals like iron, copper,
aluminum, or even gold, and silver. These useful minerals are called ores. Gold and
silver have a low chemical activity such that they are found in the ore in their pure
state. Aluminum is an active metal such that it needs to be extracted from the ore
by using electrolysis. Copper and iron are reactive materials such that they can be
extracted by heating and adding carbon.’™

One way of extracting metal from the ore is called smelting. By increasing temper-
ature the ore melts and due to the different mass densities, metal and the impurities
separate. Either the impurities are burned off such that they leave the molten metal as
gases or they form a molten slag on top of the metal. The molten metal is stirred for
helping the separation. A type of smelting is the electric smelting, where a magnetic
flux is applied on the molten metal. This field induces an electric current. Another
type of smelting is an electrolytic reduction process. This electrochemical process is
based on the fact that a molten metal is an ionic conductor called electrolyte. Anode
and cathode are immersed into the electrolyte and pass an electric current directly.
Anode supplies positive charges such that the positive ions are “pushed” from anode
to cathode. In the ore the metal is a positive ion. In other words, the metal is separated
from the chemical solution by using a powerful electric current supplied directly into
the molten metal. The pure metal is extracted from its ore and collected on the cath-
ode. First, a process called electrowinning is applied, then, another process called
electrorefining is used. Metals as pure as 99.999 % are possible to be produced by
using these methods.

Electrowinning is the primary extraction from the ore. For reactive materials like
copper, the electrolyte is a concentrated acidic solution with a very low pH value
such that the metal ions electrodeposit more efficiently. For an active material like
aluminum a fused-salt electrolysis is used. For aluminum extraction the ore, mainly
bauxite, is converted by the Bayer process to alumina (aluminum oxide). In the
Bayer process bauxite is mixed with sodium hydroxide under high temperatures and
pressures creating dissolved aluminum oxide. Unfortunately, this solution cannot
be used as the electrolyte in the electrowinning process. The alumina is dissolved
in molten cryolite in order to get a proper electrolyte. Historically, the discovery
of using the cyrolite as an electrolyte took a long time. Although bauxite is easy
to find in the nature, high production costs led to an aluminum consumption as
a precious metal until the end of 19th century. The discovery did decrease the alu-
minum production costs extremely. Nowadays, aluminum is used in a wide variety of
products. The electrowinning using cyrolite is called the HALL-HEROULT process.”
Suppose we want to simulate the primary extraction process of aluminum by using the

74Tron with carbon is named as steel.

73In 1886 Charles Martin Hall and (his sister) Julia Brainerd Hall developed the process. In the same
year Paul Héroult did develope the same process, independently to them. Therefore, the process is
called after all of them.



274 3 Electromagnetism

HALL-HEROULT process. The electrolyte is conducting a high electric current, induc-
ing a magnetic flux, thus, producing a body force—electromagnetic supply term.
Since the electrolyte is a viscous fluid, this supply term alters the velocity. In this
section we are interested in the hydrodynamics of a viscous conducting fluid.

In order to comprehend the interaction of the electromagnetic supply term with
hydrodynamics we need to obtain the constitutive equations in magnetohydrody-
namics. We start with the balance of mass and (linear) momentum:

ap + dpvi 0 dpv; 0

o T =0 o o (UMt —efi=F (28T)

Since the metal will be polarized we choose the following electromagnetic supply
term as motivated in the last section

OP; 0B
Fi = pzE; + €ijxJj By — 5ijka_thk - €ijkP_j8—tk . (3.288)

By repeating the same steps from the last section we obtain the balance of internal
energy:

du  0Og; ( PE+MB)avi+ j PdE —i—BdM

— 4+ = (0, — PE; B;)—~ il b

Par Tox, PPV 7 Ox; dr dt
(3.289)

The molten salt is a viscous fluid such that the reversible part of the stress is given
by the hydrostatic pressure, p, as follows

Oji = —1751‘1' + dO'ji . (3290)
By rewriting the balance of mass:

dp 3v,
8x, -

avi _1dp

ox;  pdi’

O )
(3.291)

and then using it in the balance of internal energy with the stress tensor in Eq. (3.290),
we obtain

du 0Oq; d ov;
p5+a;q{—pr=£d—p+(aj, PE—i-MB)a +
i P i (3.292)
+% 9" — Pd£+3dﬂ
i dr dr ~

We introduce the specific volume in the EULERian frame, v = 1/p, such that the first
term on the right-hand side becomes
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P dp d‘U71 o dv dv
_ 24 3.293
p dt P4 povy b ( :

The first simplification relies on the assumption that polarization is reversible. Hence,
we neglect the dissipative electric and magnetic polarizations, ‘P; =0, “M; = 0.
At a mechanical equilibrium the velocity gradient vanishes; at a thermodynamical
equilibrium the heat flux is expressed via entropy as well as the supply term, r,
disappears; and at an electromagnetic equilibrium a conducting current is vanishing.
Thus, at an equilibrium we acquire from the balance of internal energy the following
GIBBS equation:

du = Tdn — pdv — vP,dE; + vB;d%; . (3.294)

By inserting GIBBS’s equation into the balance of internal energy we obtain the
balance of entropy without dissipative polarization terms:

d 0 i r : OT 1 8v,-
POy D)y E DO L g, O

1 fr.
dr ' Ox; T T20x; T TR

an T

(3.295)
We have already introduced the entropy flux, @; = ¢; /T, which will be used in the
following. The entropy production:

1 1 ol
= ~4jp T+ Bjigvij + 5 5 (3.296)

p)

has to be positive, where we have used again the comma notation ; as the partial
derivative with respect to x; in the EULERian frame, and where we have introduced
the abbreviation:

Ej,': de[—PjEi+9V[[Bj. (3297)

Although Ej; is a tensor of rank two, it is not symmetric. Again by decomposing
the tensor of rank two into symmetric-deviatoric, spherical, and antisymmetric terms
and by writing the thermodynamical forces:

N 1 1 1 1 1
X = [ﬁTm TUGCH s Vi Vi 7%]» (3.298)
as well as the thermodynamical fluxes:
Fo= [ —qj, Bigots Bis B, Jifr'] ; (3.299)

we write the 2 law of thermodynamics,

¥=X*-3*>0, aa=1,2,...,5. (3.300)
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With the help of the CURIE principle such that each thermodynamical flux depends
on all thermodynamical forces of the same rank,

]
Il
6]

1 1 1 i A 1
ii(?vj,j)v —qi :_Qi(ﬁT,jv?fi)s g =7 (FT,J’,?E‘),

1 1
Sl = L:‘I(ji)\(7UI(12./')|) s B = c‘[ji](_v[t}_/']) >

T
(3.301)
we propose the following constitutive equations:
B = G G T +c Ly
Sip = C1 V)i, —qi =Co5 1 T30k,
1T 1T r | (3.302)
gt = Coqp i+ 6% gl = Cepviap» Bl = 15V »

where all coefficients, ¢y, are functions of the corresponding thermodynamical
forces. By inserting them into Eq. (3.300) we result in the following conditions:

c1>0, >0, c34+¢c4=0, ¢6>0, ¢;7>0, (3.303)
in order to guarantee the 2nd law of thermodynamics, ¥ > 0. Now by renaming,

1 1 1
ﬁéz =K, ?C5 =q, T_Z§E4 =T, (3304)

we obtain the heat flux and the electric current:
qi = —kT; +st%, 5" =enT; +<% , (3.305)

with the thermoelectric coupling, 7, identical to the case of unpolarized materials
introduced in Sect. 3.3. Often, the simplification of linearity is utilized and &, ¢, 7
are assumed to be constant values. Moreover, by renaming,

1 1 1
ElT:3>\+2M’ EGTZZM’ 57?=V, (3306)

we acquire

1]

1 2
ji = 380 + Byt + Brjn = (>\ + 5#) Ve ki + 206y + VL)

Eji = )\vk,kéﬂ + 2,Uv(i,j) + vy,
dO'j,' = PjE,' — EM;BJ‘ + )\Uk,k(sj‘,‘ + ZMU(,‘_J‘) + vu ).
(3.307)

Here again we might assume a linear model, such that A, u, v are constants. The
volumetric viscosity, A, and shear viscosity, u, have been introduced in Sect. 1.7 in
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the NAVIER-STOKES equation. Their values can be found for a molten salt in the
literature. However, the viscosity v causing an antisymmetric velocity gradients is
difficult to measure. As the second simplification we neglect this term and acquire

0ji =—pdji+ ;i = PJE; — M;Bj + (—p + Ak p)0ji + 2pvg ) - (3.308)

The mechanical pressure in the molten salt is simply the volumetric part of the
CAUCHY stress:

1 1 1 2 1
Gy =—=PE +-%B _(A _)iiz —p, 3.309
37 3 +3 +p +3)vii =Pt P ( )
where p is the hydrostatic pressure and p is called the dynamic pressure. At equilib-
rium the velocity gradient vanishes such that the dynamic pressure becomes

p=—PE; +%B; . (3.310)

The fluid flows with the velocity v; such that a part of the motion of electric charge
is due to convection. The dielectric displacement caused by the electric polarization
is in fact quite small with respect to the electric charge motion due to the convection.
Hence, we neglect this term, P; = 0, and obtain at equilibrium

du = Tdn — pdv + vB;d%; , 3311)
du =Tdn — (p + B;M;)dv + B;d(vM;) . '
By introducing a specific magnetic polarization, m; = v#;, and total pressure, p =
p + p, we acquire
du = Tdn — pdv + B;dm; . (3.312)

For the extraction metallurgy, where the ore is melted such that the metal is extracted
from the ore, setting the correct temperature is of paramount importance. There are
many measurements of the GIBBS free energy, g, indicating the necessary energy for
areaction to occur. For example, in order to extract aluminum from its ore’® first the
ore is crushed and washed in sodium hydroxide, NaOH. This so-called Bayer process
leaches aluminum from bauxite in form of aluminum hydroxide, AI(OH);, which
is calcined into alumina, Al,Os. From the alumina by using the HALL-HEROULT
process aluminum is smelted. Alumina is dissolved in the molten cryolite, Naz AlFg.
Cryolite is just another mineral of aluminum found in nature. Nowadays, cyrolite
is synthetically produced to decrease the production costs and optimize its physical

76There are many different ores containing aluminum. Mainly bauxite is used. It is a mixture of
aluminum minerals, clay minerals, and insoluble materials. The main aluminum minerals in bauxite
are gibbsite AI(OH)3, boehmite y—AlO(OH), and diaspore a«—AlO(OH).
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properties.”” The positive ions of alumina are attracted to the cathode such that they
move to the cathode. By touching the cathode they are reduced to pure aluminum by
embodying electrons supplied from the cathode. This reduction (of charge) process
is called smelting or electrowinning and it uses high amount of electric current.
Basically, the aluminum reduction is done in areas with low electricity costs.

We want to simulate the motion of molten cryolite in an electrowinning process
by computing the electromagnetic potentials, pressure, velocity, and temperature.
Specific volume and specific magnetic polarization are derived from these primitive
variables. Hence, the internal energy, u = u(n, v, m;), depending on specific entropy,
specific volume, and specific magnetic polarization is unpractical. We introduce the
specific GIBBS free energy at the equilibrium:

g=u—Tn+ pv— Bim; . (3.313)
Its differential:
dg =du —dTn —Tdn+dpv + pdv —dB;m; — B;dm; , (3.314)
leads to the following relation:
dg = —ndT + vdp — m;dB; , (3.315)
after inserting the GIBBS equation. From the latter relation we observe
g=4T,p,B), (3.316)

the primary or state variables are now T, p, B;. Their dual variables read 7, v, m;
with the following relations:

oy _ Oy Oy
51 V=950 ™ ="pp (3.317)

Since the dual variables may depend on the primary variables we obtain

dn = c'dT 4 c*dp + c?dB,- ,
dv = c*dT + *dp + 8dB; , (3.318)
dm; = c]dT + ¥dp + °dB; .

By using the MAXWELL symmetry or reciprocal relations:

7T There are many investigations for optimizing the extraction conditions, for example, see [5, 36].
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62:@:_32g :_825 :—@:—c4
op _ _0poT _ oTop _ _oT ’
2 2 .
SO _ %9 _ Oy _ Omi_ 5 (3.319)
OB, 0BOT __OTOB, _ OT
. v Py &g Om _ .

T 9B,  0BOp 0poB.  9p

we conclude
dn = c'dT — ¢*dp — c]dB; ,

dv = c*dT +*dp + c3dB; , (3.320)
dm; = c]dT + c¥dp + °dB; .

In principle, we can measure all material coefficients, ¢*, as functions depending
on the primary variables. Instead of this method one might measure the GIBBS free
energy and finds out the material coefficients as derivatives of the free energy. For
example, the specific heat capacity is

1_@_ 825

- __°s 3321
“Tor T Tor (3320

In chemical engineering one important measure is enthalpy. We introduce the specific
enthalpy, £, as follows
h=u+ pv— B;m;,
r (3.322)

h=g+Tn.
Since Tn = Q is the heat (per mass) added to the system we can obtain the following
relation:

g=h-0, (3.323)

where the total energy of a chemical reaction, £, minus the heat dissipating within
the system, O, can be seen as a driving energy necessary for a chemical process to
occur. In chemical engineering the GIBBS free energy is interpreted as the necessary
amount of energy to start a reaction or the excess energy generated in the process.
Therefore, the enthalpy is often used by measuring the material coefficients.

Cyrolite’s’® specific heat is well-documented over temperature. In its solid phase it
depends on temperature linearly. A liquid cyrolite has a constant specific heat capacity
as in [4, Table 8], which is measured by holding the total pressure, p, constant,
dp =0,

c; = 394.7J/(molK), 1mol Na;AlFs=209.9413-10 kg, ' = &

T
(3.324)

78The chemical composition of cyrolite is Na3 AlF.
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Since the volume variation with respect to a pressure change is difficult to measure
for liquid metals, the coefficient ¢ will be approximated.’ In order to determine c*
we exploit the data from [23, Table 1], where the mass density over temperature is
given. The measured dependency is linear in the temperature, so we need only two
values in order to define the linear temperature dependency of the specific volume.
We obtain the following specific volume (under constant total pressure, dp = 0):

V=g 4T, v, =1.891-107*m*/(kg), ¢* =2.259.107" m*/(kgK) .
(3.325)

The magnetocaloric coefficient, ci7, occurs only in special alloys, for the molten
cyrolite we can neglect this effect by setting ¢/ = 0. Furthermore, the parameter c?
claims a magnetization owing to pressure. This effect is so small that it gets important
in thin films. For a bulk of molten salt we exclude such an effect and implement a
magnetization occurring only as a consequence of electromagnetism. For molten
cyrolite we use the same constant magnetic susceptibility as solid aluminum.

Since all material parameters are constants, the underlying material is a linear
material and we obtain the dual variables by integrating from the reference state,
T =T, p = Pu, Bi =0, to the current state, by using p = p + M; B;,

r 4
n=cpln (=) = c*(p = pu + 2By .
ref.

v= UO + C4(T - T‘Icf.) + Cs(p - pref. + MB,) N (3'326)

mi =c’B; = M, = pch,- .

The coefficient ¢ can be rewritten, (jop™¢ )~ y™& = pc?, where Y™ is the mag-
netic susceptibility of cyrolite, which is approximately the same constant value in
solid and liquid state, Y™ = 2.2 - 103,

In the following we continue using the comma notation for the space derivative.
The objective is to solve the electric potential, ¢, the magnetic potential, A;, the
pressure, p, the velocity, v;, and the temperature, 7', in space, x;, and time, ¢. The
electromagnetic potentials ¢ and A; are introduced as solutions of the following
MAXWELL equations:

OB,
Bii=0, E +e€ijkErj =0, (3.327)

7In solid bodies the so-called equation of state (EOS) is well-documented for many materials.
For example, MIE- GRUNEISEN approximation, named after Gustav Adolf Feodor Wilhelm Ludwig
Mie and Eduard Griineisen, is used for a relation between energy and pressure, in our notation
0g/0p = v/ T, where I' denotes the GRUNEISEN parameter. See for values of such a parameter for
Cu in [19] or for Cu, Al, Pbin [17, Table 1].
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with adequate ansatz functions:

0A;
Bi = €jkArj, Ei=—0¢;— - (3.328)
' ot
After implementing LORENZ’s gauge, we have obtained the weak forms for solving
¢ and A; in Sect.3.2. The weak form for the computation of the electric potential as
in Eq. (3.80) reads in the unit of energy

F, :/ (— @i =D 8¢ — AtJ[ 3¢ — Ateijdy j 8¢i)dv+

Q (3.329)

+/ (niAt[Jiﬁ'] 8¢ + n; Ateiji[ M ] 8¢)da :
Q!

We recall that we employ P; = 0 in this section such that ®; = D; = ¢y E;. The free
electric current is
Jifr. — ]ifr. +pzfr.vi — ]ifr. +©j,jvi , (3330)

for jif" we have derived the necessary constitutive equation in Eq.(3.305) with the
objective electric field:
E = E,' + €jjkvak . (3331)

For the computation of the magnetic potential we use Eq. (3.92) in the unit of energy:

A; — ZA? + A?O 1 i
Fy = (50— SA; + N—A',j dA; ; — J;" A + €ijx My SAi,j)dv )
Q 0

At At
(3.332)
where again the electric polarization is set to zero. In order to determine the hydrosta-
tic pressure, p, we use the balance of mass in Eq. (3.287);. The weak form becomes
in the unit of energy after multiplying with the time step and dividing by the mass
density

Fp = / ((p — po) =+ Atp’il)i + Atpvi_i)s—pdv s (3333)
Q P

where the mass density is given by p = 1/v and for the specific volume, v, we
have derived a constitutive equation in Eq. (3.326),. For computing velocity, v;, we
rewrite the balance of linear momentum in Eq.(3.287), by using the balance of
electromagnetic momentum:

%G oy — (3.334)

with the electromagnetic momentum for polarized systems and with the
electromagnetic stress:
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1
G = €uDjBy, mj; = —55_,'1' (Hi By + DyEy) + H;B; + D;E; ,  (3.335)

such that we acquire

9 B .
5y (v G) = 5= (= pviv; +05) = pfi =0. (3.336)
J
The total stress,
ol =0ji+my =—pbji+mj + i , (3.337)

is fully defined since the mechanical stress is derived in Eq.(3.308) and the elec-
tromagnetic stress is given by Eq.(3.335),. By integrating by parts on the terms
including a gradient of the primitive variables we acquire the following weak form
in the unit of energy:

o= [ (o= 500+ 6= 60)aur -+ ep iy s+
Q
+Atpv; jv; 8v; + Atpviv; j Svi + Atp; §vi + At(mji + ‘0i) dvi j—  (3.338)

—Atpfi Bvi)dv —/ At(f,- + pn,-) dv;da ,
oQ

after multiplying by the time step. The traction belongs to the total stress

f; = nja;‘;‘- . (3.339)
In other words, if a force is applied on the boundary then the mechanical and the
electromagnetic stress react together against this force. We will give the velocities
on the domain boundary such that the boundary integrals vanish. Equation (3.295)
is the balance of entropy in the EULERian frame:

0
Lt i + B — pr = (3.340)

pat T

with the entropy flux, @; = ¢;/ T, and entropy production:

qi 1 1
p) :_ETJ+7(daji+MBj)ui,j+?yiff-z-, (3.341)
as given in Eq.(3.296). All terms including derivatives are integrated by parts and
we acquire the following weak form in the unit of energy:
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0 qi r
Fr = / (p(n =) 8T — Atn(pv; 8T) ;i — At — 8T — Atp— 8T —
Q T T
1
— A% aT)dv +/ At([pn]v,- + 7[q,-]) 3Tn;da+ (3.342)
oQ!

+/ At (pvm + ﬂ) 3T n;da .
0% T

The weak form is the sum of all weak forms in the same unit
Form =F, +F4 +F, +F, + Fr, (3.343)

which is a coupled and nonlinear integral form.

We compile all material coefficients of the molten cryolite from the literature. The
electrical conductivity depends on the temperature. We use values for a low-melting
point electrolyte produced synthetically,

1192
—3.95.10%exp [ — 2% 3.344
¢ =3.95-10 exp( - )S/m, (3.344)

taken from [18, Table 1]. From the investigations in [22] we realize that cryolite
shows a thermoelectric coupling, we set 7 = —1.28 - 1073 V/K based on [ 12, Fig. 3].
Shear viscosity’s temperature dependency might be neglected®® and we use u =
2.5-1072Pas based on [31, Table 1]. As we fail to find experiments on the volume
change due to pressure variation, as expected, measurements of volume viscosity
seems to be missing, too. Often, the liquid metals are computed as incompressible. An
experimental validation of this assumption seems to be missing. We will approximate
A for the simulation and simulate the molten salt as compressible.

There is a considerable amount of computational effort and attempts to analyze the
complex phenomenon of metal smelting. Beyond the complicated coupling between
electromagnetism with hydrodynamics, there are chemical reactions occurring in the
real process. Even by neglecting the chemical processes in an aluminum cell filled
with an assumed to be a one-phase, homogeneous cyrolite as a linear viscous fluid,
it is still difficult to obtain numerical results.

Magnetohydrodynamics is used for simulations of molten salts (electrolytes) in
smelting processes.?! There are mainly two drawbacks. First, the system of equa-
tions in magnetohydrodynamics varies in different works, especially if polarization is
incorporated. We have seen herein a thermodynamically consistent formulation, how-
ever, equally well-justified works arrive at slightly different formulations.? Since the

80See [23, Fig.5].
8lFor a copper cell simulation see [34] and for an aluminum cell simulation see [13]. A review of
such simulations can be found in [39].

82Gee [32, 35].



284 3 Electromagnetism

A

Fig. 3.18 A simplified drawing of HALL-HEROULT process. Left Orange anode rods are immersed
into the purple cyrolite. Right The anodes in the cyrolite are near to the green cathode at the bottom
of the (transparent) cyrolite

system is rather complex, it is difficult to verify the different formulations by using
experiments. Secondly, there occur instabilities in the real process. The high amount
of electric current may lead to shortcuts due to the motion of the electrolyte. Hence,
a simulation of the motion is of interest. Especially for a case, which likely results
in an instability. Unfortunately, there exist many numerical instabilities in fluid flow
simulations, especially for the incompressible, steady motion of fluids®® as mainly
done in the literature. Therefore, the subject attracts many interests and there are
even highly complicated simulations with attempts to include effects of gases in the
process.®* Such simulations of real processes help us to comprehend the interaction
between different physical phenomena based on electromagnetism, hydrodynamics,
even on chemistry.

Herein, we simulate a simplified HALL-HEROULT process in order to see the
electromagnetism induced hydrodynamics in the molten salt in an aluminum cell.
Four conductive rods are immersed into the molten salt cyrolite bath of dimensions
1.8 x 1.8 x 0.2m, see Fig.3.18. The rods work as anodes under a given electric
potential set as DIRICHLET boundary conditions. The bottom of the cyrolite is in touch
with the molten aluminum, which grows on top of the cathode. We exclude the alu-
minum from the simulation. Since the aluminum is highly conductive, we simulate
the cathode as being on top of aluminum. In a real process 4 V potential difference
is used between anodes and cathode. We set the cathode zero and change the the
electric potential in anode linearly in time such that in 1000 s the realistic difference
of 4V is attained. The potential difference generates an electric field that induces an
electric current. The current creates a magnetic flux. The effect of magnetism in the
total stress generates a linear momentum change such that the viscous fluid is set in
motion. This motion is very slow, therefore, by using a transient solution and afore-
mentioned constitutive equations for a compressible fluid flow we manage to obtain
simulation results, see Fig. 3.19. After 1000 s the anode rods attain the optimum level

8See [16].
84For example in [9-11, 38].
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Fig.3.19 Within electrolyte the electric potential is presented as a color distribution and the velocity
is shown as scaled arrows at 1000 s just after reaching 4 V potential difference between anode rods
and cathode (the bottom). Electric potential is shown as transparent for a better visualization of
the motion. We have simulated in two processors such that the computational domain is calculated
separately in two processors and the results are stitched afterward leading to a fictitious separation
in the middle of the whole domain

of 4 V. Since the cyrolite is a good conductor there occurs a high amount of elec-
tric current from anodes to the bottom layer of the electrolyte, which is the cathode
(grounded in the simulation). The high electric current is presented in Fig.3.19. The
electric current is applied directly by exerting a potential difference between anode
and cathode. This current, jif“, induces a magnetic flux, B;, leading to a magnetic
polarization, 94, in the electrolyte. Magnetic flux and polarization are parallel due to
the constitutive equation. We see that the current and magnetic polarization (or flux)
are perpendicular to each other. Hence, there is a contribution of a body force in the
electromagnetic supply term, %;, in Eq.(3.288) leading to a mechanical momentum
change in Eq.(3.287),. Moreover, the electric current produces the JOULE heating
leading to a temperature increase. There occurs a significant increase in the temper-
ature, especially near to the anodes. We have simulated the walls of the cyrolite bath
as efficient insulators to present this effect. In reality, the cyrolite bath is cooled down
outside the walls in order to hold the electrolyte at the optimum temperature. The
hydrostatic pressure remains the same throughout the simulation indicating that the
motion of the fluid is caused only by the electromagnetic interaction (Fig. 3.20).
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Fig.

3.20 The electric current as a color distribution and as white arrows are presented on the cut

plane. On the same cut plane the magnetic polarization is shown as colored arrows. The magnetiza-
tion and current are perpendicular to each other. The temperature distribution is shown in grayscale.
All quantities are presented at 1000s

The geometry can be received from [1]. In order to solve in multiple processors

we

converted the mesh into another format by using the following code:

1

2
3
3

from fenics import *
mesh = Mesh( 'geo/CR20_smelting_aluminum .xml")

cells = MeshFunction('size_t ' ,mesh, 'geo/
< CR20_smelting_aluminum_physical_region.xml")
facets = MeshFunction('size_t ',mesh, 'geo/

< CR20_smelting_aluminum_facet_region .xml")

hdf = HDF5File (mesh. mpi_comm () , 'geo/CR20_smelting_aluminum .h5
oy ! , IWV)

hdf. write (mesh, '/mesh')

hdf. write(cells , '/cells')

hdf.write(facets , '/facets')

Afterward by using

1

$mpirun —n 2 python CompReal20_smelting.py

we

started a parallel computation in two processors with the code below:



3.6

[

Magnetohydrodynamics in Metal Smelting

287

999

?7” Computational reality 20, electric smelting

__author__ = "B. Emek Abali”

__license__. = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License
~— http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import x

import numpy

processID = MPI. rank (mpi—-comm_world () )

#units: m, kg, s, V, K

delta = Identity (3)

epsilon = as_tensor ([ ( (0,0,0),(0,0,1),(0,-1,0) )

)

k) (

- (070:71)7(0:070)7(170:0) ) ) ( (071:0)7(71y0y0)

— ,(0,0,0) ) )

t = 0.0
tMax = 1000.
Dt = 50.

[

2D 1 ”anode”
2D 2 ”cathode”
2D 3 ”walls”
2D 4 "top”

3D 1 "cyrolite”

mesh = Mesh ()

hdf = HDF5File (mesh.mpi_comm (), 'geo/CR20_smelting_aluminum .

s 1,15|7 Vr|)
hdf.read (mesh, '/mesh', False)

cells = CellFunction('size_t ', mesh)
hdf.read (cells, '/cells")
facets = FacetFunction('size_t ', mesh)

hdf.read (facets, '/facets')

Scalar = FunctionSpace (mesh, 'P', 1)

Vector = VectorFunctionSpace(mesh, 'P', 1)

Space = MixedFunctionSpace([Scalar, Vector, Scalar,
— Scalar]) #phi, A, p, v, T

da = Measure('ds')[facets ]

dv = Measure('dx"')[cells]

n = FacetNormal (mesh)

dunkn = TrialFunction (Space)
test = TestFunction(Space)
unkn = Function (Space)

unkn0 = Function (Space)
unkn00 = Function (Space)

del_phi,del_A ,del_p,del_v ,del.T = split(test)

phl ?A7p7V7T = Spllt (unkn)

Vector ,
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f = Constant((0.0, 0.0, 0.0))
r = Constant (0.0)

Tref = 960. #in K

pref = 1E5 #in Pa

Tamb = Tref

eps_-0 = 8.85E—12 #in A s/(V m)
mu.0 = 12.6E-7 #in V s/(A m)
h = 0.1 #in J / (s m 2 K)

varsigma = 3.95E2xexp(—1192./T)
pi = —1.28E-3 #V/K

kappa = 0.8 #in W/(m K)

chi_mag = 2.2E-5

mu-mag.-rel = chi_mag + 1.

cp = 394.7/(209.9413E-3) #in J/(kg K)
c4d = 2.259E-7 #in m3/(kg K)
vol_ref = 1.891E—4 #in m3/kg

c5 = 1E2

mu = 2.5E—2 #in Pa s

la = mux1E3 #in Pa s

#boundary conditions

phi_in = Expression('4.0E-3xt', t=0. )

phi_out = Expression('0.0")

be = ]

#electric potential on anode and cathode

bc.append( DirichletBC (Space.sub(0), phi_.in, facets,1l) )

bc.append( DirichletBC (Space.sub(0), phi_out, facets,2) )

#reference p on the top opening

bc.append( DirichletBC (Space.sub(2), pref, facets ,4) )

#zero velocity on the walls of the bath

be.append( DirichletBC (Space.sub(3).sub(2), Constant(0.0) ,
— facets ,4)

be.append( DirichletBC (Space.sub(3), Constant((0.0,0.0,0.0)),
— facets ,3) )

#zero velocity on anode, cathode

be.append( DirichletBC (Space.sub(3), Constant((0.0,0.0,0.0)),
— facets ,1) )

be.append( DirichletBC (Space.sub(3), Constant((0.0,0.0,0.0)),
— facets ,2) )

#initial values for phi, A, p, v, T

unkn_init = Expression(('0.', '0.','0.','0.", 'p_r', '0.','0.
— ', '0.', '"Tr'), T_r=Tref, p_r = pref)
unkn00 = interpolate(unkn_init ,Space)

unkn0. assign (unkn00)

unkn . assign (unkn0)

phi0 ,A0,p0,v0,T0 = split (unknO)
phi00,A00,p00,v00,T00 = split (unkn00)

i, j, k, 1 = indices(4)

#electromagnetic fields
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E = —grad(phi) — (A-A0)/Dt

B0 = —grad (phi0) — (A0-A00) /Dt

B = as_tensor (epsilon[i,],k]*xA[k].dx(j) , (i,))

BO = as_tensor (epsilon[i,j,k]«A0[k].dx(j) , (i,))

EE = as_tensor ( E[i] + epsilon[i,j,k]xv[j]«B[k] , (i,))

#constitutive equations

D = eps_0xE

D0 = eps_0xE0

H= 1./mu0«B

HO = 1./mu-0«B0

m = as_tensor( —1./2.xdelta[j,i]«x(H[k]«B[k]+D[k]+«E[k]) + H[i
— ]#B[j] + D[JI=E[i] , (j,1))

mD = D

mD0 = DO

GG = as_tensor ( epsilon[i,]j,k]+*mD[j]+«B[k] , (i,))

GGO = as_tensor( epsilon[i,j,k]+«mDO[j]«B0[k] , (i,))

MM = chi_mag/mu_-0/mu_mag_rel«B

MMO = chi_mag/mu_0/mu_mag_rel+«B0

dsigma = as_tensor ( -MM[i]|«B[j] + lasv[k].dx(k)xdelta[j,i] +

— 2.smussym(grad (v)) [i,]  (5,1))

eta = as_tensor (cpxln(T/Tref) — cdx(p—prefdM[i|«B[i]) , ())

as_tensor (cpxIn (TO0/Tref) — c4x(pO—pref+MMO[i]|+B0O[i])

etal = )
= 0)

vol = as_tensor (vol_ref 4+ c4%(T—Tref) + c5x(p—pref + MM[i]|=B]
= i) , 0)

vol0 = as_tensor(vol_ref 4+ c4%(T0-Tref) + c5+(pO—pref + MMO[i
— ]«Bo[i]) , ())

rho = 1./vol

rho0 = 1./vol0

JJ_fr = as_tensor (varsigmaxpi*«T.dx(i) + varsigma«EE[i] , (i,)
[N

)

J_fr = as_tensor( JJ_fr[i] + mD[j].dx(j)=v[i] , (i,))

q = as_tensor(—kappasT.dx (1) + varsigmaxpixEE[i] , (i,))

Phi = q/T

Sigma = as_tensor(—q[i]/T/T«T.dx(i) + 1./Tx(dsigmal[j,i]+MM]i
— ]xB[j])*v[i].dx(j) + 1./T«JJ_fr [i]«EE[i] , ())

#weak forms

F_phi = (—(mD-mD0) [i]*del_phi.dx(i) — DtxJ_fr[i]«del_phi.dx(i
— ) Yedv(1) \

+ n[i]«Dt«x( J_fr[i] + epsilon[i,],k]«MM[k].dx(j) )xdel_phisx(
— da(3)+da(4)) #walls and top

F.A = (eps-0%(A—2.xA0+A00) [i]/Dt/Dtxdel_A[i] + 1./mu0%A[i].
— dx(j)«del_A[i].dx(j) —J-fr[i]=del_A[i] + epsilon[i,],k
— ]«MM[k]xdel_A[i].dx(j) )=dv(1)

F.p = ( (rho—rho0) + Dtsrho.dx(i)*v[i] + Dtxrhoxv[i].dx(i) )=

— del_p/rhoxdv (1)

F.v = ( (rhoxv[i] — rhoOxv0[i] + GG[i] — GGO[i] )xdel_v[i] +
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«— Dtxrho.dx(j)xv[i]xv[j]xdel_v[i] 4+ Dtsxrhoxv[i].dx(j)=*v]
— j]xdel_v[i] 4+ Dtsxrhoxv[i]*v[j].dx(j)*del_v[i] + Dtxp.
— dx(i)xdel_v[i] + Dtx(m[j,i]+dsigmal[j,i])=*del_v[i].dx(]
< ) — Dtxrhoxf[i]xdel_v[i] )*dv(1)

141

142 |F.T = ( rhox(eta—etal)xdel-T — Dtxetax(rhoxv[i]xdel_-T).dx(1i)
< — Dt«Phi[i]*del-T.dx(i) — Dtsxrhosr/Txdel_-T — DtxSigma=x
— del.T )xdv(1l) \

143 |+ Dt/Txhx(T-Tamb) xdel_-T=x(da(l)+da(2)+da(3)+da(4)) #all

144

145 |Form = F_phi + F/A + Fp + F.v + F.T

146 | Gain = derivative (Form, unkn, dunkn)

147

148 |pwd = '/calcul /CR20/"

119 | file_phi = File(pwd + 'phi.pvd")

150 | file_,A = File (pwd + 'A.pvd')

151 | file_p = File(pwd + 'p.pvd')

152 | file_.v = File(pwd + 'v.pvd"')

153 | file.T = File(pwd + 'T.pvd")

154 | file_J = File(pwd + 'J.pvd")

155 | file-.B = File (pwd + 'B.pvd")

156

157 | tic ()

158 | while t < tMax:

159 t 4= Dt

160 phi_in.t =t

161 if processID==0: print 'time: ',t, 'after ',toc(),"

— seconds'

162 tic ()

163

164 solve (Form==0, unkn, bc, J=Gain, \

165 solver_parameters={"newton_solver”:{” linear_solver”

< ?"mumps” , "relative_tolerance”: le—3} }, \
166 form_compiler_parameters={" cpp-optimize”: True, ”
<~ representation”: ”quadrature”, ”

167 unkn00 . assign (unknO)

169

173

168 unknO. assign (unkn)

170 file_.phi << (unkn.split()[0], t)

171 file_A << (unkn.split () [1], t)

172 file_.p << (unkn.split()[2], t)
file_v << (unkn.split()[3], t)

174 file.T << (unkn.split()[4], t)

175 file.J << (project(JJ_fr, Vector), t)
176 file_.B << (project (B, Vector), t)

3 Electromagnetism

— quadrature_degree”: 2} )

To-do

Metal smelting is a highly complex phenomenon attracting much interest in the
literature. Search for simulations of other smelting processes such as:

e Electric smelting,
e clectrorefining,
o flash smelting.
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Appendix

A.1 Quick Introduction to Programming

The whole book is set up first to discuss the governing equations and then to solve
them numerically by programming. As an engineer one needs to fulfill three tasks:
Applying theoretical approaches to model the physical phenomenon, solving the
model by using appropriate numerical techniques, evaluating and interpreting solu-
tions. The first task is discussed in the underlying book. In every section the theory
results in a weak form. This integral form can be solved numerically. For the second
task we get use of the open-source codes developed under the FEniCS project.' We
simply utilize FEniCS as a calculator for integral forms. In order to access the func-
tionality of FEniCS we need to write a script either in C++ or in Python. We code in
Python.

Installing FEniCS

Follow the instructions in http://fenicsproject.org/ for installing all necessary pack-
ages. Please remember that this is a developing code such that there might be small
changes in the commands we have used. All presented codes in this book have been
tested with the version 1.6, i.e., if a code does not work, take a look at the changes
in the methods used in. For the installation under Ubuntu just add the repository and
install the latest stable version by running the following commands:

sudo add—apt—repository ppa:fenics—packages/fenics
sudo apt—get update

sudo apt—get install fenics

sudo apt—get dist—upgrade

IThe name of the project might be an acronym of Finite Elements of nonlinear iterative Computa-
tional Science.
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Under Windows and MacOS the codes can be run in a so-called container in the
Docker platform. First, the Docker toolbox needs to be installed. Then the latest stable
version can be downloaded by running the following line in the Docker toolbox:

' docker pull quay.io/fenicsproject/stable:latest ‘

Docker is a virtual box with a machine running FEniCS on Ubuntu. If we run in the
Docker terminal

ldocker run —ti quay.io/fenicsproject/stable ‘

then a machine starts and we have a terminal like in a working Ubuntu with FEniCS
installed on it. The easiest way to work is to create a directory and bind the directory
shared in that container. Under Windows for the user nerd we create a directory
under

C:\ Users\nerd\compreal

and then start a machine in the Docker terminal as follows

cd compreal
docker run —ti —v $(pwd):/home/fenics/shared quay.io/
— fenicsproject/stable

where the directory shared in the container is connected to the compreal in Windows.
If the directory compreal contains a code, for example, CompRealO1.py then this code
can be run as follows

fenics@ ...:”$ cd shared
fenics@ ...:” /shared$ python CompReal0l.py
Python

Basically we use Python for programming in Unified Form Language (UFL) for
FEniCS. Some basic Python knowledge might help. Go to the terminal and start a
python interface

python

now we may try the conventional first line

>>> print 'Hello world!'
Hello world!
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Or even use a sequence

295

>>> a = 'Hello world!"
>>> print a
Hello world!

>>> print 'l said:', a

I said: Hello world!

>>> print 'l said:', ax2

I said: Hello world!Hello world!

which is a list of letters

>>> a

'Hello world!"'
>>> a[0]

VHY

>>> a[l]

YeY

>>> a[:5]
'Hello '

>>> al5:]

' world!"'

like a list of numbers

>>>b = [2, 5, 8]
>>> b

[27 5) 8]

>>> b[2]

8

They are all objects and the good thing about programming in Python is that we never
need an initializer, constructor, or destructor. We just code anything in the logical
way without caring about the memory usage. Python knows the correct type of its

arguments without decleration

>>> type(a)
<type 'str'>
>>> type(b)
<type 'list '>

Every object has its functions (methods) according to its class, ask the possible

functions and use one of them as follows

>>> dir(b)

['_cadd__', '__class__"',
>>> b.reverse ()

>>> b

(8, 5, 2]

'remove ',

'reverse

', 'sort']

Let us start with FEniCS by importing all functions into cache

>>> from fenics import x
>>> dir ()
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First, we create a finite element mesh on 2D square and plot it with Viper

>>> mesh = UnitSquareMesh(80,20)
>>> plot (mesh, interactive=True)

There is also a documentation of the function under the fenics class or namespace (in
Python no strict differentiation is made between class and namespace, also between
function, method, and definition), which is accessed via (use q to quit)

>>> exit ()
pydoc fenics.UnitSquareMesh

which provides some useful information. The same documentary can be found online
under http://fenicsproject.org/documentation/

Gedit

If the code is more than a few lines, it is a good idea to save it in a file, for example
code.py and run it by typing

python code.py

in the shell. One of the simplest and yet powerful text editor is Gnome project text
editor. Itis in Ubuntu Gnome included and can be installed under Windows or MacOS
for free via http://projects.gnome.org/gedit/

You may try under Edit/Preferences/Font&Colors/Color Scheme: Oblivion for a
darker background during “long coding nights.”

Spyder

A quite nice Scientific PYthon Development EnviRonment (Spyder) is included in
Ubuntu packages, see http://pythonhosted.org/spyder/ for instructions to install it
under other operating systems. It has nice debugging options and also shows the
documentary during coding.

ParaView

For postprocessing (visualizing) Viper may be limited in some features, ParaView is
a very powerful tool, get it from http://www.paraview.org


http://fenicsproject.org/documentation/
http://projects.gnome.org/gedit/
http://pythonhosted.org/spyder/
http://www.paraview.org
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Ready to go?

|>>> print 'Alright! Start with the first tutoriall’

A.2 Solvers in FEniCS

Solvers and its arguments can be listed by using

>>>list_linear_solver_methods ()

>>> list_linear_algebra_backends ()

>>>list_krylov_solver_methods ()

>>> list_krylov_solver_preconditioners ()

>>> info (NonlinearVariationalSolver .default_parameters (),
< True)

A.3 Complicated Geometries in FEniCS

The geometry and mesh can be automatically acquired by using BoxMesh() in FEn-
iCS. For more advanced geometries we need to use a CAD or CAE (Computer
Aided Design or Engineering) program and a preprocessor for meshing. There are
different scenarios for importing an advanced geometry into FEniCS. One quite
straight-forward way is to use the open-source CAE platform Salome? version7.5
for preprocessing. We will explain these steps in Salome version7.5.

The geometry can be established by using Salome or can be imported from another
program. If it shall be created in Salome, there is a nice feature called notebook. In
notebook parameters can be declared, like @ = 100 and » = 10 and then these
parameters can be used by creating a 3D body, like a box of a x b x b. If then the
parameters have been changed, the geometry can be updated. Slightly different to
the most CAD programs; in Salome the geometry is directly created in 3D modeling.
There are basic elements like box, cylinder, sphere, which can be created and added
together by using boolean operations, like fuse, common, cut. Consider a plate with
ahole in it. Instead of a 2D sketch of a rectangle including a hole, box is used for the
plate and a cylinder is subtracted from the plate. Any other program like FreeCAD?
can also be used to create a geometry and import into Salome by using STEP file
format.

Zhttp://www.salome-platform.org/
3hittp://www.freecadweb.org/
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We assume that the model consists of 3 parts out of different materials. Different
parts will have unmatched meshes, therefore, the adjacent faces have to be stitched
together. This can be done by using partition in the geometry module. All parts will
be collected under one partition named Partition. In the object browser all parts and
partition can be seen separately. Partition will be used further, since it includes all
parts as joined together. The difference to fuse is that a partition preserves the infor-
mation of different parts. Hence we use partition for collecting different materials
in one geometry leading to matching meshes.

In order to distinguish between different parts in FEniCS we will use groups under
Salome to mark them. By create groups in geometry module we can create 3 vol-
ume groups for 3 different parts. Moreover, for boundary conditions we can create
surface groups. Later in FEniCS we will use these groups for applying a DIRICHLET
condition on a specific surface group or applying a boundary integral only on the
chosen surface group for applying a NEUMANN boundary condition by integrating
over the marked surface.

After creating groups in the geometry module we switch to mesh module and
create mesh on the Partition. A Mesh object is created in the object browser. It is
important to recall that the part Partition includes different parts and groups. FEniCS
can work with tetrahedron elements such that we choose mesh type: tetrahedral and
algorithm: NetGen 1D2D3D. Other algorithms can be tried, too. NetGen algorithm*
is quite stable and powerful. Some parameters can be changed for manipulating the
total number of nodes. For creating the elements choose compute. The mesh has
solely the information of nodes and connectivity, but not the topology (geometrical
connectivity). In order to pass the knowledge of the created groups in the geometry
module we use create groups from geometry, choose all groups under Partition in
the object browser, and apply it. Then the groups can be seen under the mesh, too.

Select Mesh in the object browser and export as .med file by using export. Now
the .med file shall be opened in Gmsh> and saved as a .msh file by using save mesh.
This is an Ascii file such that it can be opened in an editor. In the very beginning the
groups with their enumerations can be seen, for example suppose we see

2 1 ”"bottom”
2 2 "top”

3 1 "steel”
3 2 7alu”

3 3 "pvc”?

“https://sourceforge.net/projects/netgen-mesher/
Shttp://geuz.org/gmsh/
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for a partition denoted by 3 for 3D with three parts, namely, steel, alu, pvc, marked as
1,2, 3, respectively; and two faces denoted by 2 for 2D as bottom and top marked with
1 and 2, respectively. These numbers are the key to use them correctly in FEniCS.
The .msh file needs to be converted by using the command:

dolfin—convert example.msh example.xml

into the FEniCS compatible .xm! file. The dolfin-convert produces

e example.xml, including positions of nodes and connectivities of elements,

e example_facet_region.xml, including the information of elements’ faces belong-
ing to the chosen faces for boundary conditions,

e example_physical_region.xml, including the information of elements belonging
to the parts.

These files can then be applied as follows

from fenics import x

mesh = Mesh( 'example.xml")

V = VectorFunctionSpace(mesh, 'P', 1)

cells=MeshFunction('size_-t ', mesh, 'example_physical_region.
< xml')

plot (cells ,interactive=True)

facets = MeshFunction('size_t', mesh, 'example_facet_region.
< xml'")

plot (facets ,interactive=True)

dA = Measure('ds', domain=mesh, subdomain_data=facets)

dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

Now, in the Form, dA(1) let us integrate over bottom since all facets® belonging to
bottom are marked with 1. Integration over a part of boundary is useful for imple-
menting a NEUMANN or ROBIN boundary condition. We can also apply a DIRICHLET
boundary condition for example on fop by writing

bc = [DirichletBC (V, null, facets, 2)]

Analogously we can integrate over a part of the volume. Consider that we have differ-
ent material parameters and thus stresses for three materials such that we implement
a Form such that:

Form = sigma_steel [k,i]xdel_u[i].dx(k)*dV(1l) + sigma_alu[k,i
— Jxdel_u[i].dx(k)*dV(2) + sigma_pvc[k,i]+xdel_u[i].dx(k)
— xdV(3) — tr[i]xdel_u[i]*dA(2)

The primitive variables, in this example the deformation, will be computed for the
whole Partition. If we want to compute the distribution of equivalent stress according
to VON MISES then we need to calculate it for each part separately

SFacet is a FEniCS specific terminology meaning a face for a tetrahedron element and a line for a
triangle element. Facet is a synonym for element boundaries and they are one dimension less than
the element itself.
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mesh_steel = SubMesh(mesh, cells, 1)
epsl = project (sym(grad(u)), TensorFunctionSpace (mesh_steel ,

< 'P', 1), solver_-type="mumps”, form_compiler_parameters
— ={"cpp-optimize”: True, ”representation”: ”quadrature”
< , "quadrature_degree”: 2})

sigmal =as_tensor (C_steel [i,],k,l]xepsl[k,1] , (i ,j))

sigma_l_dev =as_tensor (sigmal[i,j]—1.0/3.0xsigmal [k,k]*delta [
=], (1.9))

eqStress_-1 =as_tensor ((3.0/2.0xsigma_1_dev[i,j|*xsigma_l_dev [i
S ,31)#0.5,())

eqS_l=project (eqStress_1, FunctionSpace (mesh_steel, 'P' 1),
< solver_type="mumps”, form_compiler_parameters={"
<~ cpp-optimize”: True, "representation”: ”quadrature”
<> quadrature_degree”: 2})

9

mesh_alu = SubMesh(mesh, cells , 2)
eps2 = project (sym(grad(disp)), TensorFunctionSpace (mesh_alu,

<~ 'P', 1), solver_type="mumps”,

< form_compiler_parameters={”cpp-optimize”: True, ”
«—» representation”: "quadrature”, "quadrature_degree”:
— 2})

sigma2 = as_tensor (C.alu[i,j,k,l]xeps2[k,1] , (i ,j))

sigma_2_dev =as_tensor (sigma2[i,j]—1.0/3.0xsigma2 [k,k]*delta |
il (149))

eqStress_2 = as_tensor ((3.0/2.0xsigma_2_dev [i,]]|*sigma_2_dev |
5 i,31)%50.5,0))

eqS_2 = project (eqStress_2 , FunctionSpace (mesh_alu, 'P', 1),
— solver_type="mumps”’, form_compiler_parameters={"
~ cpp-optimize”: True, "representation”: ”quadrature”
< quadrature_degree”: 2})

”

mesh_pvc = SubMesh(mesh, cells, 3)
eps3 = project (sym(grad(disp)), TensorFunctionSpace (mesh_pvc,

— 'P', 1), solver_type="mumps”,

< form_compiler_parameters={"cpp_-optimize”: True, ”
— representation”: ”quadrature”, ”quadrature_degree”:
— 2})

sigma3 = as_tensor (C_pvc[i,],k,l]xeps3[k,1] , (i ,j)

sigma_3_dev=as_tensor (sigma3 [i,j]—1.0/3.0xsigma3 [k,k
L 31.(1,0))

eqStress_3=as_tensor ((3.0/2.0xsigma_3_dev [i,j]+sigma_3_dev][i,
— j])x%0.5,())

eqS_-3 = project (eqStress_3 , FunctionSpace (mesh_pvc, 'P', 1),
< solver_type="mumps”, form_compiler_parameters={"
> cpp-optimize”: True, "representation”: ”quadrature”,
< quadrature_degree”: 2})

)
]

xdelta [i

9

file = File('eqS_-1.pvd")
file << eqS_-1
file = File('eqS-2.pvd")
file << eqS_2
file = File('eqS-3.pvd")
file << eqS_3

and open all three files under ParaView to get the whole Partition.
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Transferring the mesh from Salome to FEniCS can be accelerated by using a bash
script

#!/ bin/bash

fil=$1

strlen=${#filename}

filename=${ fil : 0: strlen —4}

gmsh $§1 -3 —v 0 $fil

dolfin—convert ”$filename.msh” ”§filename.xml”

By saving this script in a file med2xml in the same directory as the .med file and
setting the permission of it as executable, we can run in terminal

./med2xml example.med

The script produces .msh and all .xml! files.

A.4 Objective Time Rate of Strain Tensor

The generic formulation of the objective time rate can be found in [1]. Here we want
to derive a special case applied to the strain. Therefore, we need to introduce a new
concept. Consider a continuum body expressed in Cartesian coordinates. We mark
on the body the lines of the coordinate system. Since we use a Cartesian coordinate
system, the lines on the body compile an orthogonal grid. Subject to a deforma-
tion the lines bend such that the grid is curvilinear and oblique. We can visualize
this deformation as an evolution of the coordinate system and introduce a convected
coordinate system deforming with the continuum body.

We introduce two coordinate systems for two instants of time. At the initial time
we may use Cartesian coordinates. After deformation at another time instant we
have to use curvilinear and oblique coordinates. The transformation between them is
the deformation of the underlying body. The intuitive formulation is that the Carte-
sian coordinates deform and the body in the current frame is in the curvilinear and
oblique coordinates. However, evaluation in curvilinear and oblique coordinates can
be unpractical. It is much more easier to evaluate in Cartesian coordinates. Therefore,
we introduce two coordinate systems, a Cartesian for the current frame, x; = xt,
and a general (a curvilinear and oblique) coordinate system for the initial frame,
Z! # Z;. The initial coordinate system denotes again to particles, in other words,
the coordinates for a particle remains the same but the metric changes in time. The
transformation between Cartesian (current frame) and general (initial frame) repre-
sents the deformation.

Despite the expectation, not much will change in the formulation. Two neighbor-
ing particles, dx’, have an initial distance dS that changes due to the deformation
to ds as
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(ds)? = dx'dx; = 0" dx; dx; , (dS)* = dZ'dZ; = gV dx; dx; (A.1)

where g;; represents the metric tensor and g/ g jx = 5,i. In other words, the deforma-
tion is the deviation from the Cartesian system given by the metric tensor:

_ Ox Oxk i YAR YAl

_ k7 - == A2
oziozi ¢ Ox; Oxk ~ A-2)

8ij

The metric tensor is symmetric, g;; = g;;. The neighboring particles in the initial
frame, dZ‘, can be transformed by a mapping between the coordinate systems:

.ooxt 0z/
dxi = a—;dZJ L dy =55z,
‘ oo (A3)
Fi— ox'! F-1y — z! Fi(F-Y —¢
j = ﬁ B ( ) i = W ) j( ) — Yk
we call F the deformation gradient. The inverse metric tensor reads
g/ = (F Y F . (A4)

It can easily be associated with the left CAUCHY—GREEN deformation tensor. Hence,
without further ado we observe from Eq. (1.53)

g =6 =26 . (A.5)
The time rate of length difference:
((d0?) = ((ds)* = (d9)?)", (A.6)

will result in an identity that we are searching for. We start by using Eq. (A.5) that
leads to

((ds)* = (d$)?) = (67 — gy dx; dx;) = (2¢" dx; dx;)" = A7)

= 2((e") dx; dx; + € dw; dx; + €” dx; dw;) . )
Generally speaking, the Cartesian coordinates in the current frame may be moving
with a velocity of w;, so we allow (dx;)" = dw;. This velocity is independent of the
underlying continuum body. The term, dw;, needs a special attention. First we show
that
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Appendix 303

y_ 020z ox
KT ozk T oxi ozk°
(%%).:(51)-:0 (A.8)
Oxt OZk k ’ ’
0Z7\" ox! _ 0Z7 ( Ox"\" _ 0Z7 ow'
(W) azk ~ _W(ﬁ) T oxi azk’

since Z' denotes to particles, thus, (Z')" = 0. Secondly, we obtain by using the above

relation ) )
d (dx;) 0z dz . 0Z7Y dz
w; = i) =\ 5+ il =\ 5+ i
* Ox! / Ox! J

d Ox! _ 0z’ ow'
Yiazk T " oxi azF ©7 (A.9)
ox' 0z* 0z’ ow' 0zk
Wissr A7 = %2 757 i 7
OZk Ox! Axi 9zk 7 9x!
77 ow i
duwy — 07z’ dw ow dx, |

Tox oxt T o

By introducing comma for the partial derivative, we acquire
((d0)?)" =2((e")" — eV w', — e''w’) dx; dx; . (A.10)

Moreover, a metric tensor depends only on the coordinates such that it has no partial
time derivatives:
. _ 0gij “m "
8ij =7+gij;m(x) = &ij;mW . (A.11)
According to RICCI’s theorem’ the covariant derivative of the metric tensor vanishes
such that
8 = gijmw" =0. (A.12)

We want to calculate the rate of length, ((d€)?)". Although it is counterintuitive,
we introduce the same Cartesian coordinate system at each time instant. Hence, the
distance in current frame remains the same, (ds)" = 0, leading to

((d0)*)" = ((ds)? — (dS)*) = —((d$)?) =
=—(¢"dw; + Z)d(u; + Z))) = (A.13)
= —g" ((du;)" dx; + dx; (du;)"),

since the coordinates of the particle remains constant, too. By using the same steps
as in Eq. (A.9) we obtain

"It is named after Gregorio Ricci-Curbastro.
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. o' o' o'
dUJZ(dMJ) :—%du,:—md(u,—i—z):—%d)@ (A14)
Hence, we acquire
. ot ot ot ot
(d0)?) = gf(W dxy dx; + dx,-@dxk) = g, e dny + dxi e de =
ok o/ .
= gjdxk dx; + E dx; dxg = 2d% dx dx; |
(A.15)
where the symmetric part of velocity gradient is used
. @
= 9 (A.16)
8.)(?]')
Therefore, finally we acquire by using Eq. (A.10) for the general case:
((d0)?)" = 2d% dxy dx; = 2((e")" — eVw!) — ' w’) dx; dx; . (A.17)
Since dx; can be chosen arbitrarily we conclude
€7y =d" +elwi + e'w’, . (A.18)

This relation is a definition for the objective time rate of a contravariant tensor of rank
two, herein, of the nonlinear strain measure. For the specific case without velocity
of the domain, w; = 0, in other words, for a fixed frame we obtain

(V) =dv . (A.19)

A.5 Time Discretization

Time is a scalar quantity, thus, it has a simple transformation property and can be
approximated with a truncated TAYLOR expansion for an arbitrary variable, A,

Ax, 1) = AQ, 104+ At — A1) = A(xg, t — At) =
=A o4 At + O(Ar?
= A, 1) = &= (i, DAL+ 0(Ar) (A.20)

A
5 (e DAL A 1) = A, 1 = Ar)
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We can rewrite the latter in a simplified notation

A A—A°

— = A.21
ot At ( )

)

which is widely known as backward EULER method. Since the derivative in the series
in Eq. (A.20) is evaluated at the current time instant, #, the time integration is implicit.
This implicit time integration is conditionally stable. The condition vanishes for a
real valued differential equation. We use only real valued systems, thus it is always
stable, not depending on the time step size Ar. Here, it is important to distinguish
stability and reliability. If the time steps have been chosen too big, caused by the
truncation error, solution may land far from the exact solution. Error will grow in
each time step successively, however, the solution will be found, while the time
discretization is stable. Therefore, we use only implicit time integration technique
and eliminate any discussion about stability conditions® for the sake of the time step.
If the problem is nonlinear, then a linearization method finds the nearest root (since
the form is quadratic, it is the minimum). Hence we need to use small time steps to
“land on” the correct solution upon the linearization. The approach for linearization
has been discussed in Sect. 1.8 on p. 86.

A.6 Gauge Freedom in Electromagnetic Fields

‘We can use the ansatz functions:

06 0A; DA,
Ei=————, Bi=¢ju-—, (A.22)
an

in order to solve the following MAXWELL equations:

OB; OB; n OEy 0 A23)
. = s oL 61” . = . .
o, ot o, (
It is obvious that the proposed ansatz functions do solve the latter equations since
€ijk = —¢€jix such that from Eq. (A.23),; we acquire
0 Ay
ih—— =0, A24
Cijk 8x,~ 6)61‘ ( )

moreover, by using SCHWARZ’s rule

8Especially in fluid dynamics there are many difficulties due to the time stability measured by the
PECLET number or eliminated by satisfying the COURANT- FRIEDRICHS- LEWY condition.
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32Ak 82¢ azAk
i — & — & =0. A25
U oiox; P ox,0x W ox,0n (A25)

Hence, the electric potentials, ¢, A;, are formal solutions of the two MAXWELL equa-
tions.

In order to see the gauge freedom we need to remember the decomposition of any
rank two tensor into a spherical and a deviatoric part:

OAc DAk | 104

ox;  Oxy  30m (A:20
However, by multiplying with the LEVI-CIVITA symbol
B = eijk% = €ijk% + lei/‘k%akj , (A.27)
- Ox; Tox; o 37 0x
we see that the second term vanishes, since
€ijkOjk = €;jj =0, (A.28)

no matter what the divergence of A; is. In other words, we can freely choose 0A; /0x;.

In order to present the second gauge freedom, we take the time rate of Eq. (A.23),
and then utilize Eq. (A.22) into it

&”B; e PE
orr " U orox;, T
&AL B¢ P A
itk ==~ — €ij — € = , A.29
U orox; ~ T otox,ox,  *orox;on (4.29)
0 (00
—ii—(—) =0,
eJkanaxk(at)

where we have used SCHWARZ'’s rule twice. Since the second derivation in x; and xj
is symmetric, its multiplication with the antisymmetric LEVI-CIVITA tensor vanishes
for any values of 0¢/0t. In other words we can choose 0¢ /0t as we like, the equations
are still fulfilled.
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N

NAVIER-STOKES’s equation, 79, 89, 135
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Nominal stress tensor, P;;, 21,29, 100, 142

(0]
OHM’s law, 170, 187, 220
Open system, 86, 141

P
Polarization current, 185
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S

STEFAN—-BOLTZMANN law, 122

Second PIOLA-KIRCHHOFF stress tensor, S;;,
22,29, 144
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