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Abstract Automatic emotion recognition is a major topic in the area of human–
robot interaction. This paper presents an emotion recognition system based on
physiological signals. Emotion induction experiments which induced joy, sadness,
anger, and pleasure were conducted on 11 subjects. The subjects’ electrocardiogram
(ECG) and respiration (RSP) signals were recorded simultaneously by a physio-
logical monitoring device based on wearable sensors. Compared to the
non-wearable physiological monitoring devices often used in other emotion
recognition systems, the wearable physiological monitoring device does not restrict
the subjects’ movement. From the acquired physiological signals, one hundred and
forty-five signal features were extracted. A feature selection method based on ge-
netic algorithm was developed to minimize errors resulting from useless signal
features as well as reduce computation complexity. To recognize emotions from the
selected physiological signal features, a support vector machine (SVM) method was
applied, which achieved a recognition accuracy of 81.82, 63.64, 54.55, and
30.00 % for joy, sadness, anger, and pleasure, respectively. The results showed that
it is feasible to recognize emotions from physiological signals.
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1 Introduction

Automatic emotion recognition is a major topic in the area of human–robot inter-
action. People express emotions through facial expressions, tone of voice, body
postures, and gestures which are accompanied with physiological changes. Facial
expressions, tone of voice, body postures, and gestures are controlled by the
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somatic nervous system while physiological signals, such as electroencephalogram
(EEG), heart rate (HR), electrocardiogram (ECG), respiration (RSP), blood pressure
(BP), electromyogram (EMG), skin conductance (SC), blood volume pulse (BVP),
and skin temperature (ST) are mainly controlled by the autonomous nervous sys-
tem. That means facial expressions, tone of voice, body postures, and gestures can
be suppressed or masked intentionally while physiological signals can hardly be
masked. Using physiological signals to recognize emotions is also helpful to those
people who suffer from physical or mental illness thus exhibit problems with facial
expressions, tone of voice, body postures or gestures.

Researches have shown a strong correlation between emotions and physiological
signals. However, whether it is reliable to recognize emotions from physiological
signals is still problematic. Numerous researches were investigating the problem
(Picard et al. 2001; Lisetti and Nasoz 2004; Kim and André 2008; Rattanyu et al.
2010; Verma and Tiwary 2014).

This paper presents an emotion recognition system based on physiological
signals obtained by wearable sensors. Some common emotion models and emotion
induction methods are described briefly. The data collection procedure during
which a physiological monitoring device based on wearable sensors was used is
introduced. The strategy for feature extraction from the acquired physiological
signals and the feature selection method based on genetic algorithm are illustrated.
The support vector machine (SVM) method which was used to classify the
physiological features into four kinds of emotions is demonstrated. The experiment
implementation procedure is presented as well. Finally, the results of the experi-
ments are discussed, which contribute to a conclusion.

2 Method

2.1 Emotion

In discrete emotion theory, all humans are thought to have an innate set of basic
emotions that are cross-culturally recognizable (Ekman and Friesen 1971). In
dimensional emotion theory, however, emotions are defined according to multiple
dimensions (Schlosberg 1954). Although it is problematic which emotions are basic
in discrete emotion theory (Gendron and Barrett 2009) and in which dimensions
emotions should be defined in dimensional theory (Rubin and Talarico 2009), it’s
no doubt that joy, sadness, anger, and pleasure are four different common emotions
in humans. Those four emotions were chosen as the classification categories in our
study.

To obtain the physiological signals associated with the specific emotions, an
effective emotion induction procedure is of significance. Numerous emotion or
mood induction procedures (MIPs) have been reported including presenting sub-
jects with emotional stimuli (pictures, film clips, etc.), and letting subjects play
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games (van’t Wout et al. 2010) or interact with human confederate (Kučera and
Haviger 2012). Several picture, audio, or video databases for emotion induction
have also been created (Biehl et al. 1997; Bai et al. 2005; Bradley and Lang 2008).

In our study, we did not use the emotion induction materials from those data-
bases above because those materials did not induce the expected emotions effec-
tively in our experiments. Instead, we selected several contagious video clips which
performed better in our emotion induction experiments.

2.2 Physiological Signals Processing

2.2.1 Data Collection

Several kinds of physiological signals including ECG and RSP signals have been
revealed to be correlated with emotions. To collect ECG and RSP signals, a
physiological monitoring device based on wearable sensors which monitors mul-
tiple physiological signals simultaneously in real time (Zhou et al. 2015) was used.
The ECG signals were sampled at 250 Hz and the RSP signals were sampled at
10 Hz. The schematic representation of a normal ECG waveform is shown in Fig. 1
and the ECG and RSP waveforms obtained by the physiological monitoring device
are shown in Figs. 2 and 3, respectively.
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Fig. 1 Schematic representation of a normal electrocardiogram (ECG) waveform. An ECG
waveform consists of a P wave, a QRS complex and a T wave. The QRS complex usually has
much larger amplitude than the P wave and the T wave. P is the peak of a P wave. Q is the start of
a QRS complex. R is the peak of a QRS complex. S is the end of a QRS complex. T is the peak of
a T wave
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2.2.2 Feature Extraction

After the P-waves, the QRS complexes, and the T waves of the ECG signals were
determined, a total of 78 ECG signal features were extracted as follows:

1. The mean value, median value, standard variance, minimum value, maximum
value, and value range of R–R, P–P, Q–Q, S–S, T–T, P–Q, Q–S, and S–T time
intervals;

2. The mean value, median value, standard variance, minimum value, maximum
value, and value range of the amplitudes of P waves, QRS complexes, and T
waves divided by the mean value of the corresponding ECG waveforms;

3. The mean value, median value, standard variance, minimum value, maximum
value, and value range of HRD (the histogram distribution of R-R time
intervals);

4. HR50 (the number of pairs of adjacent R-R time intervals differing by more than
50 ms divided by the total number of R-R time intervals);

5. HRDV (sum of HRD divided by the maximum value of HRD)
6. Each spectrum power of ECG signals in four frequency band (0–0.2 Hz, 0.2–

0.4 Hz, 0.4–0.6 Hz, and 0.6–0.8 Hz).
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Fig. 2 Electrocardiogram (ECG) signals obtained by the physiological monitoring device. ECG-I
is the voltage between the left arm electrode and right arm electrode. ECG-III is the voltage
between the left leg electrode and the right leg electrode. ECG-aVR is the voltage between the
right arm electrode and the combination of the left arm electrode and the left leg electrode
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Fig. 3 Respiration
(RSP) signals obtained by the
physiological monitoring
device
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Before RSP features were extracted, a low-pass filter was applied to the raw RSP
signals. After that, a total of 67 RSP signal features were extracted as follows:

1. The mean value, median value, standard variance, minimum value, maximum
value, value range, and peak ratio (the number of peaks divided by the length of
data) of the following signals:

(a) RSP waves, RSP peak–peak intervals, and RSP peak amplitudes;
(b) The first difference of RSP waves, RSP peak-peak intervals, and RSP peak

amplitudes
(c) The second difference of RSP waves, RSP peak-peak intervals, and RSP

peak amplitudes

2. Each spectrum power of RSP signals in four frequency band (0–0.1 Hz, 0.1–
0.2 Hz, 0.3–0.3 Hz, and 0.3–0.4 Hz).

Considering the seventy-eight ECG signal features and the sixty-seven RSP
signal features, a total of one hundred and forty-five features were extracted.

2.2.3 Feature Selection

More features usually provide more information about the original signals, but also
lead to an increase in computational complexity. Besides, the random noise in those
signal features which make little contribution to identify different emotions might
leads to overfitting in supervised machine learning such as SVM. Therefore, an
effective feature selection method to select only a key subset of measured features
to create a classification model is needed. Emotion recognition can be looked as a
pattern recognition issue. For a pattern recognition issue, the selection criterion
usually involves the minimization of a specific measure of predictive error for
models which fit to different subsets. A common method is sequential feature
selection (SFS) (Cover and Van Campenhout 1977), which adds features from a
candidate subset while evaluating the criterion. Another novel method is using
genetic algorithm (Deb et al. 2002) to select features, which will be described here.

The genetic algorithm (GA) is a method based on natural selection which drives
biological evolution. The GA repeatedly modifies a population of individual
solutions. At each step, the GA selects individuals at random from the current
population to be parents and uses them to produce the children for the next gen-
eration. There are some rules like crossover at each step to create the next gener-
ation from the current population. At each step, the individual selection is random,
but the survival opportunity of each individual is not equal. The individuals who
have higher survival opportunity are more likely to be selected and keep evolving
till the optimization goal is reached. In our study, the survival opportunity was
evaluated by the emotion recognition error.

Through the GA algorithm described above, fourteen features were selected
from the original one hundred and forty-five features.
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2.3 Emotion Recognition

To recognize emotions from the key features selected by GA, a modified support
vector machine (SVM) method was used. An SVM classifies data by finding the
optimal hyperplane that separates all data points of one class from those of another
class (Cortes and Vapnik 1995). The optimal hyperplane for an SVM means the one
with the maximum margin between the two classes. A margin is the maximal width
of two slabs parallel to the hyperplane that have no interior data points. A larger
margin assures the hyperplane is more likely to classify new data correctly. The
data points that are on the boundary of the slab are called support vectors. The
complexity of the classifier is characterized by the number of support vectors rather
than the dimensionality of the transformed hyperspace. An example of SVM is
shown in Fig. 4.

Sometimes the data might not allow for a separating hyperplane. As shown in
Fig. 5, the outliers caused by error such as artifact during data collection make it
difficult to find a proper separating hyperplane. Even if a separating hyperplane is
found, the margin is small. In that case, a soft margin method is proposed which
chooses a hyperplane that splits the examples as cleanly as possible while still
maximizing the distance to the nearest cleanly split (Cortes and Vapnik 1995).

Some binary classification problems do not have an effective linear separating
hyperplane, so-called nonlinear classification, as shown in Fig. 6a. In this case, the
initial hyperspace S is transformed to a higher dimensional hyperspace S’, as shown
in Fig. 6b. In the higher dimensional hyperspace S’, there is a linear hyperplane to
successfully separate the two classes. Usually, the analysis formula of the
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Fig. 4 Linear Support vector
machine. The optimal linear
hyperplane separates all
samples into two classes with
a maximum margin
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transformation is difficult to get. However, It is found that all the calculations for
hyperplane classification use nothing more than dot products, then a nonlinear
kernel function in linear hyperspace S is developed to replace the dot products in
the higher dimensional hyperspace S’(Boser et al. 1992). Some common kernels are
listed here: polynomial function, Gaussian radial basis function (RBF) and multi-
layer perceptron (neural network, NN).

Support vector machines (SVMs) are originally designed for binary classifi-
cation. But there have been some extensions for multiclass classification (Hsu and
Lin 2002). One of the multiclass classification approaches using SVM is building
binary classifiers which distinguished between every pair of classes, so-called
one-against-one (Knerr et al. 1990). For a one-against-one approach, classification
is done by a max-wins voting strategy that every classifier assigns the instance to
one of the two classes, then the vote for the assigned class is increased by one vote,
and finally, the class with the most votes determines the instance classification.

In our multi-emotion recognition system, we applied linear and nonlinear SVMs
with a soft margin as the classifiers and one-against-one method as the multiclass
classification approach.

2.4 Experiment Implementation

First, we used Beck Depression Inventory-II (BDI-II) (Beck et al. 1996) and
Toronto Alexithymia Scale (TAS) to select 11 subjects who had no depression
(BDI-II score < 4) and were capable of expressing emotions clearly (TAS < 60)
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Fig. 5 Support vector
machine with a soft margin.
The soft margin allows for
some mislabeled samples to
maximize the margin
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from the experiment volunteers. This study was approved by the Institutional
Review Board of Zhejiang University. Informed written consent was obtained from
all experiment volunteers. Then, we prepared a quiet multimedia experiment room
equipped with an air conditioner, a computer, a 17 inch LCD screen, and a pair of
stereo headphones. In each experiment, one subject wearing the physiological
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Fig. 6 Transform a nonlinear
SVM to a linear SVM.
Kernels are used to fit the
maximum margin nonlinear
hyperplane in a transformed
linear hyperplane without
knowing the analysis formula
the transformation function
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sensors sat alone in the multimedia room with air temperature setting to 25 °C and
watched the video clips or listened to the music we had prepared. Before and after
each experiment, the subject was asked to fill out a questionnaire about his or her
experience and emotion. The signals of those subjects who did not report expected
emotion were labeled invalid and discarded. For the valid signals, the time slot
when the subjects were most likely in an expected emotion state was determined.

3 Results and Discussion

The SVM classifiers were tested with leave-one-out cross validation. Leave-one-out
cross validation involves using one observation as the validation set and the
remaining observations as the training set. This is repeated on all ways to cut the
original sample on a validation set of one observations and a training set. The linear
SVM and the nonlinear SVMs with polynomial function, Gaussian radial basis
function, and multilayer perceptron as the kernel function were all tested. The
results are shown in Table 1.

As shown in Table 1, the linear SVM classifier achieved the highest recognition
accuracy for four emotions in total while the nonlinear SVM classifier with a poly-
nomial function as the kernel achieved the lowest recognition accuracy for four
emotions in total. The linear SVM classifier performed better than the nonlinear SVM
classifiers in total. That is probably because the number of physiological features was
reduced from one hundred and forty-five to fourteen during the feature selection
procedure and the linear SVM was able to provide a relatively good classifier.

As to the recognition accuracy for each emotion, the linear SVM and nonlinear
SVMs with different functions as the kernel performed differently. However, each
SVM classifier achieved higher recognition accuracy for joy than for the other three
emotions. There might be two reasons for that. One is that joy causes greater
physiological changes than the other three emotions. The other one is that the
induction for joy was more effective than the other three emotions in the emotion
induction experiments. In addition, although the physiological data from the sub-
jects who did not report expected emotions were labeled as invalid and discarded,

Table 1 Emotion recognition accuracy using the linear SVM and the nonlinear SVMs with
different functions as the kernel. RBF is Gaussian radial basis function. Poly is polynomial
function. NN is multilayer perceptron (neural network) function

Linear (%) RBF (%) Poly (%) NN (%)

Joy 81.82 63.64 45.45 90.91

Sadness 63.64 18.18 18.18 63.64

Anger 54.55 18.18 27.27 36.36

Pleasure 30.00 20.00 20.00 10.00

Total 58.14 30.23 27.91 51.16
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there exists the possibility that the subjects reported their emotions inaccurately.
Another possible reason is that pleasure is close to joy and the SVM classifier failed
to distinguish them.

To improve the performance of the presented emotion recognition system, the
following methods could be taken into account in further work. Precisely designed
emotion induction experiments could be conducted on more subjects. Some other
supervised machine learning algorithms could be developed. And some other
physiological signals like EMG signals might be obtained together with ECG and
RSP signals, but it should be noted that the acquisition process of physiological
signals should not make the subjects feel uncomfortable.

4 Conclusion

As physiological signals cannot be masked intentionally, recognizing emotions
from physiological signals has advantages over from facial expressions, tone of
voice, body postures, and gestures. Based on a combination of a feature selection
method and a support vector machine method, it is feasible to recognize emotions
from physiological signals.
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