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A New Feature Evaluation Algorithm
and Its Application to Fault of High-Speed
Railway

Jing Du, Weidong Jin, Zhenzhen Cai, Fei Zhu and Zhidan Wu

Abstract Multi-criterion feature ranking algorithms can ease the difficulty on
selecting appropriate ranking criterion caused by single-ranking algorithms, and
improve the reliability of feature ranking results. However, the issue of conflict
between different single-ranking algorithms is often overlooked. By treating this
task as a search and optimization process, it is possible to use the D-S theory and
evidence conflict to reduce conflicts between different single-criterions and improve
the stability of feature evaluation. This work presents a new multi-criterion feature
ranking algorithm based on D-S theory and evidence conflict theory combining
different criteria improving classification performance of feature selection results.
Comparison between the new algorithm and Borda Count, Fuzzy Entropy, Fisher’s
Ratio and Representation Entropy methods are done on train fault dataset. The
obtained results from the experiment demonstrate that the new algorithm has
highest classification accuracy than the other four criterions on all cases considered.

Keywords Feature � Evaluating � Multi-criterion fusion � D-S evidence theory �
Evidence conflict theory � Fault classification

1 Introduction

Feature selection aims at finding a feature subset that has the most discriminative
information from the original feature set [10, 12, 16]. There are two major issues
related to current feature selection. The first one is to define new single-criteria and
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another is how to fuse a series of different feature evaluating criteria to solve the
redundancy and irrelevance among the features.

To solve the first problem: Many scholars have made a lot of studies with
different kinds of feature selection techniques to evaluate features. Mahalanobis
Distance, Fuzzy Entropy, Fisher’s ratio, Representation Entropy etc. are the
examples of this category. Different feature selection methods can be generally
classified into wrapper model and filter model [6]. It is also known that the single
feature ranking criterion cannot reflect characteristics of features completely.

To solve how to fuse a series of different ranking criteria problem, Weizhong
Yan proposed the multi-criterion feature ranking scheme—MCFR to integrate all
the single ranking criteria used in the study [14]. With the aim of utilizing indi-
vidual ranking criteria, both two fusion models are used in this work to compare
with each other. In the multiple rankings fusion model, the Borda count method is
used to implement ranking vectors fusion [13]. Feng developed a multi-criterion
fusion-based recursive feature elimination (MCF-RFE) algorithm to improve
classification accuracy of ranking results [15].

In the fusion process, how we should combine different criteria, which we refer
to as the fusion rule is the most important step. As mentioned above, using different
evaluating criteria will yield different ranking orders, that is, the same feature may
have different positions in different ranking orders. This implies that there are
conflicts among different single-ranking algorithms. If the conflicts are not taken
into account adequately, it might produce counter-intuitive results when fusing
these different ranking orders. What’s more, the counter-intuitive results will lead to
low classification accuracy. Fortunately, the D-S based evidence conflict theory can
effectively solve the uncertain and conflict existing in fusion [3, 11]. Recently,
many improved D-S theory have proposed to solve the uncertain and conflict
existing in fusion, i.e., Zhou proposes an optimal model to learn discounting reli-
ability based evidence distance criterion which considers improving focusing
degree and reducing conflict simultaneously [17]. Therefore, to solve the reliability
of feature ranking fusion problem, we propose an innovative multi-criterion feature
selecting method which is based on the improved D-S theory by Zhou.

In the experimental section, the classification accuracy of the new method and
the accuracy of four single evaluation criteria (Fisher’s ratio, Fuzzy Entropy,
Representation Entrop (RE), MD), the accuracy of multi criteria feature evaluation
method (Borda Count) are compared. The results obtained from experiment indicate
that the classification accuracy of the new method is superior to the above method,
and it also shows that taking D-S theory as the fusion rule can effectively reduce the
conflict in the process of fusion, more reliable results are obtained.

2 J. Du et al.



2 Basic Feature Ranking Criterion

A great deal of feature evaluation criteria have been presented in the document.
Obviously, it is not necessary to fuse all feature selection criterion, which is also
impractical [18]. As mentioned above, different feature selection criteria can be
generally classified into wrapper model and filter model. The wrapper methods
often outperform than filter because of the better results, while filter methods work
generally much faster than wrapper methods. This specialty requires a principle for
basic criterion choosing: basic criterion should be selected from both models. For
computational simplicity and criteria from both models debated above,
Mahalanobis distance (MD), Fisher’s ratio, Fuzzy Entropy and Representation
Entropy (RE) are the basic criteria used in this paper. Mahalanobis distance (MD)
and Fisher’s ratio are wrapper strategies which use an induction algorithm to
estimate the merit of feature subsets. Fusion Entropy and Representation Entropy
(RE) are information theory-based filter methods. Details of the four individual
basic criteria are presented below.

2.1 Representation Entropy, RE

Assume that kiði ¼ 1; . . .; nÞ are the eigenvalues of the n� n covariance matrix of a
feature space with n-dimensional features. Then, the representation entropy can be
defined as [5]

k0i ¼ ki
.Xn

i¼1
ki ð2:1Þ

RE ¼ �
Xn
i¼1

k0i log k
0
i ð2:2Þ

where 0� k0i � 1 and
Pn

i¼1 ki ¼ 1. RE is the representation entropy of the feature
set.

Removing a feature from the original feature space, we can obtain a new RE
value. With the RE value of the original feature space minus the new one, the
representation entropy of the removed feature can be acquired. The eliminated
feature will be positioned higher, if the new RE value has a larger decrease com-
pared with the original one. Eliminate only one feature at a time, we can obtain the
RE values of all features from the feature space. Then, according to the decreases,
the feature ranking can be acquired.

A New Feature Evaluation Algorithm and Its Application … 3



2.2 Fisher’s Ratio

Fisher’s ratio is an individual feature selection criterion which can assess the
influence of a particular feature on classification. The Fisher’s ratio of a feature i
can be defined as the ratio of interclass variance (TE) and infraclass variance (TA)
[1]:

Fi ¼ TEi=TAi ð2:3Þ

TEi ¼ 1
C

XC
i¼1

ðvij �
XC
j¼1

vij=CÞ ð2:4Þ

TAi ¼ 1
C

XC
i¼1

ð
XNj

n¼1

ðfijn � vijÞ2=NjÞ ð2:5Þ

According to the above formulate C indicates the number of class. vij represents the
mean of feature i within class j. fijn is the ith feature of the nth sample from the jth
class. And Nj is the number of samples from the jth class. The larger the Fisher’s
ratio value, the more representational the feature is.

2.3 Fuzzy Entropy

The particularity of fuzzy sets is to seize the concept of partial
membership. Considering the idea of fuzzy set, the measure of fuzzy entropy cor-
responding to Shannon probabilistic entropy proposed by De Luca and Termini
should be [4]:

HðAÞ ¼ �
Xn
j¼1

ðlAðxjÞ log lAðxjÞþ ð1� lAðxjÞÞ logð1� lAðxjÞÞÞ ð2:6Þ

According to formulate 2.6 lAðxjÞ indicates the fuzzy values, and xj represents
all samples of the feature set. The Fuzzy Entropy describes the fuzzy degree of a
fuzzy set. So HðAÞ has the minimal value, if the feature A is good, otherwise, the
feature A is bad.

2.4 Mahalanobis Distance

Mahalanobis distance is the covariance distance between different data and it is an
effective method to calculate the similarity between two sample sets. Let vi and vj

4 J. Du et al.



represent respectively the mean value of features vector for class i and j, the feature
set co-variance is

P
. The Mahalanobis distance between class i and j can be

described as formulate 2.7 [14]

M disi;j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvi � vjÞ

X�1ðvi � vjÞT
q

: ð2:7Þ

For a feature set with more than two classes, the Mahalanobis distance for the ith
class can be expressed as:

M disi ¼
XC
i¼1

XC
j¼iþ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvi � vjÞ

X�1ðvi � vjÞT
q

ð2:8Þ

where C is the number of classes. Eliminating a feature from the original feature
space, we can acquire a new Mahalanobis distance value. With the Mahalanobis
distance value of the original feature space deduct the new Mahalanobis distance
value, we acquired the Mahalanobis distance of the removed feature. The elimi-
nated feature will be positioned higher, if the new value has a larger decrease
compared with the original one.

3 Multi-criterion Feature Evaluation Based on D-S
Theory

The reason for utilizing multi-criteria is obvious. Using different feature selection
criteria will achieve different feature subsets and ranking order. Among these dif-
ferent selection results we do not have the priori knowledge to decide that which is
the best. It is a reasonable solution to integrate different ‘opinions’ from single
feature selection criteria to yield a consensus ranking order. Multi-criterion feature
selection has been a topic of recent interest.

3.1 The Motivation of Using Theory

Two reasons motivate us to utilize the D-S theory as the fusion imperative. Firstly,
using different feature ranking algorithms will produce different ranking orders.
Table 1 indicates the individual rankings of the standard dataset Wine. The indi-
vidual rankings are obtained through four different single feature ranking criteria,
containing MD, Fisher’s ratio, Fuzzy Entropy and RE. Obviously, the results of the
individual rankings are quite different. That is to say it existing high conflict among
different criteria, and the ranking of the same feature can be totally different. If the
conflicts are not taken into account appropriately, it might produce counter-intuitive

A New Feature Evaluation Algorithm and Its Application … 5



results when fusing these different ranking orders. Fortunately, the evidence theory
based on D-S theory can effectively deal with the uncertainty and conflict between
individual rankings, preventing the production of fusion paradox in the process of
integrating single rankings.

Secondly, since the D-S theory has obvious advantages in the fusion of different
information, it has been successfully applied in multi-sensor fusion. Motivated by
these two reasons, this paper presents a multi criteria feature evaluation method
based on D-S theory.

3.2 Dempster-Shafer (D-S) Evidence Theory

The Dempster-Shafer (D-S) evidence theory, firstly proposed by Dempster in 1967,
and then developed by Shafer in 1976 [2, 8], attracts more and more attention as an
uncertainty reasoning method. In the DS evidence theory, let H ¼
fA1;A2;A3. . .Ang consists of N hypotheses that is independent each other. H is
called the frame of discernment including all possible propositions and assump-
tions. H and its subsets constitute the power set 2H ¼ fA1;A2;A3. . .AN

2 g. Defining
the mapping m : 2X ! ½0; 1� is the basic probability assignment functions,
respectively m1;m2;m3. . .mn. The corresponding Dempster combination rule is:

mðAÞ ¼
0; A ¼ UP

\Aj¼A

Q
1� i�N

miðAiÞ
1�K ; A 6¼ U

(
ð3:1Þ

k ¼
X
\Aj¼A

Y
1� i�N

miðAiÞ ð3:2Þ

According to the formulate 3.2, K represents the conflict coefficient among the
evidences.

Though D-S evidence theory is attractive, counterintuitive and invalid conclu-
sions are produced for highly conflicting evidence. The reliability of evidence is
generally difficult to estimate, unreliable evidence tends to affect the fusion process,

Table 1 Ranking order based on four different feature selection criteria on wine data set

Criterion Feature

1 2 3 4 5 6 7 8 9 10 11 12 13

Fisher’s
ration

7 2 13 1 3 4 12 10 9 6 5 11 8

Fuzzy
entropy

1 3 13 7 4 11 2 12 6 9 8 10 5

MD 13 7 10 1 3 4 12 2 11 8 6 9 5

RE 13 8 11 3 6 9 1 12 7 2 10 4 5

6 J. Du et al.



even lead to the wrong result. Therefore, it is necessary to add reliability infor-
mation of evidence in the integration process in order to improve the fusion result.
Shafer introduced discount operator to handle the situation where the information
sources is not reliable [8]. Supposing the reliability of information sources is a
(0\a\1), then the Unreliability is 1� a, also called as the discount factor. For
inhibiting unreliability and the conflict of evidence, Shafer purposes discounting
evidence based on reliability a, the unreliable part will be assigned to entire col-
lection. The corresponding formula is:

md
j ðAÞ ¼

aj � mjðAÞ A 6¼ U
1� aj þ aj � mjðAÞ; A ¼ U

�
ð3:3Þ

Such methods are often acquiring the reliability of each evidence firstly, relying
on a certain conflict or distance measurement criteria between evidences, and then
fusing the discounted evidences based on obtained reliability. Selecting the
appropriate measurement criteria is so crucial that will have a great effect on the
discounting factor a. Although there are many different ways of calculating a, those
methods are only applicable to some special cases. So in the fusion process we
employ a method about calculating the reliability a proposed by Zhou.

3.3 Multi-criterion Fusion Based on D-S Theory

In order to get more reliable and more stable feature subset, this paper proposes a
multi criteria feature evaluation method based on D-S theory and evidence conflict
theory. The multi criteria evaluation method combines different individual evalu-
ation criteria, and can acquire feature subsets containing more information. In the
following, we introduce the overall fusion procedure firstly. Then, the details of the
fusion criterion are illustrated.

Data
Set

Basis
Criterion

1

Basis
Criterion

2

Basis
criterion

n

Feature
score vector

2

Feature
score vector

n

Feature
score vector

1

Score
evidence

1

normalize

D-S
 theory

Feature
Ranking

normalize

normalize

Score
evidence

Score
evidence

n

Fig. 1 Multi criteria fusion based on D-S theory
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In this paper, we employ a score-based multi-criterion fusion method. As it is
described in Fig. 1, given a feature dataset, each individual basic criterion first
yields the corresponding feature score vector. The value of the feature score decides
whether it is important. Then, feature score vector is normalized to be a score
evidence vector which contains normalized scores of all features. Thirdly, the
multi-criterion algorithm is utilized to fuse the score evidence vector into a com-
prehensive score vector. Finally, ranking the comprehensive score vector can obtain
a comprehensive feature rank.

Next, the detail of the fusion procedure is illustrated. In order to make sure that
the score vector which obtained from four individual basic criteria are comparable,
normalizing four score vectors is the first thing that should be done. In MD, RE,
Fisher’s ratio, a feature will be ranked higher if the score is greater, however, in
Fuzzy Entropy method, the smaller the score of a feature is, the greater the con-
tribution to classification is. To be consistent with the first three methods, we take
the reciprocal of the score based on fuzzy entropy of each feature. Then, the score
vectors which acquired from four basic criterion are normalized to be a vector, and
the value of each vector element range from 0 to 1. Suppose existing N single
criteria, and si represents the score vector obtained by the ith ið1� i�NÞ individual
criterion, then the vector si can be normalized as follows:

ei ¼ ðsi � siminÞ
.X

ðsi � siminÞ ð3:4Þ

where simin is the minimum values in vector si, and
P

ei ¼ 1. Here we get the basic
probability distribution functions e1; e2; e3. . .eN .

The identification frameworkH ¼ fF1;F2; . . .;FMg of fusion system containsM
complete incompatible assumption propositions. M is equal to the number of the
features and Fi is the ith feature. In the fusion process we employ an optimal
method for combining conflicting evidence by Zhou. Zhou proposes an optimal
model to learn discounting reliability a based evidence distance criterion which
considers improving focusing degree and reducing conflict simultaneously. The
fusion procedure can be briefly summarized as follows.

Fig. 2 The process of
parameters learning

8 J. Du et al.



3.3.1 Fusion Procedure

1. Calculate the reliability of the evidence a:

There are N pieces evidence ej; j ¼ 1; � � �N: The corresponding reliability vector
a ¼ ½a1; � � � aj � � � ; aN � is the unknown parameter which is learned by optimization
model as follows in Fig. 2:

Where the input score evidence E is the evidence to be fused. a is the reliability
parameter vector to be optimized; e is the integration of the results with the opti-
mized a;fhig1 is the ideal output; Here an ideal output fhig1 is a CBPA [9], namely
in the identification framework the value of elements hi is 1, the other elements
assigns to zero. g1ðaÞ is the difference between the ideal output fhig1 and modified
fusion output e, g2ðaÞ is the value conflict K among the modified evidence. And the
optimal model expressed as formula (3.4).

minfg1ðaÞ; g2ðaÞg ¼
g1ðaÞ ¼ mindJð�

N

j¼1
fedj g; fhig1Þ
i;a

; i ¼ 1; � � � ; n

g2ðaÞ ¼ �N
j¼1

fedj gð/Þ

8>>><
>>>:

ð3:5Þ

where fhig1 represents eðhiÞ ¼ 1. edj is the e modified evidence ej by adopting the

formula (3.7). �N
j¼1fedj g is the result of fusing edj ; j ¼ 1; � � �N according to

Dempster combination rule. �N
j¼1fedj gðUÞ is the value of conflict K when md

j ; j ¼
1; � � �N fused

(1) And then the formula 3.4 should be subject to

0\aj\1; j ¼ 1; � � �N ð3:6Þ

(2) The reliability of the normal evidence should be greater than abnormal evi-
dence, therefore the value of the reliability of evidence should satisfy certain
order relations.

arð1Þ � arð2Þ � � � � � arðjÞ � � � � arðNÞ ð3:7Þ

where frð1Þ; � � � rðNÞg is an order which relates with f1; � � �Ng. The reliability
of evidence relies on the falsity proposed by Schubert of evidence [7]. The
above optimization problem is a multi-objective optimization problem with
linear constraints, solved by the FGOALATTAIN function.

A New Feature Evaluation Algorithm and Its Application … 9



2. Fuse rule

edj ðAÞ ¼
aj � ejðAÞ A 6¼ U
1� aj þ aj � ejðAÞ; A ¼ U

�
ð3:8Þ

eðAÞ ¼ �N
j¼1

edj ðAÞ; 8A 	 h ð3:9Þ

Then we can modify the evidence according to formula (3.7) by using the
obtained reliability a. Fusing the rectified evidence edj ðAÞ complies with the
Dempster combination rule. The obtained score vector is ½e1; e2; . . .; eN �. The ele-
ments of score vectors arrange in descending order, obtaining comprehensive
feature ranking.

4 Experiment and Results

For proving the validity and superiority of the proposed multi criteria algorithm, the
measurements fault data of high speed trains are evaluated. In this paper, we utilize
the new multi criteria method, Borda Count and four single evaluation criteria—
Fuzzy Entropy, Fisher’s ratio, RE, MD to evaluate the characteristics. Removing a
redundant feature each time, the classification accuracy is obtained by using the rest
of the feature subset to classify. The classification accuracy of the above five
methods is compared.

4.1 High Speed Train Data Experiment Design

In order to validate the validity of the new method in the diagnosis of high speed
rail faults, the new method is used to simulate the measure data of a certain type of
high speed train. On the high-speed train four conditions (normal, lateral damper
failure, failure of anti hunting damper, air spring loss of gas), eight dimensional
feature including wavelet coefficient of mean value, and fast Fourier transform of
the mean, variance etc. are extracted from the measure data. Each condition has 20
sets of samples, with a total sample sets of 80. A set of samples were selected
respectively from four operating conditions, and the remaining 76 groups were used
as test sample.

10 J. Du et al.



4.2 Experimental Result Analysis

Figures 3 etc., shows the accuracy of the 6 methods under different speeds in
each feature space. Table 2 shows the average value of 6 methods under different
speeds in each feature and the classification accuracy of the original feature
space. Available from figures and Table 2, compared with other methods, the
new method has higher classification accuracy for all five kinds of speed in each
feature space. At the process of removing redundant features, the classification
accuracy rate shows up first and then down. Moreover, the average classification
accuracy obtained by the new method is the highest of every feature space. And
other methods can only be used to evaluate the characteristics of a certain speed,
but it is not suitable for other speed. Such as the Borda Count method only has a
better evaluation results at the speed of 140, 220 km/h, but doesn’t apply to
other speed. Even though fisher’s ratio method has a good evaluation only for
the speed of 200 and 220 km/h, the accuracy is lower than the value of the new
method, and the evaluation of the other speed is very poor. The accuracy of the
new method improves 22.76 %, compared with the original feature space at
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Fig. 3 Classification
accuracy (at speed of
120 km/h)

Table 2 Average classification accuracy under different speed of feature space

Evaluation criteria 120 km/h 140 km/h 160 km/h 200 km/h 220 km/h

New method 0.6956 0.8176 0. 8780 0.9624 0.9492

B-count 0.6560 0.8064 0.7744 0.8985 0.9248

Entropy 0.5434 0.6823 0.6804 0.7293 0.7800

F-ratio 0.6503 0.7029 0.7575 0.9586 0.9361

RE 0.6221 0.6278 0.6203 0.8308 0.7986

MD 0.6898 0.8045 0.8778 0.9454 0.9323

Original feature space 0.6710 0.6315 0.7763 0.9605 0.9210

Note using B-count, F-entropy, F-ratio represent Borda count, fuzzy entropy, Fisher’s ratio method

A New Feature Evaluation Algorithm and Its Application … 11
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140 km/h speed, improving 11.58 % at the speed of 160 km/h. All these shows
that the new method can better evaluate the features, and has a universal
property (Figs. 4, 5, 6 and 7).

5 Conclusion

In this paper, we have analyzed and discussed multi-criterion based on the
improved D-S theory for feature selection on the fault high speed train data.
Experiment study of the new multi-criterion method with the Borda Count, Fisher’s
ratio, Fuzzy Entropy, RE based on the performance of classification accuracy has
been calculated. The obtained result indicates that the proposed method can
effectively evaluate the characteristics of the feature set, remove the redundant
features and cut down the complexity of the classifier, effectively improve the
classification accuracy of the high speed train fault.
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Steering Angle Balance Control Method
for Rider-Less Bicycle Based on ADAMS

Yuanyuan Feng, Runjia Du and Yuping Xu

Abstract Bicycle is a typical unstable system. Although it is partly similar to the
inverted pendulum systems, the complex mechanical characteristics cause that it is
difficult to be analyzed and controlled. In this paper, Constrained Lagrangian
method is used to building a rider-less bicycle dynamic model. Through the
analysis of the dynamic model, the control system is designed to be divided into
two parts: the forward control and the balance control. The rear wheel gets a stable
speed by controlling the torque of the motor. Steering Angle Balance Control
method is designed to keep the system balance. Use ADAMS to simulate a
rider-less bicycle control system. The simulation shows that using Steering Angle
Balance Control method can balance the bicycle to run forward and swerve stably.

Keywords Rider-less bicycle � Constrained lagrangian method � Steering angle
balance control � ADAMS

1 Introduction

The rider-less bicycle has advantages like small size, flexibility, and environment
friendly etc. It draws a plenty of attention because it has a bright future of applying
to forest patrol, field rescue, entertainment and many other respects. However, since
the system of bicycle is non-linear and non-holonomic system, there are lots of
precarious and dubious factors. Thus, using mechanism to control bicycle and make
it run steadily is not easy.

Through the neoteric research that aimed at riding bicycle, Getz [1] set the
torque of handelbar and the driving torque of rear wheel as the input of a system,
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and built a simple forepart bicycle-robot-dynamics model with an inner balance
control machine. Iuchi [2] remodeled and redesigned bicycles through input the
control handelbar, driving rear and motor driving which can control roll single
pendulum angle. And they successfully realized that bicycle running in a static
speed at 2.5 km/h. Tanaka [3, 4] built the non-linear dynamics model of bicycle
system, besides, they used partial linear theory to simplify the model. They brought
up a design concept that use position controller to stabilize the bicycle body and
implement track control using track controller. Domestic professor Wei Shi Min
and his research team [5] are working at the analysis of a front-wheel drive bicycle
robot.

This article builds up a rider-less bicycle model, and using Constrained
Lagrangian method to deduce the dynamic equation. Through the analysis of the
dynamic equation, design a bicycle model which the driving control and balance
control are separated. According to the different running-speed commands, the
bicycle gets a stable forward speed by adjusting the torque of the rear driving
motor. In the condition of having a stable speed, the body of the bicycle can keep
balance through actualize the feedback of bicycle body roll angle to adjust the
steering angle by using the Steering Angle Balance Control method.

2 Rider-Less Bicycle Dynamic Model

2.1 Model Building

The rider-less bicycle is considered as a two-part platform: a rear frame and a
steering mechanism. Before analyzing the bicycle mode, a few consume conditions
are settled as following: (1) the contact of the tread and the ground is point-contact,
thus the thickness of the tire are supposed to be ignored; (2) the frame of the bicycle
is regard as a point mass; (3) the ground is horizontal; (4) there is no side sliding
when the bicycle is running [6–8].

Like what is shown in Fig. 1, using three coordinate systems: fixed coordinate
system ðX;Y;ZÞ, this coordinate system is fixed on the ground; bicycle body
moved coordinate system ðx; y; zÞ, the axis x of this coordinate system is in the
direction of the connect between point C2 which is the contact point of rear wheel
and ground and point C1 which is the contact point of front wheel and ground. The
coordinate origin O is in the position of C1. The axis x and the axis y are orthogonal,
and parallel with the ground; bicycle body coordinate system BðxB; yB; zBÞ. The xB
axis and zB axis of this coordinate system are fixed on the bicycle frame plane, the
origin OB is the centroid. As the bicycle body coordinate system relative to the fixed
coordinate system, w is the roll angle, u is the list angle. If define the unit vectors of
these three coordinate systems are: ðI; J;KÞ, ði; j; kÞ, ðiB; jB; kBÞ, the conversion of
these three coordinate system is:
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iB
jB
kB

2
4

3
5 ¼

cosw sinw 0
� cosu sinw cosu cosw sinu
sinu sinw � sinu cosw cosu

2
4

3
5 I

J
K

2
4

3
5 ð1Þ

Let Or denote the instantaneous rotation center R is represent the rotation radius.
/g is the projection of the steering angle on the ground. According to the geometry
connection between these, like the diagram which is shown in Fig. 2:

a ¼ /g: ð2Þ

Other parameters in the model:

vr Speed of the rear wheel and the ground contact point. Since tire has no side
sliding, the direction of the vr is along the axis xB.

/ Angle of the steering.
m Mass of the bicycle system.

Fig. 1 The rider-less bicycle
system model

Fig. 2 Rider-less bicycle
model overlook-diagram
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Js Moment of inertia of the steering fork (with the front wheel set) about its
rotation axis.

l Distance between C1 and C2.
lt Horizontal distance between the line which contains the rotation axis and the

contact-point of the front wheel.
h Height of the model’s centroid.
r Radius of front and rear tires.
d Rear frame rotation angle.
n Front fork angle of the steering.
b Horizontal distance between the centroid and the center of the rear wheel.

In order to clear and simplify the writing, this article use x;Cx and Sx to present
the arbitrary angle, cos x and sin x.

2.2 State Equation

Aiming at the non-holonomic system which stated as above, this article imposes the
Constrained Lagrangian method to get the dynamic equation conveniently. The first
step gets separately the kinetic energy of the rider-less bicycle system, the rotation
kinetic energy of the steering fork, and the potential energy of the system. The
derivation processes are as following:

when the rider-less bicycle system is running forward, the speed of the centroid is:

vG ¼ vr þ h _wSu
� �

iþ b _wþ h _uCu

� �
jþ h _uSu ð3Þ

When turning the steering, the steering fork produces the rotation kinetic energy.
The ground projection of the steering angle / is /g. And give the definition of the
dynamic steering variable r [9]:

r :¼ tan/g ¼
l
R

ð4Þ

Through the geometry shape of the steering mechanism get the geometry con-
nection as follow:

tan/gCu ¼ tan/Cn ð5Þ

When the roll angle and steering angle are small, Eq. (5) can be replaced by
Eq. (6) approximately.

_rCu ¼ _/Cn ð6Þ
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Besides, the rotation of the steering also affects the potential energy of the
system. When the steering angle is zero, the projection of the bicycle body likes the
dotted line which is shown in Fig. 1 because of the height of the body roll centroid
is h cosu. And when the steering rotated an angle /, the projection of the bicycle
body rotated an angle of d, meanwhile, the height of the centroid get short by DhG.
The d can be approximate to:

d ¼ lt/gCn

l
ð7Þ

Using an approximate of small angle r � /g, DhG can be calculated as:

DhG ¼ dbSu � bltrCn

l
Su ð8Þ

As what has been listed above, the Lagrangian L of the system is:

L ¼ 1
2
Js _/

2 þ 1
2
mv2G � mg h cosu� DhGð Þ ð9Þ

According to the Euler-Lagrange equation:

d
dt

@L
@ _q

� �
� @L
@q

¼ u ð10Þ

In the equation:

q ¼ u s r w½ �T ; _q ¼ _u vr _r _w
� �T

; u ¼
0
s
sr
0

2
64

3
75 and s is the remove

of the bicycle. s is the torque which throw on the rear wheel’s axle and make the
bicycle to move forward. sr is a turning torque of handlebar.

When bicycle is running forward, the rear wheel’s speed and the roll angle have
a relation as the following equation, which immediate the non-holonomic constraint
of the system:

vr ¼ R _w ¼ l
r
_w ð11Þ

The non-holonomic constraint can be simplified as follows:

Ac _q ¼ 0 ð12Þ

where Ac ¼ 0 1 0 � l
r

� �
Using non-holonomic constraint combine with Lagrange multipliers to resettle

the dynamic Eq. (10), the equation will be in the format as follows:
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H qð Þ q:: þV _q; qð Þ ¼ uþAT
c k ð13Þ

The H qð Þ in the equation is a 4 � 4 matrix, and V _q; qð Þ is a 4 � 1 matrix. The
k in the equation is the Lagrange multipliers. Then the equation can be farther
trimmed into a new format like following:

_q ¼ C qrð Þ _qr ð14Þ

where _qr ¼ _u vr _r½ �T. The CðqrÞ is a 4� 3 matrix that each line of which is
an new space vector of Ac.

Calculi Eq. (14), and there is a new equation as follows:

q
:: ¼ C qrð Þ qr

:: þ _C qrð Þ _qr ð15Þ

The dynamic equation with three variables can be obtained by putting Eq. (15)
into Eq. (13) and multiplies with CT qrð Þ:

mh2 mbhr
l Cu 0

mbhr
l Cu 1� hr

l Su
� 	2 þ b2r2

l2 0

0 0
JsC2

u

C2
n

2
6664

3
7775 qr

::

�
�m 1� hr

l Su
� 	 hrCu

l v2r þmgðhSu þ ltbCn

l rCuÞ � bh
l Cuvr _r

2m 1� hr
l Su

� 	
hr
l Cu _uvr þ mbhr

l Su _u2 þBx _r

2Js
C2
n
SuCu _r _uþ mbgltCn

l Su

2
6664

3
7775

¼
0
s

sr

2
4

3
5

ð16Þ

And in Eq. (16): Bx ¼ 2 1� hr
l Su

� 	
h
l Su � b2r

l2

h i
vr � b

l vr � bh
l Cu _u

When the Js is small and smooth enough, get _r as one of the input capacity.
Thus the equation can be simplified as follows:

M q1
:: ¼ Km þBm

_r
s


 �
ð17Þ

And in Eq. (17):

_q1 ¼ _u vr½ �T ;
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M ¼ M11 M12

M21 M22


 �
¼ h2 bhr

l Cu

bhr
l Cu 1� hr

l Su
� 	2 þ b2r2

l2

" #
;

Km ¼ � 1� hr
l Su

� 	 hrCu

l v2r þ gðhSu þ ltbCn

l rCuÞ
2 1� hr

l Su
� 	

hr
l Cu _uvr þ bhr

l Su _u2

" #
;

Bm ¼ � bh
l Cuvr 0
Bx

1
m


 �
:

3 Control System Design

Equation (17) indicates that the torque s of the rear wheel has no effect on the
bicycle body’s rolling dynamic. Thus design to separately control the bicycle
running forward and the bicycle balance. In the forward control, the running speed
can get stable through adjusting the torque of the motor and stabilize the rotational
speed of the rear wheel according to the different command of forward running
speed. When balance controlling the system, using the Steering Angle Balance
Control method. When the bicycle body is incline, the angle sensor can sense the
roll angle as well as the angular velocity. Using the signal processing to get the
accurate roll angle, then use the PI controller to adjust the steering angle which can
keep the balance of the bicycle. After the system gets balanced, if the reference
angle ud of the bicycle body is changed, the bicycle curve can be achieved using
the Steering Angle Balance Control method which stated above (Fig. 3).

When the forward running speed is an invariable, which means _vr ¼ 0, the
dynamic equation of the system can be simplified as:

€u� g
h
Su ¼ r2SuCu

l2
v2r þðgltbCn

lh2
Cu þ v2rCu

lh
Þr� bCuvr

lh
_r ð18Þ

When u is a small angle, the linearization of the system make the transfer
function of the system is:

Fig. 3 The block diagram of
control system
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Gur sð Þ ¼ �
bvr
lh sþ hv2r þ gbltCn

lh2

s2 � g=h
ð19Þ

Design and make the small rider-less bicycle for laboratory use, the detail
parameters are as Table 1:

The Open loop transfer function is:

Gks ¼ �2:069vrs� ð1:41þ 13:793v2r Þ
s2 � 39:2

Table 1 The parameters of rider-less bicycle

Mass of tires (mW ) 0.5 kg

Mass of bicycle M 3.1 kg

Moment of inertia of the steering fork (Js) 3.675E
−002 kg/m2

Steering front fork angle n 15°

Horizontal distance between the line which contains the rotation axis and the
contact-point of the front wheel (lt)

0.018 m

The horizontal distance between the centroid and the center of the rear wheel (b) 0.15 m

Radius of tires(r) 0.07 m

Distance between the center of two tires (l) 0.29 m

Height of the bicycle centroid (h) 0.25 m

The horizontal distance between the centroid and the center of the rear wheel (b) 0.15 m

Fig. 4 The zeros and poles while vr is increasing
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Figure 4 shows that with the increasing of vr, a pole of the system is always
stays in right half plane. This is an unstable system, therefore, through the feedback
of the real-time roll angle u, the excogitation that using PI controller to control the
motor rotation angle of the steering can maintain the steady of the system. The
angular amount of the steering angle can be expressed as follows:

r ¼ �KP u� udð Þ � KI

Z
ðu� udÞdt ð20Þ

Using Laplace transform can get the expression of the controller’s transfer
function D:

DðsÞ ¼ KP þ KI

s
¼ sKP þKI

s
ð21Þ

And the Closed loop transfer function of the system can be ensured by Eq. (20):

Gs ¼ GksDðsÞ
1þGksDðsÞ ð22Þ

As an example, the preform of the reference roll angle ud is a square wave. By
final-value theorem, the state of the roll angle can be obtained after the system
becomes stable.

lim
t!1uðtÞ ¼ lim

s!0
sG sð Þud sð Þ ¼ 0 ð23Þ

where ud sð Þ ¼ dð1�e�es

s Þ; d is the peak value of the square wave, e is the duration
time of the square wave.

The result indicated that Steering Angle Balance Control method can make the
roll angle to be convergent, and that a square wave preform can be used as the
reference roll angle ud to realize the bicycle’s steering.

4 Simulation by ADAMS

This article uses the ADAMS (Automatic Dynamic Analysis of Mechanical
Systems) software to imitate the control method which is indicated above. Through
building a motor model of rider-less bicycle in the ADAMS software environment
(Fig. 5) to observe the actual effect of the Steering Angle Balance Control method
that indicated in this article.
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4.1 The Simulation of Balance Control Under Different
Target Speed

Put different torques to the rear wheel as the impetus for the bicycle to move
forward. The rotational speed of the rear wheel is increased from zero to 410, 820,
1240 degree/s, and let the eventually theoretical forward speed be 0.5, 1, 1.5 m/s.
After the speed being stable, adding a disturbing torque at centroid. Design the
value of KI ;KP of the balance controller separately to make sure that the bicycle
steadily moving forward (Figs. 6, 7, 8, 9, 10, 11 and 12; Table 2).

From the simulation data which listed above, some conclusions can be attained
as follows:

1. Because the bicycle tires will have small distortion when the bicycle is running
forward, the radius of gyration will be smaller than the actual radius. Therefore,
the actual speed of running steadily forward will be less than the value that
rotational speed multiplies with r.

Fig. 5 The front elevation and the three-view drawing of ADAMS model

Fig. 6 The disturbing torque which added to the centroid after the system become stable
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2. When the bicycle body incline to the right, the steering will turn right. It will
make the weight of the body shift to the left and engender a gravity torque. And
the gravity torque will pull the system back to the balance point again, Vice
versa.

3. The speed vr of the system has negative correlation with KP and KI of the
balance controller: when the speed vr increases gradually, the control coefficient
KPð3� 2:5Þ and KI 100� 30ð Þ that make the system stable and the stable time is
always 3 s (from the third sec to the sixth sec) are both decrease.

4. The smaller target speed that given to the rear wheel, the easier the running
forward of the bicycle will be affected by the torque of the steering; according to

Fig. 7 The result of / and r when the target rotational speed of ADAMS model is 410 degree/s

Fig. 8 The speed of the bicycle when the target rotational speed of ADAMS model is
410 degree/s
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this assumption, this is one of the reason why the balance control is difficult
when the speed approaches to zero.

5. When the command of the rotational speed which given to the rear wheel
accumulates from zero to the stable speed, the speedup-static-friction that tires
get from the ground is heavier than the uniform velocity-static-friction. When
the command suddenly changed from accumulate speed state to the stable speed,
however, the bicycle still get a strong effect due to the speedup-static-friction
which makes the overshoot phenomenon exists in the bicycle’s speed.

Fig. 9 The result of / and r when the target rotational speed of ADAMS model is 820 degree/s

Fig. 10 The speed of the bicycle when the target rotational speed of ADAMS model is
820 degree/s
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Fig. 11 The result of / and r when the target rotational speed of ADAMS model is
1240 degree/s

Fig. 12 The speed of the bicycle when the target rotational speed of ADAMS model is
1240 degree/s

Table 2 The relationship
between PI parameter and
target speed in the balance
controller

vr KP KI

0.5 3 100

1 2.8 80

1.5 2.5 30
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4.2 Steering Simulation

In order to realize the simulation of the Steering of the rider-less bicycle, three
different reference angles ud are designed after the forward speed of the bicycle
keeps stable. Then the right turning will be engendered according to ud (Fig. 13).

Here cites an example of the bicycle-body speed stabilize at 1.5 m/s, the KP;KI

of the PI controller choose the control coefficient that keep the bicycle body stable
when the rotational speed is 1240 degree/s. Which means KP ¼ 2:5, KI ¼ 30
(Figs. 14, 15 and 16).

The result of simulation indicates that all of the variables will converge to a fixed
value and get in the steady-state. What is worth paying attention to is the under-
shoot phenomenon will appears in the dynamic of r. This phenomenon can be
explained as, in order to achieve the goal of turning right, the steering will turn left a
little at first, which makes the weight center engenders a right incline gravity torque.

Fig. 13 Three different reference angles ud of ADAMS

Fig. 14 The result of / and r when the reference angle ud of ADAMS is 0.05 rad
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Then the steering will turn right immediately for keeping balance. Until the ref-
erence angle return-to-zero, the balance controller finally pushed the bicycle back
into vertical and running along a straight line.

Figure 17 contains the bicycle tracks under three different reference angle, the
original point is the beginning of the bicycle, the red line is the turning centroid’s
track while the reference roll angle is 0.05 rad, the blue line is the turning centroid’s
track while the reference roll angle is 0.1 rad, and the pink one is the turning
centroid’s track while the reference roll angle is 0.15 rad. These lines show that the
bigger the bicycle body’s reference angle, in the same time, the smaller the turning
radius of the bicycle; the bigger the angle that the bicycle turns, also the bigger the
angle which the steering is supposed to turn.

Fig. 15 The result of / and r when the reference angle ud of ADAMS is 0.1 rad

Fig. 16 The result of / and r when the reference angle ud of ADAMS is 0.15 rad
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5 Conclusion

Use the Constrained Lagaragian method to build a dynamic model of the rider-less
bicycle.

Through the observation of the dynamic model, discovering that the torque s
which set on the rear wheel that impetus the bicycle has no straight effect on the
incline dynamic of the bicycle. Thus design to separately control the bicycle run-
ning forward and the bicycle balance. In the forward control, the rear wheel get a
stable speed through adjust the torque of the motor under different forward speed
commands. In the condition of the bicycle’s speed is stable, design a
steering-angle-balance-control method to keep the bicycle system in balance.
Through feedback the real-time roll angle of the bicycle and control the curve of the
steering by controller.

Use the simulation of the ADAMS, simulating the balance control and steering
of the rider-less bicycle separately. The simulation indicates that the Steering Angle
Balance Control method can realize the bicycle balance control and the curve
control effectively. Meanwhile, the bigger the speed of the bicycle, the smaller the
control coefficient (KP;KI) of the balance controller PI. Thus the bicycle body is
easier to control; besides, after the bicycle get to the target speed.

Fig. 17 The bicycle tracks which simulate by ADAMS under there different reference angles
ud(the red line stands for 0.05 rad, the blue line stands for 0.11 rad, and the pink one represents
0.15 rad)
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The Management of Slight Traffic
Accident Based on the Internet

Desheng Yu, Laimei Fu and Gong Qin

Abstract With the rapid development of social economy, the number of motor
vehicles is increasing rapidly, especially the number of private cars, which leads to
many urban traffic congestion. The rate of traffic accident is increasing, therein
slight traffic accidents account for the most. Using mobile Internet technology,
remote guidance without casualties and accidents by the two sides to negotiate and
determine the responsibility, shorten the time of the accident waiting and pro-
cessing, can greatly ease the traffic congestion problem, optimization and promotion
based on the Internet traffic minor accident processing mode, is an effective measure
to achieve intelligent traffic.

Keywords The internet � Intelligent transportation � Slight accidents

1 Introduction

With the development of the social economy, People’s living standards and income
are rising. More and more people choose to buy private cars in order to improve the
convenience of travel. As a result, the number of motor vehicles increase rapidly,
which lead to the shortage of road resources, increasingly contradictions of traffic
supply and demand, urban traffic problems increasingly serious etc. In another way,
the unreasonable road network layout and structure, the development lagging of bus
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and the inadequate traffic management level all can be the main direct factors,
which lead to the bad condition of urban traffic. Data show that the average speed of
the majority of large urban motor vehicles in the peak period of travel is low to
10 km/h, the residents can get out of travel efficiency.

Traffic congestion not only affects the travel efficiency, but also consumes a lot
of energy, which hinders the rapid development of economy and society, mean-
while, increases the probability of road traffic accidents in a large level. According
to the current traffic accident processing system, the accident vehicle is instructed to
remain where it were, as to waiting for the traffic police or insurance personnel to
deal with. Obviously, the procedure would take the road for a long time, which
probably lead to more serious congestion, even part of the roads traffic paralysis.
Therefore, this paper proposes a kind of traffic accident processing mode, which is
based on the Internet, to achieve the purpose of rapid processing of traffic accidents.

2 The Current Slight Traffic Accident Processing Mode

At present, there are four small modules in the process of dealing with the traffic
accident. It is the module of the accident, the traffic police brigade, the insurance
company and the vehicle maintenance (Fig. 1).

2.1 The Traffic Police Brigade Module

When the traffic accident happened, and got an accident alarm call, the traffic police
should be carried out to deal with it as soon as possible. In accordance with the
relevant provisions of the slight traffic accident treatment should assigned at least 1–
2 police officers to do the prospecting and responsibility in the scene [1]. With such
a high incidence of accident and shortage of police, the traffic police can’t arrived in
time, or the accident owners don’t cooperate, at same time the parties push to take

The accident
driver A

The accident
driver B

The traffic police
brigade

The insurance
company

The vehicle
maintenance station

Fig. 1 The flow chart of
current slight traffic accident
processing
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off the accident responsibility, which leads to the accident vehicle could not in time
to evacuate the scene of the accident that situation occurs frequently, and which
causes the traffic jams.

2.2 The Accident Driver’s Module

Owners in a traffic accident, should ensure that the accident scene, and then the two
sides of the vehicle to determine the handling of the accident. There are generally
two ways: first, the two sides negotiated settlement; the two is to contact the police
and insurance companies to the scene [2].

2.3 The Insurance Company Module

Insurance companies in the accident after receiving the phone call to the scene, the
division of responsibilities, and confirm the issue of compensation. After the
division of responsibility and confirmation of compensation for the incident, they
should prepare the relevant information for compensation.

2.4 The Vehicle Maintenance Station Module

At present, most of the vehicle maintenance point have not joined the Internet
platform, and their customers are mainly from nearby residents’ vehicles and the
passing vehicles, who using the Internet platform to attract customers rarely.
According to the visiting survey, there have more business in the section of good
vehicle maintenance points. Where almost without using of network platform to
drum up business, only some of the location is not good shop through the addition
of such as sticky web site to attract customers, but the effect is not ideal.

3 The Processing Pattern of Slight Traffic Accident Based
on the Internet

3.1 Network Topology

Network platform is the information control center that deals with the minor traffic
accident, the analysis and responsibility division, insurance compensation and
vehicle maintenance. When a minor traffic accident happens, the parties involved
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take out mobile phone or digital camera or video camera to photograph the scene of
the accident according to the requirement and then send these photos to the network
terminal. The traffic police through the network terminal assess the scene photos
whether they are valid or not. If the scene photos are valid then the accident can be
accepted and then submitted to the analysis and responsibility division. If the
photos are invalid then a request is made for the parties to retake the photos.
Insurance company through the Internet, make the insurance settlement according
to the photos uploaded by the parties, at the same time they also communicate with
the traffic police, after that they can make determination. Vehicle maintenance
station through the network platform make plans for the owners to choose from.
These plans are made according to the uploaded photos.

Based on Internet slight accident handling information network topology is
shown in Fig. 2.

3.2 Accident Treatment System Module Partition

The detailed partition of system module is not only need to consider the setting of
the accident processing jobs, but also take the accident treatment procedures into

A B

A
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company

Vehicle 
maintenance station

The
accident
driver

Photo evidence

FirewallInternet
Router

Main engine

Slight 
traffic 

accident

Mobile
phone

Camera

The traffic police 

Fig. 2 Based on the Internet slight traffic accident treatment topology
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account. Slight accidents processing system which is mainly related to the content
of four modules, as shown in Fig. 3.

3.2.1 The Traffic Police Brigade Module

The traffic police don’t need to the scene of the accident any more, for based on
Internet slight traffic accident treatment, who directly through the network platform
to accept online. The slight accidents which can be processing rapidly that the traffic
police request the parties to take at least three photos (The first one is the location of
the collision; The second one is to stand in the accident, the photos taken before and
after the position in each 5 meters away. What must to take a road lines, the yellow
line and dotted line in pictures; the third one is using panoramic model to catch the
background photo) to upload online. If the photos are effective, then the traffic
police accept this accident online, and the parties can evacuate away the scene of
the accident in a timely. For conditions in retreat quickly, but the parties don’t
withdraw from the scene in time, at the same time cause traffic jams, traffic
administration can drag the accident vehicle mandatory away from the scene, and
the driver should be fined. After making photos are effective, if one side not go to
the fast center to handle matters of the accident what is the party’s joint agreement.
The traffic administration will hold accountable the party who doesn’t abide by the
agreement, which is guaranteeing the effective implementation of the retreat
quickly, and improving the efficiency of slight traffic accident treatment. Reducing
the traffic congestion, meanwhile, saving manpower and financial resources [3].

3.2.2 Owners Module

It is more convenient and efficient for the parties to process the slight traffic acci-
dents by network. Only taken forensic photographs do as the traffic regulations,
then waiting for the traffic police to accept online. After accepting then the owners
can be evacuated away the scene of the accident immediately, without quarrelling at

The accident
driver B

The accident
driver A

Network
platform

The traffic
police

Insurance
company

Vehicle
maintenance
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Fig. 3 Accident processing
system module partition
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the scene of the accident, or waiting for the traffic police and coming the insurance
company to perform the responsibility, which also saved a lot of procedures and
time, and improved efficiency [4].

3.2.3 Insurance Company Module

According to the parties provided photos of the scene of the accident and the
defined responsibility by the traffic police department, then the Insurance Company
processing the compensation. That can save personnel rushed to the scene to
confirm responsibility, and also save manpower, material and financial resources
and that making processing program more concise and convenient.

3.2.4 Vehicle Maintenance Station Module

Through the network platform, displaying the price of the vehicle maintenance
station and customer reviews, providing transparent price and reputation, and
holding some online discount activities to attract customers. At the same time, that
also allows owners to find stores nearby more convenient, so that to realize win-win
situation between vehicle maintenance station and the owner.

3.3 The Example of APP—“Accident E Processing”
Trying in Parts of Beijing

In May 2015, “Accident E Processing” of mobile phone APP tried out in
Zhongguancun boundary of Haidian District and Shahe boundary of Changping
District in Beijing City. It is estimated there are over 90 % of the traffic accident
which is no injury accident currently in Beijing. According to the traditional pro-
cessing mode, the accident from the police to move away from the vehicle takes
about half an hour. However, using of rapid processing App just needs 5 min to
make away, which greatly reduces the accident processing time and ease up to 4
into regional transportation problem. By the end of July 2015, it already has more
than 30,000 people focused on “Accident E Processing” and has 10,313 people
registered and installed, and handled traffic accidents 185, which obtained the traffic
police department and the users’ consistent high praise.

“Accident E Processing” by using the mobile Internet technology to remotely
confirm responsibility with no injury accident and be negotiated by both sides. That
means when no injury accident occurred, the owner could under the direction of
“Accident E Processing” to film the scene of the accident photos and upload to the
rapid processing information system, then the traffic management bureau command
center will be realtime online linkage, making remote determine the responsibility
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of the accident, and directing the two sides to make their vehicles evacuating lanes
and fill out the electronic agreement of self negotiation protocol for traffic accident
online. The insurance company will provide a more quickly and conveniently
claims service, which according to photos by the scene of the accident and rapid
processing of electronic agreement. The “Accident E Processing” software interface
as shown in Fig. 4.

According to the Fig. 4 “Accident E Processing” software interface, there has
four modules: basic information, instructions, historical records and accident
treatment. Basic information has the weather, date, temperature, and Vehicle tail
restriction or not, etc. The use of the software process is shown in Fig. 5. At first,
entering accident processing module and getting the pop-up warm prompt: when it
occurs traffic accident, please open the danger alarm flashlight, also must open
outline marker lamps and rear position lamps, and place warning signs in the
vehicle rear at night; Two, if there is any party without vehicle license, either party
driving without driver’s license, or either party driving people suspected of
drinking, which must give the alarm call 122 to process in the scene of the accident;
Three, we will make the following steps to guide you to deal with traffic accidents:
A, taking picture for evidence; B, responsibility identification; C, insurance report.
The second step, photo forensics. When taking photos, the “Accident E Processing”
will guide you how to obtain evidence in detail. If it occurs the single vehicle
accident then photographed forensics directly. In more than two cars and accidents,
according to the different types of accident guidance you photo evidence: collision,
and lines, retrograde, reverse, slide, switch doors, violation of traffic signal and
other. The third step, this APP would check definition of the pictures uploaded after
photographing. Photographing again if there is photograph that definition can’t

Fig. 4 “Accident E
Processing” software interface
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afford to requirement. If check successfully, traffic police department accepts and
carries out the responsibility confirmation, then the parties put away the cars. The
fourth step, insurance reports. After responsibility confirmation, the parties can
report self-help insurance through APP. Photographs and responsibility confirma-
tion information would be passed to insurance company automatically, and the APP
will finish insurance report. Procedures of self-help insurance report at the scene:
self-help alarm, telephone alarm, and not report. If self-help alarm is selected,
confirm insurance company. After insurance report successful, insurance company
will audit and connect with parties, and vehicles of both sides can voluntarily leave.
Satisfaction evaluation is available after finishing the procedures of this traffic
accident case [5].

4 Optimization “Accident E Processing” Mobile Phone
APP

According to the traditional traffic accident processing mode, it takes about half an
hour to have the vehicle moved away from the accident’s scene from the calling the
police. Compared with it, the fast processing App only takes about 5 min or so to
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Fig. 5 “Accident E Processing” flow chart of accident
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free the road. The app, by its remote guidance on negotiation the responsibility of
the two parties on minor traffic accident, eases traffic congestion and greatly
shortens the processing time of accident’s scene.

In the earlier introduction of the app’s fourth steps of the insurance fraud cases,
party’s insurance must be reported after the ending of the responsibility determi-
nation which can not be synchronized with the traffic police, extending the accident
processing time. This paper puts forward an optimization suggestion that insurance
report and the traffic police’s responsibility determination can be determined at the
same time. Insurance companies and the traffic police department are on the same
network platform and can receive photos and respectively carry out insurance
compensation and liability identification at the same time. In case of complex
uncertain traffic cases, Insurance can be carried out after the police departments
responsible for determining compensation. Meanwhile, we can also add a function
module vehicle maintenance module. In accordance with the vehicle damage,
vehicle maintenance, the transparent price provided by the repair shop and customer
reviews, car owners can choose a satisfactory repair shop nearby which is facilitate
the owners and help vehicle maintenance shop to attract customers and achieves a
mutual benefit and a win-win situation [6].

5 Conclusion

To quickly handle minor traffic accident, to alleviate urban traffic congestion and
improve the traffic environment to create infinite possibility, developed countries
represented by the United States has been basically established intelligent trans-
portation platform in urban. Intelligent transportation platform used in practice in
our country is very limited. The former mentioned in the article Beijing “Accident E
Processing” software, also only in the trial stage in the local area in Beijing. As the
traffic laws and regulations to establish and perfect continuously, and the coverage
of the Internet and software technology research and development, based on the
Internet and software to realize traffic accident treatment needs further research.

Acknowledgments This work has been supported by Youth Foundation of China Ministry of
Education and Social Science Project (grant 15YJAZH091) and Social science planning project of
Jiangxi province (grant 14YJ24).

References

1. Huang, J.: Road traffic accidents, mechanical identification. Open J. Transp. Technol. 2, 175–
178(2013)

2. Gupta, P., Jain, N., Sikdar, P.K., Kumar, K.: Geographical information system in transportation
planning. India Map India Conf. 12(23), 76–79 (2003)

The Management of Slight Traffic Accident Based on the Internet 41



3. Thobias, Renatus, Richards, et al.: Development of a cost effective GIS crash analysis tool for
highway safety improvement. 30th International Traffic Records Forum, 2004

4. Guo, R., Hassan, A.H., Hu Y., et al.: Road traffic accident data collection and analysis for road
safety research. Proc. Infants 22(16), 134–136 (2005)

5. Memit, E.: Calibration and Validation of CORSIM for Swedish Road Traffic Condition [J].
Transp. Res. Board Ann. Meet. 24(13), 89–92 (2004)

6. Polese, G., Chang, S.K.: Towards a theory of normalization for multimedia databases.
Human-Centric Comput. Lang. Environ. 21(9), 93–95 (2002)

42 D. Yu et al.



Application of FBG Sensors in High-Pile
Wharf Structure Monitoring System

Jiashuai Xu and Guangshuang Ge

Abstract Structure monitoring technology is gradually applied in the field of
hydraulic structure; However, the traditional electrical sensor technology has some
limitations in the field of hydraulic structure monitoring system, especially for
long-term and real-time structure monitoring. In order to achieve long-term and
real-time monitoring of hydraulic structures, Fiber Bragg Grating (FBG) sensor
technology is adopted in engineering practice in this paper, and first used in a
high-pile wharf structure monitoring system of a supported project, the results of
loading test and finite analysis verified that FBG sensors have great advantages in
hydraulic structure monitoring.

Keywords FBG sensors � Structure monitoring � Real-time

1 Introduction

In structure monitoring fields, vibrating wire sensors are often used to monitor the
strain and displacement of the structure components, accelerometers are used to
monitor the vibration parameters, and they have the common features that the input
and output signals are all electric signal. However, the sensors are usually working
in bad environment, electrical signal in this environment is usually influenced by
Electromagnetic, simultaneously, the weaves and corrosive of the seawater make
the electrical sensors been more easily damaged, thus, the structure monitoring
systems based on electrical sensors are weak on long-term and real-time structure
monitoring. Compared with electrical sensors, Fiber Bragg Grating (FBG) sensors
have great advantages in hydraulic structure monitoring filed; they have a dual
function of sensing and transmission. Besides, FBG sensors have some other per-
formances, such as anti-interference ability, corrosion resistance, safety and relia-
bility, durability and high sensitivity, making them very suitable for long-term
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monitoring of hydraulic structures. In this paper, FBG sensors are first used in the
structure monitoring system to monitor the strain, displacement and structure
vibration of a hydraulic structure.

2 The Performance of FBG Sensors

2.1 FBG Strain Sensors

FBG strain sensors must consider the cross sensitivity between temperature and
strain. The sum of the strains caused by the temperature and the load of the object
can be given as Eq. 1 (Fig. 1).

e0 ¼ Kðk1 � k0ÞþBðkt1 � kt0Þ ð1Þ

The strain only caused by the change of the load is calculated by Eq. 2.

e ¼ Kðk1 � k0ÞþBðkt1 � kt0Þ � a� DT ð2Þ

In Eq. 2, e0 Represents the total strains (unit: le); e Represents the strain caused
by load (unit: le); K is the coefficient of the strain gauge strain (unit: le=nm,
K ¼ 816:33514455); B is the temperature correction coefficient of the FBG sensor
(unit: le=nm, B ¼ �877:5708325); k1 is the current wavelength value of the
grating(unit: nm); k0 is the initial wavelength value of the grating (nm,
k0 ¼ 1558:827); kt1 is the current wavelength value of the temperature compen-
sation grating, (unit: nm); kt2 is the initial wavelength value of the temperature
compensation grating, (unit: nm); a is the thermal expansion coefficient of the
object being measured, (unit: le=�C); DT ¼ 100� ðkt1 � kt0Þ (unit: °C).

Fig. 1 FBG strain sensor and wavelength characteristic
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2.2 FBG Displacement Sensors

The displacement can be given as Eq. 3 (Fig. 2).

DL ¼ Aððk1 � k2Þ � ðk10 � k20ÞÞ2 þBððk1 � k2Þ � ðk10 � k20ÞÞþC ð3Þ

A;B;C is the coefficients of the polynomial (A ¼ 3:769703159,
B ¼ 20:49708772, C ¼ 0:027215851); DL is the change in length of the FBG
displacement sensor(unit: mm); k1; k2 is the current wavelength values of the
grating(unit: nm); k10; k20 is the initial wavelength value of the grating(unit: nm,
k10 ¼ 1551:657 nm, k20 ¼ 1549:438 nm).

2.3 FBG Displacement Sensors

The accelerometer can be calculated by Eq. 4 (Fig. 3).

a ¼ Dk
K

ð4Þ

Fig. 2 FBG displacement sensor and wavelength characteristic

Fig. 3 FBG accelerometer and wavelength characteristic
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In Eq. 4, a represents acceleration; Dk represents the wavelength variation of the
peaks and valleys. K represents the sensitive of the sensor.

3 The Monitoring System

3.1 Support Project

The total length of the wharf is 371.66 m, including the wharf platform length 330 m,
width 34 m, distance between the rows is 10.4 m, divided into 5 segments, each row
has 6 piles, 2 straight piles and 2 pair of fork piles. The wharf bears important task of
production, port average tonnage of the ship continue rise, in order tomeet the needs of
production, waters on the dock were repeatedly dredged by owners, improved to 20
million tons berths production transformation (Figs. 4 and 5).

3.2 Monitoring Items

3.2.1 Strain Monitoring

Vertical load of high pile wharf includes structure self gravity, bulk cargo load,
transport machinery load and railway load. The entire load is carried by the ground,
cross beam, longitudinal beam and the beam panel of high pile wharf in the form of
coverage and focus. Based on the structure stress analysis, the structure monitoring
system needs monitor the strain changes of the high pile wharf; the strain moni-
toring nodes should be deployed at the structure panel, longitudinal and cross
beams and foundation piles.

Fig. 4 Structural facade of supported project
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3.2.2 Relative Displacement Monitoring

Component damage is most likely to occur on the high pile wharf, the front cap of
structure contains main panel, pile cap, pile, and shipping components and so on,
and all the components are made a continuous structure by reinforced concrete.

Analyzing the damage factories, relative displacement of pier of is caused
directly by slope deformation, horizontal displacement is caused by silt clay layer at
the wharf, and horizontal displacement can caused the dislocation between the
components at the back cap, the increasing load of the yard is the mainly reason of
the wharf slope deformation. Corrosion of external environment creates a condition
for relative dislocation between the piles and the beams.

After analyze the damage of the components and the relative displacement
between the components, according to the relevant specifications and standards of
the structure detection, structure health monitoring system must monitor the relative
displacement of the components.

3.2.3 Terminal Displacement Monitoring

Due to the inhomogeneous geological structure, the plastic deformation of sub
grade and the load of the structure and the working load, the displacement and
settlement of the wharf can be occurred; large displacement and settlement may
result in the dislocation of the component’s cracking or the dislocation of the joint,
finally leading to the reduction of the structure durability. The observation of the
continuous deformation of the pier is an effective way to grasp the safety condition
of the wharf and find out the problem in time. The overall displacement monitoring
of the wharf mainly includes horizontal and vertical displacement.

Fig. 5 Structural section
of supported project
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3.2.4 Vibration Monitoring

Monitoring the vibration situation is important; vibration attribute is one of the
unique properties of structure. There are three main aspects. First of all, monitoring
the ship whether has a collision behavior, timely detection the emergencies. Second,
the system monitors the vibration of the structure under the working load. Third
content is to monitor the development and change of structure vibration trend.

3.3 Monitoring Items Installation of FBG Sensors

In supported project, the sampling rate of FBG strain sensor and FBG displacement
sensor is 1 Hz, the sample rate of FBG accelerometer is 50 Hz. Data is stored in a
unified format into the industrial computer and finally into the database (Figs. 6, 7,
8, 9 and 10).

4 Monitoring Data and Simulation Data of FBG Sensors

4.1 Finite Analysis of Strain Changes

In order to prove the correctness of data acquisition, a step by step load test of the
wharf structure is carried on, Due to space limitations, this paper only analysis the
strain data (Table 1).

Fig. 6 Deployment of FBG sensors in high piled wharf
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Fig. 7 Deployment of FBG sensors in high piled wharf

Fig. 8 The installation of the FBG sensor

Fig. 9 FBG sensor demodulation
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Model dimensions are based on actual size of the project. Finite element analysis
tool ANSYS is adopted, contact unit types are targe170 and contac173. High pile
wharf is a kind of linear elastic constitutive model. Ground is classic
Drucker-Prager model. Figure 11 shows the high pile wharf finite element model.

In calculating progress, simulated load is carried on. The load values ranges from
0 to 200 tons, obtaining the load-strain relationship at the observation points as the
leaning samples. Parts of statistical results of numerical analysis are shown in
Table 2.

4.2 Load Test on Support Project

In supported project, the FBG strain sensors are arranged on a row of a certain
structure, the positions of the FBG strain sensors are shown in Fig. 12.

Fig. 10 Industrial personal
computer

Table 1 Step by step load
test data

1st 2nd 3rd 4th 5th 6th 7th 8th 9th

Load 200 100 100 100 100 100 100 100 100

Overall 200 300 400 500 600 700 800 900 1000

Fig. 11 High pile wharf
finite element model
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For bearing capacity prototype test of high-piled wharf piles, there is no related
technical specifications, in the test, loading and unloading processes referenced to
the existing relevant technical regulations. The test load is 10 MN; loading process
is shown in Table 3. In order to ensure the accuracy of the data, the sensor data is
collected after each load when the sensor data is stable. The initial data collected by
FBG sensors are wavelength, by formula (1) and (2), the strain parameters can be
obtained, the calculated results of the test are shown in Table 3.

Table 2 Calculated results
by finite element method

Load 1st 2nd 3rd 4th 5th 6th

200 64 69 85 87 79 90

300 76 80 96 97 85 94

400 85 88 109 108 93 116

500 97 101 102 115 96 126

600 99 89 126 126 102 134

700 102 110 138 130 115 142

800 104 110 153 140 120 151

900 115 134 167 165 124 162

1000 127 152 176 170 136 174

1th 2th
3th 4th 5th 6th

Fig. 12 Positions of FBG
strain sensors
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4.3 Performance of FBG Sensors

Compared the simulation data and test data from different piles, we can conclude
that (Figs. 13, 14, 15, 16, 17 and 18):

1. The data from the FBG sensors can fully reflect the change trend of the structure
strain under the certain load.

2. The data collected by FBG sensors are smaller than the simulation data, after
analyzing the test progress, the reason maybe the installation of the sensors.

Table 3 Test results of pile’s
strain

Load 1st 2nd 3rd 4th 5th 6th

200 58 60 85 87 79 90

300 68 75 96 97 85 94

400 77 80 109 108 93 116

500 90 99 102 115 96 126

600 94 100 126 126 102 134

700 101 105 138 130 115 142

800 104 109 153 140 120 151

900 113 132 167 165 124 162

1000 116 141 176 170 136 174

Fig. 13 Data from 1st pile
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Fig. 14 Data from 2nd pile

Fig. 15 Data from 3rd pile
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Fig. 16 Data from 4th pile

Fig. 17 Data from 5th pile
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5 Conclusions

In this paper, FBG sensor is introduced into the structure monitoring system of high
pile wharf structure, the characteristics of FBG sensors are analyzed. In support
project, FBG sensors are adopted, in order to verify the accuracy of FBG sensors,
loading test and finite analyze are carried on, simulation data was obtained by finite
analysis, test data was obtained through supported project, after analyze the results,
we can draw the following conclusions.

1. In order to verify the accuracy of the data from the structure monitoring system,
load test and simulation method can be taken.

2. In the fields of hydraulic structures, FBG sensors have great advantages com-
pared with other sensors considering the durability.

3. The installation of the FBG sensors must take correct methods and carry out
effective protections, making the data from the sensors being more accurate.

Fig. 18 Data from 6th pile
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The Rail Transportation and Bus
Intelligent Connection Under
the Comprehensive Transportation System

Yong Hu, Min Huo and Gong Qin

Abstract In order to alleviate traffic pressure, most cities in the world using the
development of rail transportation as backbone, buses as the main body of the urban
transportation network structure. This article puts forward to building the integrated
intelligent scheduling system based on Internet platform in order to improve the
efficiency, unblocked and consistency of the transfer. This way can realize the goal
of the rail transportation and public traffic intelligent connection. This system
includes passengers and scheduling command two sub-systems, two subsystems
contact with each other and cooperation.

Keywords Rail transportation � Public vehicle � Intelligent connection

1 Introduction

With the development of the society progress, the phenomena of urban traffic
congestion problem becomes more and more serious. In order to relieve the traffic
pressure, most cities in the world utilizing the development of rail transportation as
backbone [1], buses as the main body of the municipal transportation network
structure. As an important part of the urban public transportation, rail transportation
and public traffic connection will be more harmonious and efficient. Both of them
should be more coordinated in order to enhance the efficiency of travel. Therefore,
different kinds of comprehensive transportation system intelligent transportation
connection is the strategic research direction of the future transport interchange.
This article suggests an idea to build the integrated intelligent scheduling system
based on the internet platform.

Y. Hu (&) � M. Huo � G. Qin
School of Railway Tracks and Transportation, East China Jiaotong University,
Nanchang 330013, Jiangxi, China
e-mail: 987090508@qq.com

G. Qin
e-mail: 474467408@qq.com

© Springer Science+Business Media Singapore 2017
H. Lu (ed.), Proceedings of the Second International Conference
on Intelligent Transportation, Smart Innovation, Systems and Technologies 53,
DOI 10.1007/978-981-10-2398-9_5

57



2 The Analysis of Connection Status

What is called connection? It means one method of transportation change to
another. In other words can say it transfer. Being dependent on the traditional
significance, transfer including transportation between inner cities and urban
transportation between inside and outside.

Developed and in the world, such as New York, Tokyo, London, Paris [2], as
early as last century had completed track traffic infrastructure construction.
Meanwhile, these countries formed a set of underground, ground and the ground
three distinct spatial location effects of three-dimensional public transportation
network. The phenomena of urban traffic congestion problems become more and
more serious. At the same time provides the further advance opportunity for con-
nection among the unusual vehicle. Bates, who takes part in, has to provide
explanations of different types of interchange facilities, on the basis of its service
scope and classification, connection of different sites according to the different scale
and put forward relevant measures to effectively improve docking.

Katherine F. Turnbull according to the time needed for park-and-ride summed
up the rail transit site set up relevant park-and-ride facilities, to ensure the use
efficiency not less than 80 %. As for Hall, R, based on the most European countries
urban rail transport interchange change to the status qua, analysis of factors which
influence the transfer and transfer facilities, then gives appropriate advice on how to
set up the tubing.

3 The Analysis of Rail Transit and Bus Interchange
Requirements

Bus as the urban traffic system which be used frequency highest, the most widely
and the users’ largest transportation. It has advantages of a large capacity, network
coverage area broadly and the per capita road area is lesser. Especially in today,
traffic congestion increasing more serious, many major cities in the world are
planning and construction given the priority to building with rail transit skeleton
[3], conventional public transport as the main body, under the background of the
mode of transportation, urban transportation integration and makes in connection
with rail transit vehicles is preferred.

When urban residents travel from location to rail transit site, there has a certain
distance. The survey shows that when the travel distance between the location and
traffic sitemore than 600 m, it is too tired to arrive.Meanwhile, the utilization time rate
of walking is low, in this case, residents have a tendency travel by bus to transfer go to
the site. Therefore, in order to meet the demand of a large number of passengers’
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transfer, improve the efficiency of public transport overall, to realize the integration of
passenger transportation organization, we should optimize the transfer.

4 Discuss About Rail Transportation and Public Traffic
Intelligent Connection Mode

With the development of the social economy, urbanization process accelerated and
the population agglomeration. Urban residents travel demand growth sharply, tra-
ditional single rail transit and bus interchange are too difficult to meet the demand
for the rapid progress of society. In the background of intelligent transportation
advance, we should use information technology to optimize traffic connection link,
exploring the rail transit and bus intelligent connection mode.

4.1 The Analysis of Intelligent Connection Patterns

At present, the bus is fixed departure intervals, more delays due to traffic jams, cars
moving, the minimum rate of punctuality and time of arrival in the rail transit site is
uncertain. So on the basis of the existing connection should be emphatically con-
sidered two cooperate departure and arrival of the means of transportation, reduce
transfer passengers waiting time, and improve the efficiency of urban public
transportation system of the whole transportation, rail transportation and intelligent
shuttle buses coherence.

Rail transportation has its own characteristics, such as fast, large volume, high
reliability and automation, which are mainly laid on the principal roads of the city.
Especially when the connection sites of passengers from the departure distance
greater than 600 m [4], passengers have a tendency transfer by bus. During the
transfer process, the bus departure of uncertainty and unexpected road congestion
caused by vehicle delay phenomenon will impact transfer efficiency, reduce the
overall efficiency of urban transportation. The Internet platform construction of
comprehensive transportation system, bus system and rail transportation system
integration, so that passengers get the transfer of bus operation information and the
connection of the site before the trip, planning ahead travel mode and route, and
buy electronic tickets, reduce queue up for the bus coin credit card and waiting
time, to improve the transfer efficiency, realize the Internet platform of intelligent
feeder. At the same time, the system according to each connection site real-time
feedback feeder traffic scheduling shuttle bus vehicles, the deployment of effective
organization of vehicles, when passenger flow peak stage, deployed shuttle bus,
rapid transit passengers, transfer passenger flow, to ensure the smooth connection of
the site; when the low peak traffic period, in a timely manner to reduce shuttle
vehicle deployment, reduce empty running.
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4.2 Intelligent Feeder Systems

The existing condition of city rail transit and bus connecting the schematic shown in
Fig. 1:

From the diagram one, that the existing mode of rail transit and bus feeder is split
into six nodes [5], train in the rail transit-rail transit station-the track traffic transfer
channel-rail transit access gateway station- bus stations-bus vehicles. Each node is
linked to each other, and the traffic flow is bidirectional. In order to make it more
coordinated and integrated, the transport process is more coordinated:

Figure 2 integrated scheduling intelligent feeder system is separated into two
subsystems, respectively is the passenger system and urban comprehensive trans-
portation dispatch and command system. The two subsystems are for use in col-
lective masses of passengers and urban transportation staff. Between the two
systems through the Internet for information exchange, rail transit and bus intelli-
gent feeder, the specific operation is as follows:

(1) Passenger system
Passenger system is a system for the public. This system is comprised of a
query system and a ticketing system. When the passengers for daily travel, the
system can be carried out through the system to check the bus in the vicinity of
the site and the transfer station of the railway station, meanwhile the system

the track 
traffic access 
points mark

bus site bus vehicle
rail transit 

transfer
channel

rail transit 
station

train in the 
rail transit

Fig. 1 The rail transit and bus connection process existing mode

Intelligent feeder 
system

Passenger system

Urban comprehensive 
traffic dispatching 

and command 
system

Rail transit systemQuery system  Ticke ng system Transfer sta on system The bus system

Fig. 2 A comprehensive scheduling intelligent Feeder systems are based on the Internet
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through the corresponding program design to provide passengers a detailed
travel time plan, including waiting for the bus to the time T1, the bus generally
running time T2, the bus stops at the arrival time of T3 and the transit passage
of the T4, which constitutes the time required to reach the transfer station T
(T = t1 + t2 + t3 + t4). In addition, the query system can also give a rail
transit train to arrive at the exact time of the transfer station, the passengers
according to the time of the inquiry to arrange their travel plans, planning
travel time. Also in order to reduce the time of passengers wait in line to buy a
ticket on the train and resulting traffic site traffic congestion phenomenon,
ticketing system will passengers ride the bus and rail transportation train two
stroke unified ticket system, providing online enough to buy services, system
use of mobile phone Bluetooth technology and wireless sensor technology,
passengers don not need to buy paper tickets, through the network to buy
electronic tickets at each site without queuing, directly on the car, just take out
the phone, the use of the platform for the use of electronic tickets to buy
tickets, so as to reduce the queuing time to achieve high efficiency and
intelligent connection.

(2) Urban comprehensive traffic dispatching and command system
The system receives and processes the traffic information of shared feedback,
and arranges the transportation organization reasonably. Its concrete operation
process is: When passengers use the query system, according to the time plan
given by the system to decide whether to buy tickets, when the passenger
ticket system have done, the system will be included in the passenger’s travel
routes and transfer records and specific travel time, and to bring together all
the passenger information submitted to the site of the integrated dispatch
command center. Comprehensive dispatch command center in real-time to
update the passenger information, and analysis of the different sites of the
traffic flow and passenger flow, as well as the transfer of the peak time and the
truncated peak period. When transfer flow or access to stop flow is higher than
the average threshold, or transfer time in a day in the busy periods of time
point, dispatch command center system passes command scheduling to the
public traffic system and the transfer station system, increase investment in
transport vehicles to bus system, many additional buses commute to the high
flow transfer station, transfer of stranded passengers quickly, ease the site’s
transfer congestion, reduce the waiting crowd. At the same time scheduling
command center passes the instructions to the transfer site, the site on duty
staff according to this large passenger flow situation enabled station intelligent
guiding equipment, effective evacuation, guide passenger flow orderly evac-
uation, the transfer channel access station crowd density decreased. When the
transfer station is depressed, the site can be transferred to the public transport
command center of the system. The bus is dispatching center can arrange the
vehicle transportation, reduce the number of the bus, improve transportation
efficiency and save energy, protect the environment and achieve sustainable
development. Passenger system and urban comprehensive transportation
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dispatching system interaction, mutual influence, real-time information
exchange and update traffic real news, making rail and bus connection in real
time intelligent.

5 Conclusion

With the development of information society, Internet is applied more and more
widely, based on Internet, the rail transit and bus intelligent feeder is the inevitable
trend of future research In this paper, we propose an intelligent feeder system to
optimize the allocation of traffic resources, improve the efficiency of public trans-
portation, and improve the public transportation efficiency, and alleviate the
growing problem of urban traffic congestion.

Funding The work described in this paper was supported by Youth Foundation of China
Ministry of Education and Social Science Project (15YJAZH091) & Social science planning
project of Jiangxi Province (14YJ24).
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Development of a Surrogate Conflict
Indicator for Freeway Exits Using
Trajectory Data

Tangyi Guo, Xuejiao Jiang and Wei Fan

Abstract Crash occurrences are random rare events which are difficult to detect
and reconstruct. Evaluating traffic safety using crash surrogate measures instead of
historical crash data is attracting more and more attention. The trajectory, a con-
tinuous function of a vehicle’s temporal-spatial kinestate, is capable of depicting the
process of crash potentials by means of theoretical analysis or simulation. The
trajectory provides easy access to accurate calculation of the commonly used safety
surrogate indicators like TTC and PET, which are difficult to obtain in practice.
TTC and PET are the time differences between two vehicles during a quasi accident
process. Compared with the situation in the final conflicting point, two vehicles
may encounter a smaller distance or a bigger speed variation while approaching the
conflict point. TTC and PET are deficient in describing abreast driving, or distin-
guishing the severity levels for approximately equal TTC (PET) cases. To remedy
these shortcomings, this paper proposes a surrogate indicator Kj, the ratio of
conflicting distance divided by relative speed. And an exponential model is
developed to predict the conflict probability. Kj and the conflict probability are both
time frame based, illustrating the changing process at each time frame during a
conflict phase. The indicator Kj and conflict probability make it easier to describe
the conflict mechanism and distinguish the levels of conflict severity.

Keywords Conflict � Surrogate safety indicator � Trajectory � Freeway exit

1 Introduction

The freeway exit is the most important connection between a freeway mainline and
a crossroad. Most geometric designs change right before the deceleration lane or the
ramp taper begins. Because the curved exit ramp are unexpected, drivers may need
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to make a lane change, weave, or diverge to the desired lane, or even brake sharply
to avoid a collision. Drivers have an elevated crash risk when they drive on freeway
entrances and exits as compared with other sections of freeways. According to crash
data from the U.S. Fatality Analysis Reporting System and General Estimates
System in 2001, 18 % of all Interstate crashes occurred at interchanges, although
such locations constituted less than an estimated 5 % of total freeway mileage. Of
these interchange-related crashes, 83 % occurred on entrance or exit ramps [1].

Accidents are rare random events which are difficult to capture or reconstruct.
Furthermore, more than 90 % accidents are caused by sophisticated human errors.
Therefore, the accident statistics alone are of little use to support the research
purpose to reduce accident frequency and severity. Many researchers have turned to
surrogate safety measures to identify “quasi accidents” or “near accidents” as
indicators of inappropriate behaviors potential risks. Besides traffic conflict tech-
nology, the trajectory-based methods have been treated as an increasingly effective
tool to analyze the relationship between different traffic participants, vehicles,
roadways, and environment.

As for driving trajectory, there are mainly two categories of research focuses,
namely the trajectory observatories and trajectory analysis and application.
Trajectory observatories intend to provide, process, and store objective and
extensive measures and vehicle trajectory data [2]. In the last couple of decades,
efforts to collect vehicle trajectory parameters through vehicles-based and/or
site-based observations have been deployed. Vehicle-based methods make use of
probe vehicles equipped with Global Positioning System (GPS) [3, 4], Aerial
Photography and Remote Sensing [5], vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communication technology [6] that travel in the traffic stream
and collect trajectory information of a test vehicle and/or adjacent vehicles. These
methods are capable of collecting long distance trajectory data, however, one of the
main shortcomings is that only a small samples could be recorded currently [5].
Site-based methods make use of the local installed devices including
high-resolution video cameras, CCTV, radars [7] and infra-red [8] for detailed road
traffic trajectories collection. In contrast to vehicle-based method, roadside-based
methods are able to collect satisfactory amount of trajectory data, however, their
coverage length are limited to 200 m, and they have no insight into the in-vehicle
naturalistic driving behavior observation. Therefore, in practice, in vehicle obser-
vation and site recording are combined.

Another research field is trajectory analysis and application, which are under-
taken after the field trajectory observatory process. The most important task relies
on image processing algorithms: identification of moving objects, and filtering and
classification of the road users of interests [9]. These tasks are mainly solved by
professionals majoring in computer science, applied mathematics, or automatic
control. For transportation researchers, more efforts are put into how to use these
trajectory data to serve the purposes of developments on traffic flow theory [10],
driving behavior analysis [11–13], transportation systems impacts modeling [14,
15] and surrogate safety measurement [6, 16, 17].
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A variety of safety indicators including Time to Collision (TTC),
Post-Encroachment Time (PET), Deceleration Rate (DR), Gap Time (GT) have
been adopted in safety assessment and micro safety simulation studies [18, 19].
Taking the full course of vehicles over space and time into account, Minderhoud
et al. (2001) developed two extended time-to-collision indicators, named TET
(Time Exposed Time-to-collision) and TIT (Time Integrated Time-to-collision).
The developed TET indicator expresses the exposition time to safety-critical
approach situations, whereas the developed TIT indicator additionally takes into
account the encountered TTC-values during these safety-critical approaches [20].
Both TET and TIT give a more complete and comprehensive picture of the safety
level on a particular stretch of road during a particular period of time. Another
research emphasis on surrogate safety measures is determining the threshold value
of each measure. The default maximum TTC threshold value in SSAM (Surrogate
Safety Assessment Model) is 1.50 s and the default maximum PET threshold value
is 5.00 s; however, the user may override these with preferred alternate values
ranging up to 9.95 s [18]. Taking these safety surrogates as explanatory variables,
the trajectory-based safety models like crash rate, frequency, severity, and crash
probability are derived. Oh and Kim (2010) proposed a methodology to estimate the
rear-end crash potentials, which consists of two components. The first used a binary
logistic regression (BLR) to predict a vehicle’s trajectory belonging to either
‘changing lane’ or ‘going straight’. The second derived crash probability by an
exponential decay function using time-to-collision (TTC) between the subject
vehicle and the front vehicle [18]. Additionally, an aggregated measure, crash risk
index (CRI) was developed to accumulate rear-end crash potential for each subject
vehicle. Besides safety assessment and estimation, the real-world driving trajectory
data are also helpful in geometric design [21–23] and barrier design [24, 25].

This paper is organized as follows: Sect. 2 discusses the conflict detection and
identification. And the surrogate safety indicator Kj is proposed for each time
frame. Section 3 develops an exponential form of conflict probability model, and a
sample case is illustrated.

2 Conflict Detection and Identification

2.1 Model Assumption

While analyze traffic conflict, many previous research treat a vehicle as a mass
point. This assumption simplifies the task of modeling; however, it is incapable of
describing the situation of two infinite approaching vehicles. In contrast, the rect-
angle vehicle model is more close to the real word vehicles, but it increases the
difficulty of modeling the spatial relationship between vehicles. We hereby assume
a ‘point plus radius’ vehicle model as a compromise. In Fig. 1, the mass points of
two moving vehicles are Pi and Pi + 1. The closer the two mass points are, the
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greater the risk. The area around each mass point is divided into three parts. While
the circle with radius a is defined as a severe conflict zone, the ring with radius b–a
and the area beyond radius b are defined as a general conflict zone and a safe zone,
respectively. Assigning different values of a and b can distinguish different vehicle
types. Figure 1 illustrates the conflict scenario between an exiting vehicle and a
going straight vehicle at a two lane freeway exit.

The kinestate of vehicle i at time frame j is denoted by Si, j:

Si;j ¼ xi;j; yi;j; vx;ij; vy;ij
� �T

ð1Þ

where, ðxi;j; yi;jÞ represents the coordinates of vehicle i at time j, and (vx, vy) are the
velocity components in the direction x and y.

Before section Z-Z′ the driving trajectories of both vehicles can be extracted

from recorded video. After m time frames, vehicle i’s trajectory QðmÞ
i is composed

of m points. QðmÞ
i ¼ ðqi;1; qi;2; . . .; qi;mÞ 2 H, where H is the known space before

section Z-Z′. qi;m ¼ ðxi;m; yi;mÞ is the coordinates of the mth point on trajectory

QðmÞ
i . After passing section Z-Z′, some vehicles’ states are unknown due to limited

camera coverage. In this case, there is need to predict vehicles’ trajectories based on
the historical moving data. The time interval between two adjacent frames is the
reciprocal of frame rate F (fps). So for the j + 1 frame, in other words, after 1/F
second, vehicle i’s coordinates become ðxi;jþ 1; yi;jþ 1Þ.

xi;jþ 1 ¼ xi;j þ vx;ij=Fþ 0:5ax;ij=F2

yi;jþ 1 ¼ yi;j þ vy;ij=Fþ 0:5ay;ij=F2

�
ð2Þ

where, ax; ay are the acceleration components.

Pi
a

b

a

b

Pi+1

Z

Z

Vehicle i

Vehicle i+1

trj 1

trj 2

Fig. 1 Conflict scenario at a freeway exit

66 T. Guo et al.



2.2 Space-Based Conflict Detection

We define traffic conflict as: A conflict occurs if and only if the time gap that two
vehicles arriving at a confluence is smaller than a certain threshold. In other words,
a conflict should satisfy the temporal-spatial criteria simultaneously. The threshold
is different from the concept of TTC and PET. There is difficulty for the threshold in
identifying conflict severity. The circle model provides a convenient method in
computing the distance between two interaction vehicles.

In each time frame, the distance between i and i + 1 is calculated based on the
kinestate Si, j and Si + 1, j. In time frame j, the distance dij is given as:

dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi;j � xiþ 1;j
� �2 þðyi;j � yiþ 1;jÞ2

q
ð3Þ

According to the model assumption, the space-based conflict identification cri-
teria is:

dij � ai þ aiþ 1 severe conflict
ai þ aiþ 1\dij � bi þ biþ 1 general conflict
dij [ bi þ biþ 1 none conflict

8<
: ð4Þ

2.3 Time-Based Conflict Detection

TTC and PET are both safety surrogate indicators with smaller minimum values
during a conflict event indicating a higher probability of or nearness to a collision.
TTC is defined as “The projected time until two road users would collide if they
continue on their collision course with unchanged speeds and direction”. Whereas,
PET is defined as “The elapsed time between the departure of an encroaching
vehicle and the actual arrival of a trailing vehicle at the same location” [18].
Figure 2 illustrates the conflict scenario at a freeway exit by means of TTC.

The general equation to calculate TTC of vehicle i is given as [20]

TTCi ¼ Xi tð Þ � Xiþ 1 tð Þ � liþ 1

viþ 1 tð Þ � vi tð Þ 8viþ 1 tð Þ[ vi tð Þ ð5Þ

where v denotes the speed, X the position, and l the vehicle length.
At freeway exits, the potential of side-swipe and rear-end are the main types of

conflicts, as depicted in Fig. 3.
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(1) for the side-swipe case,

TTC ¼ S1

V1
; if S2

V2
� S1

V1
\ S2

V2
þ

w1
sin h þ

w2
tan h þ l2
V2

TTC ¼ S2

V2
; if S1

V1
\ S2

V2
� S1

V1
þ

w2
sin h þ

w1
tan h þ l1
V1

8><
>:

ð6Þ

(2) for the rear-end case,

TTC ¼ S1 � S2 � l1
V2 � V1

; 8V2 [V1 ð7Þ

Vehicle i

Vehicle i+
1

Time

Sp
ac

e

P1 begins to 
change lane

P2 sees P1 cross 
the lane line and 
starts braking

Potentiall 
conflict point

Time to 
collision

Lane changing 
intention time

Fig. 2 Conflict scenario explained by time to collision at a freeway exit
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(1) side-swipe conflict (2) rear-end conflict

Fig. 3 Two common conflict scenarios at freeway exits
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where, S denotes the distance from vehicle front to the conflict zone, W vehicle
width, l vehicle length, and h the conflict angle.

PET is much easier to calculate than TTC. PET is the difference of time that two
vehicles encroaching the conflict zone.

PET ¼ t1 � t2 ð8Þ

The default maximum TTC threshold value in SSAM is set as 1.50 s and the
default maximum PET threshold value is 5.00 s; however, the user may override
these with preferred alternate values ranging up to 9.95 s [18, 20]. Furthermore, the
severity levels of conflict are not clearly defined by specific TTC or PET threshold.

2.4 Distance-DV Combined Indicator

In case 1, two vehicles passing abreast on adjacent lanes (Fig. 4), may cause a slight
or even serious conflict if assessed using the space based indicator. However, in
reality, the risk is low. The value of TTC or PET in case 2 is approximately equal to
that in case 3. The time based indicators produce the same severity levels for both
case 2 and 3. Again, in reality, the levels of severity should be different.

To explain and distinguish the levels of conflict severity, we introduce a Kj
indicator, which is ratio of dij divided by relative speed DV at frame j.

Kj ¼ dij
DV

ð9Þ

The smaller Kj is, the severe the conflict occurs. For case 1, DVy ! 0,
Kj ! ∞, the risk is low; for case 2 and 3, the levels of severity depend. It is
meaningless to calculate Kj for a single frame. In practice, we calculate the K values
of all the frames that a conflict period covers. And then set the minimum of Kj as
the conflict indicator during this period.

Case 1 Case 2 Case 3

Fig. 4 The cases that TTC and PET could not explain clearly
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3 Conflict Probability

A generalized exponential decay function (function form: y = a+b � exp(x/c)) can
be used to predict the conflict potential. Since the potential or probability ranges
from 0 to 1, set a = 0 and b = 1[16]. So the conflict probability at time frame j is
given by Eq. (10). The model parameter c decides the exponential curve shape, as
shown in Fig. 5. Given Kj, a bigger c value produces a higher conflict probability.

P conflict j jð Þ ¼ expð�Kj=cÞ ð10Þ

3.1 Procedure

In this paper, vehicles’ trajectories are extracted from high-resolution videos
recorded at freeway exit areas. The traffic operational condition on freeway is much
simpler than that on urban roadways, which makes it possible and easier for data
screening and training using the neural network toolbox in Matlab. The trajectory
extraction and prediction procedure are as follows.

(1) Take traffic videos at the target freeway exit for a certain time period.
(2) In Matlab, through image preprocessing, object extraction, target tracking,

extract all the vehicles trajectories by means of background differencing
method. And the trajectories are smoothed using Kalman filtering.

(3) Predict trajectories using neural network method.
(4) Extract the kinestate variable Si, j for time frame j.
(5) Calculate the value of surrogate conflict indicator K j using Eq. (9).
(6) Calculate the conflict probability using Eq. (10), and then choose the peak

value as the conflict probability (Fig. 6).

c1

c2

c3

Kj (s)

1

0

P1

P2

P3

C1 C2 C3

Conflict 
probability

Fig. 5 The exponential
probability curve with
different parameter c

70 T. Guo et al.



3.2 Sample Case

Figure 7 shows both the real and predicted trajectories that two vehicles cover. The
predicted trajectories are close to the real ones, indicating an acceptable accuracy.
Table 1 lists 10 frames (from frame 357 to 366) of the kinestate data including
vehicle coordinates, speed components, and the K values.

From Fig. 8 and Table 1, it is clear that the two vehicles approach closer to each
other from frame 357 to 363, and leave away from frame 363 to 366. The K value
reaches the peak of and then drops down. At the peak, the conflict probability is
59.93 %, which is also the highest compared with the other 9 frames. While
approaching the conflict point, there are three options for both vehicles: ① vehicle
i + 1 perceives an unacceptable gap and gives up lane changing; ② vehicle i + 1
notices vehicle i’s lane changing intention, and then slows down; ③ both vehicles
do not take any action and a collision occurs. According to the real trajectory in
Fig. 7, the collision is avoid by option ②.

Video
Recording

Image 
Preprocessing

Object 
Extraction

Target 
Tracking

Trajectory 
Extraction

KinestateSurrogate 
Indicator

Conflict 
Probability 

Trajectory 
Prediction

Fig. 6 The procedure for trajectory analysis and conflict prediction

Fig. 7 Real and predicted trajectories
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4 Conclusions

The image processing technology and the intelligent algorithms facilitate the
extraction and prediction of vehicle trajectory. The trajectory data includes the
kinestate variables like time, distance, speed, and position. These trajectory data
further traffic safety studies. The commonly used safety surrogate indicators like
TTC and PET are calculated for a period, having deficiency in describing abreast
driving, or distinguishing the severity levels for approximately equal TTC
(PET) cases. To remedy these pitfalls, a surrogate indicator Kj is proposed and an
exponential model is developed to predict the conflict probability. Kj and the
conflict probability are both time frame based, illustrating the changing process at
each time frame during a conflict phase.

Furthermore, the model of conflict probability provides an option to quantify the
risk of a conflict. The levels of conflict severity can also be determined according to
the value of probability. The value closer to 1 indicates higher risk, while smaller
than 0.5 lower risk. The thresholds to classify serious conflict, slight conflict and
none conflict needs later research. Also, field data is required to estimate the
parameter c in the exponential probability prediction model.
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A More Practical Traffic Lights Cellular
Automata Model for Traffic Flow
Simulation

Xinlu Ma, Bei Li, Shijian Zhang and Xiaodong Guan

Abstract Based on real collected data to analyze the effects to vehicle speed near
the line of parking area under different remaining of green time with or without
signal countdown device on urban roads. Then we can analysis of drivers’ char-
acteristics and its spatio-temporal characteristics. Conclusion is drawn as follows:
The influence of signal lights on vehicle speed, which mainly concentrate in the
70 m area near the stop line; During the green light period, at the same time point,
the operational characteristics of vehicles on different positions have significant
difference, which changes with the passing of green time; Compared with no signal
countdown case, the vehicle speed fluctuation is larger and the average speed is
obviously lower in signal countdown case; Under the traffic without blocking, most
drivers want to increase speed through the stop-line. Eventually, by performing the
analysis of pilot behaviors in with or without signal countdown device, an attempt
is made to provide the urban road entrance lanes of more realistic CA model, which
describes the operational characteristics of urban road entrance lanes with the signal
controlling has obvious advantages through simulation results.
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1 Introduction

With the increase of the vehicles in the city, the intersection more to regulate traffic
order by installing traffic signal control equipment. Through the survey we found
that different cities have different preferences about use the countdown signals or
the no countdown signals and different countries haven’t make a clear regulation.
However the differences driving behavior caused by the different signal control
model has been mentioned in the previous studies. Chiou (2010) analyzed the speed
of the vehicle in the parking lane 20 m and found that the average speed of green
light at the entrance of the intersection can be reduced when the green light is being
counted down [1]. Through video detection, Ma Tianyu (2008) compared with the
speed of the vehicle in the last 3 s green light time and the yellow light time when
the countdown signals was set before and after. Then he found that compared with
the countdown, when there was no countdown, the car through the parking line at
the speed of 5–10 m/s increased by 5 %, at the speed of 10–15 m/s increased by
20 % and the accelerated vehicles increased 18 % [2]. Also, Qian Hongbo (2011)
through the questionnaire and data analysis found that 52 % of the drivers will
choose to slow down at the end of the green time when the vehicles close to the stop
line, however, the measured probability is only 7 % [3]. Li Zhen Long (2013)
through the investigation found that the red light countdown can impact the drivers’
start time and the average start time in the countdown is faster 0.5 s than without
the countdown [4]. Above the research is mainly for the vehicle near the stop line.
But some scholars through the study found that the difference between the driver’s
behavior caused by the signal lamp is not only reflected in the area near the stop
line, but also to all of the vehicles that can observe the signal lamp. According to
the extraction of vehicle dynamic parameters, Jiang Ling (2008) found that not all
the vehicle is completely stopped at the stoplights, but a part of the vehicle
decelerate at the red light and when the light is turned into the green light the
vehicle which have not stopped can accelerate again [5]. Zhu Tong (2012) collected
the speed and the passing time of the free stream when the vehicles through the
road. And he found that the green light countdown lead a part of vehicles to
decelerate, and a part of vehicles to accelerate. But the study was not clear the
vehicle speed change when the signal lights at different stages [6]. In the paper,
based on the measured data to analysis the speed of vehicle under different time and
space. According to the analysis result, the traffic flow model can be built to
describe the traffic flow of the vehicle running characteristics under the condition of
the countdown time and the no countdown time. Finally, the model is verified by
simulation.
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2 Investigation and Analysis

This paper mainly focuses on the effect of signal lamp on the vehicle speed under
different control model. Due to the saturation flow, the vehicle speed is limited by
the speed of the former car, it is difficult to reflect the impact of signal lights on the
vehicle speed. In this paper, the speed of the vehicle is investigated by using the
hand held radar speed measurement equipment, which is focused on the free flow of
the entrance of the intersection where there is have signal countdown or no signal
countdown. The selection of the signal lamp countdown and no signal lamp
countdown intersection need to meet the following conditions: (1) The intersection
entrance lanes is flat, open field of vision, no illegal parking and other factors.
(2) The road conditions in the investigation place are similar, and the road capacity
is not saturated. Finally, a section of the road which has different traffic lights on the
same road is selected as the investigation site. The intersection signal lights and the
road speed limit is shown in Table 1.

The survey section is within 100 m from the intersection stop line, then set up a
monitoring section from the stop line at the start of each interval 14 m, and each
monitoring section collect fifteen signal cycle. The distance between the traffic
signal equipment and the stopping line is 50 m. The monitoring point velocity
distribution scatter plot of the traffic lights countdown and no traffic lights count-
down as shown in Figs. 1 and 2.

Through the Figs. 1 and 2 we can conclude that in the countdown case and the
no countdown case different monitoring points velocity distribution exist obvious
difference: (1) In the case of countdown, within a certain monitoring range, vehicle
speed is influenced larger by the lights; As the green time goes by, vehicle speed
increased first and then decreased and show “^” type distribution, but with
increasing distance from the intersection, this phenomenon gradually weakened.
(2) In the case of no countdown, under different monitoring ranges there is no
obvious difference in the speed of the vehicle.

To further analyze the operation characteristics of the vehicle under the count-
down and no countdown cases, Each cycle time is divided into early green time
(Former 15 s), middle green time and late green time (Last 5 s). Speed is divided
into low speed vehicle (0–18 km/h), moderate speed vehicles (18–36 km/h) and
high-speed vehicles (36–60 km/h). Under the countdown and no countdown cases
to analysis the average speed and the speed ratio of each monitoring section.

Table 1 Traffic signal time and speed limits

Green
time (s)

Yellow
time (s)

Red
time (s)

Cycle
time (s)

Lanes Width (m) Average hourly
traffic (vehicle/h)

Max
speed (km/h)

Countdown 56 3 36 95 2 3.5 947 60

No
countdown

67 3 15 85 2 3.5 931 60
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To analysis the average speed of each monitoring section in different time under
the countdown, as shown in Table 2. In the early green time, the vehicle speed
increases with the distance from the distance. The velocity variance of the 70, 84
and 98 was significantly smaller than that of the previous observations, that is, the
speed fluctuation is small. Average velocity distribution as shown in Fig. 3.

In different periods, the average speed of the vehicle monitoring section can
reflect the operating characteristics of the vehicle to a certain extent, but can’t reflect
the velocity distribution of the monitoring section. In order to further verify the
influence range of the signal lamp on the vehicle speed and the operating

Fig. 1 The monitoring point velocity distribution scatter plot of the traffic lights countdown

Fig. 2 The monitoring point velocity distribution scatter plot of the no traffic lights countdown
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characteristics of the vehicle at different stages, we carry out statistics on the
velocity distribution of each monitoring section in different green light times, as
shown in Table 3. The analysis found that the difference of the velocity distribution
among the 70, 84 and monitoring sections in early green time, middle green time
and late green time was small. In the early green time, with the increase of the
distance from the monitoring section to the stop line, the proportion of the low
speed vehicles is gradually reduced, the proportion of medium speed driving
vehicles increased and the proportion of high speed running vehicles first increases
and then decreases. In the middle green time, low speed driving vehicles accounted
for a small proportion (below 8 %), the proportion of medium speed driving
vehicles is above 50 % and the proportion of high speed running vehicles first
increases and then decreases. In the late green time, each monitoring section sub-
stantially no low speed vehicle, and with the increase of the distance of the mon-
itoring section, the proportion of the moderate speed vehicles is increasing, the
proportion of high speed driving vehicles is gradually reduced, And the proportion
of high speed driving vehicles in the stop line as high as 58 %.

Table 2 The average velocity in the green signal countdown

Monitoring
section (m)

0 14 28 42 56 70 84 98

Early green
time (km/h)

15 16 21 23 28 29 30 31

Middle green
time (km/h)

28 28 33 33 39 31 31 30

Late green
time (km/h)

27 27 32 32 32 30 30 29

Variance 34.89 29.56 29.56 20.22 20.67 0.67 0.22 0.67

Fig. 3 The average velocity
of the monitoring points
during the green time in the
countdown
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In the same way, the average speed and variance of the monitoring section at the
time of the three periods of the early, middle and late green time under the no
countdown case are analyzed. After 70 m, the speed variance of the different green
time of the monitoring section is small, as shown in Table 4. The average velocity
of each monitoring section is above 30 km/h, as shown in Fig. 4.

Carry out statistics on the velocity distribution of each monitoring section in
different green light times under the no countdown case: In the early green time, the
ratio of each monitoring section of the low speed line is below 8 %, with decreasing
distance from the stop line, the proportion of high speed running vehicles first
increases and then decreases; In the middle green time, sections almost no low
speed vehicles, many vehicles with above average speed, with decreasing distance
from the stop line, the proportion of high-speed driving of the vehicle showed
increasing trend, compared to the early green time, the high-speed vehicle increased
significantly; In the late green time, with the distance of the distance, the speed of
the vehicle is increased, and the proportion of high speed driving vehicles is
increasing, as shown in Table 5.

Through the analysis of the average speed and the velocity distribution of the
intersection imports under the condition of no countdown:

Table 3 The proportion of the velocity in the green signal countdown

Monitoring section (m) 0 14 28 42 56 70 84 98

Early green
time

Low speed ratio (%) 68 70 63 9 11 15 17 17

Moderate speed
ratio (%)

30 27 18 54 47 60 61 62

High-speed ratio (%) 2 3 19 37 42 25 22 21

Middle green
time

Low speed ratio (%) 3 8 4 0 1 0 0 1

Moderate speed
ratio (%)

70 83 53 63 50 85 86 86

High-speed ratio (%) 27 9 43 37 49 15 14 13

Late green
time

Low speed ratio (%) 0 0 0 1 0 0 0 0

Moderate speed
ratio (%)

42 61 62 73 77 81 84 85

High-speed ratio (%) 58 39 38 26 23 19 16 15

Table 4 The average velocity in no green signal countdown

Monitoring section (m) 0 14 28 42 56 70 84 98

Early green time (km/h) 33 46 43 31 36 36 35 36

Middle green time (km/h) 40 42 41 44 43 37 37 36

Late green time (km/h) 41 47 43 36 35 35 35 35

Variance 12. 67 4. 67 0. 89 28. 67 12. 67 0. 67 0. 67 0. 22

82 X. Ma et al.



1. The impact of signal light on the speed of the vehicle is mainly concentrated in
the range of 70 m (as shown in Fig. 1).

2. In the case of no countdown, vehicles traveling speed is significantly higher than
the countdown, and there is a signal countdown to the speed of the impact is
greater than the no signal countdown, which is consistent with the literature [1]
conclusions.

Fig. 4 The average velocity
of the monitoring points
during the green time in no
countdown

Table 5 The proportion of the velocity in no green signal countdown

Monitoring section (m) 0 14 28 42 56 70 84 98

Early green
time

Low speed
ratio (%)

3 8 0 6 0 0 0 0

Moderate speed
ratio (%)

57 16 26 73 53 70 70 70

High-speed
ratio (%)

40 76 74 21 47 30 30 30

Middle green
time

Low speed
ratio (%)

0 0 1 0 0 0 0 0

Moderate speed
ratio (%)

40 38 23 20 28 62 62 62

High-speed
ratio (%)

60 62 76 80 72 38 38 38

Late green
time

Low speed
ratio (%)

0 0 0 0 0 0 0 0

Moderate speed
ratio (%)

6 0 8 10 29 41 41 41

High-speed
ratio (%)

94 100 92 90 71 59 59 59
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3. In the case of the countdown, the driver judges the current situation according to
the length of the red green light and the current position of the current situation.
In the early green time, the distance to the parking line is relatively near to the
driver in the middle and low speed, and the distance to the stop line is relatively
long; In the middle green time, the driver adjusts the vehicle speed according to
the current position and the remaining time of the signal lamp; In the late green
time, the driver accelerates the proportional increase with the decrease of the
distance.

4. In the case of no countdown, the driver always does not know the duration of
the current state of the signal lamp, and the driver always wants to pass through
the intersection in the signal cycle. In the early green time, the pilot start loss
time is relatively large, and with the distance of the distance of the stop line
distance, the driver tends to accelerate through the intersection; In the middle
green time and late green time, in the traffic without block, the driver tends to
the high speed, and with the decrease of the distance to the stop line, the driver
accelerated ratio increased.

5. In the middle and late green time, with the decreasing distance from the stop
line, the high-speed driving vehicles are both increased under the countdown
case or no countdown case, and it prove that most of the drivers always want to
increase the speed in the case of no traffic.

3 Model

Since the Nagel [7] and BML [8] Model has been introduced in 1992, in order to
improve the reality of the model, many scholars amend the model rules according to
the different applicable conditions and significant results have been achieved
[9–17]. In recent years, CA model has been widely used in building the model in
urban traffic signal control intersections. Brockfeld (2001) studied on the influence
of signal cycle on the traffic capacity of cross intersections through modifications to
the Nasch and BML coupling model rules [18]; Ding Zhongjun (2009) established
the cellular automation model about T-shaped intersection system under signal
controlling and compared with the no lights model [19]; But the above established
signalized intersection cellular automata model only treat the distance to the stop
line as the only limiting condition to analysis the effect of traffic light signal on
vehicle acceleration and deceleration, based on this, Zhang Jian (2011) built a
cellular automata model which consider the traffic lights have an impact on all
vehicles on the road and taking into account the expected movement of the vehicle
in front. And treat reduce the vehicle exhaust emissions as the starting point to
analysis the acceleration, deceleration and idle behavior of the vehicle under dif-
ferent cycle time [20]; Peng Chuan (2012) improved this model as a two-lane model
and build the signal control model, urban Intersections control CA model has been
further improved [21].
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On the basis of Refs. [7, 12, 16, 20] and based on the analysis of Chapter “Steering
Angle Balance Control Method for Rider-less Bicycle Based on ADAMS”, the paper
proposed a more realistic model—Realistic Traffic Light Cellular Automaton (RTL).
This model considers the velocity changing with the lights and the position of the
vehicle. Themodel was used to simulate the one-lane traffic flowwhich was under the
control of traffic lights. And in the model, traffic light states (containing the count-
down) as well as the position of vehicle are taken into account to making sure the
driver according to the current location, current speed, and signal time to adjust the
speed. According to the above principles, the model can simulation more realistic
driving characteristics to ensure the vehicles safely through the intersections in the
green state and reduce waiting time in the red state.

3.1 Consideration of the Model

The RTL model which is proposed in this article shows that the driver according to
the vehicle location, signal status and the space with the front car to adjust the speed
before the vehicle entered the intersection road. In the case of countdown and no
countdown, the model is considered from the following aspects:

1. In the countdown, the vehicle start time can be ignored. When there is no
countdown, losing start time is Dt.

2. During movement of the vehicle, the vehicle speed considerations of the desired
speed of the front car in the next update period.

3. Under the green light, drivers can always expect smoothly through the parking
line in current cycle with the current speed. In the case of countdown, the
vehicle will accelerate when determining that the current time is not enough to
pass the stop line; In the case of no countdown, drivers always want to reach the
maximum speed in order to ensure to through the stop line in the current green
time.

4. Under the green light, in the case of countdown, the first vehicle adjusts its
speed basing on the current position and the remaining green time, other
vehicles adjust speed according to the current position, remaining green time
and the distances with the front car.

5. Under the red state, drivers are always expect a minimum wait time to pass the
stop line and adjust speed with minimal acceleration.

6. Under the red state, in the case of countdown,when the front vehicles are
parking with line, driver based on the red remaining time and the current
position adjust speed; On the contrary, the driver considering the speed and the
distance of the front vehicle to adjust speed when the front vehicles are moving.
When there is no signal countdown, no speed adjustment rules.
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3.2 Definition of the Model

At the t moment, the n car’s current location, speed and the distance with the front
car is denoted as xn tð Þ, vn tð Þ and dn tð Þ, and the parameters of the front vehicle
denoted as xnþ 1 tð Þ, vnþ 1 tð Þ and dnþ 1 tð Þ; Tg tð Þ is the remainder green time at t,
Tr tð Þ is the remainder red time at t, dl tð Þ ¼ xl � xn tð Þ means the distance between
the first car and the stop line, xl is the position of the stop line. At the t moment, one
vehicle expected to its front car’s speed at next time is:

vnþ 1 tþ 1ð Þanti = min vl tð Þposs; vl tð Þcon; vn tð Þadj; dnþ 1 tð Þ; vnþ 1 tð Þ
h i

ð1Þ

vlðtÞposs ¼ ceil dlðtÞ
�
TgðtÞ

� �
denoted as the minimum speed if a car want to

safety through the stop line under green time, ceil is rounding up function;
vlðtÞcon ¼ ceil dlðtÞ=TrðtÞð Þ denoted as the head vehicle control speed under red
time, vnðtÞadj ¼ ceil deff nðtÞ

�
TrðtÞ

� �
denoted as the vehicle control speed under red

time.
Effective distance is the vehicle can increased maximum distance when con-

sidered the front car moving in next time step, formula is defined as:

deff n tð Þ = dn tð Þþmax vnþ 1 tþ 1ð Þanti�dsec; 0
� � ð2Þ

dsec is the minimum safety distance, generally the value is 1.

3.2.1 Have a Countdown

Step 0 Random slow probability

pn = p ð3Þ

Step 1 Green time

if: The first car is denoted as n, Tg tð Þ[ 0
if: vn tð Þ\vposs, the first car based on the characteristics of the behavior

vn tþ 1ð Þ ¼ vn tð Þ; if vn tð Þ\vposs � Tg tð Þþ 1
2

min vn tð Þþ 1; vmax½ � ; else

8<
: ð4Þ

Under the current speed, if the car is still can’t through the intersection when
accelerate, the vehicle will moving with current speed; On the contrary, if the car
can through the intersection when accelerate, the car will accelerate.

else: vn tð Þ� vposs
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vn tþ 1ð Þ ¼ min vn tð Þþ 1; vmax½ �; if randðÞ\p0n
vn tð Þ; else

(
ð5Þ

p0n¼ vmax � vn tð Þ
vmax

, this representative the first car can pass the stop line at current
speed, but the car is still likely to accelerate.

else:
if: vn tð Þ\vl tð Þposs\deff n tð Þ

vn tþ 1ð Þ ¼ min vn tð Þþ 1; vmax½ � ð6Þ

If: vl tð Þposs � vn tð Þ\deff n tð Þ

vn tþ 1ð Þ ¼ min vn tð Þþ 1;min vmax; deff n tð Þ� �� �
; if : randðÞ\p00n

vn tð Þ; else

(
ð7Þ

p00n¼ deff n tð Þ�vn tð Þ
max vmax;deff n tð Þð Þ, this representative other vehicles can through the stop line

at current speeds, but the car is still likely to accelerate.

if: vn tð Þ� deffn tð Þ\vl tð Þposs

vn tþ 1ð Þ ¼ min vn tð Þþ 1;min vmax; deff n tð Þ� �� � ð8Þ

if: vn tð Þ� deffn tð Þ

vn tþ 1ð Þ ¼ max vn tð Þ � 1; deff n tð Þ� � ð9Þ

Step 2 Red time, Tr tð Þ[ 0

If: The first car is denoted as n:

vnðtþ 1Þ ¼ min vlðtÞcon; vmax
� � ð10Þ

else:
if: vn tð Þ\vn tð Þadj

vn tþ 1ð Þ ¼ min vn tð Þþ 1;min vn tð Þadj; vmax

� �h i
ð11Þ

if: vn tð Þadj � deff n tð Þ\vn

vn tþ 1ð Þ ¼ min vn tð Þ � 1; deff n tð Þ� � ð12Þ
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if: vn tð Þadj � vn\deff n tð Þ

vn tþ 1ð Þ ¼ min vn tð Þþ 1;min deff n tð Þ; vmax
� �� �

; if : randðÞ\p
000

vn tð Þadj; else

(
ð13Þ

p00n¼ deff n tð Þ�vn tð Þ
max vmax;deff n tð Þð Þ, this representative other vehicles need not stop at current

speeds, but the car is still likely to accelerate.

Step 3 Random slow probability

if randðÞ\pf g then

vn tþ 1ð Þ ¼ max vn tð Þ � 1; 0½ � ð14Þ

Step 4 Location update

xn tþ 1ð Þ ¼ xn tð Þþ vn tþ 1ð Þ ð15Þ

3.2.2 No Countdown

Step 0 Determination of the probability of random slow

pn = p0 ð16Þ

Step 1 Loss of green start time

vn;n�1;...;n�mðtÞ ¼ 0; t 2 ½ta; tb� ð17Þ

ta means green start time corresponding to the moment, tb means start loss Dt
corresponding to the time, Dt ¼ 2s [2].

Step 2 Green time

if: n is the first vehicle and t� tb

vnðtþ 1Þ ¼ min vnðtÞþ 1; vmax½ � ð18Þ

else if:

vnðtþ 1Þ ¼ min vnðtÞþ 1; min deff nðtÞ; vmax
� �� � ð19Þ
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Step 3 Red time

if: n is the first vehicle
This rule should be selected deceleration based on your current speed and dis-

tance, preferences at lower speeds.

vn tþ 1ð Þ ¼ min max vn tð Þ � 1; 1ð Þ; dl tð Þ½ � ; randðÞ\p0n
min vn tð Þ; dl tð Þð Þ; else

(
ð20Þ

p0n ¼ vn tð Þ=vmax denoted as that vehicles are not certain when the red time is, and
drivers for non-stop waiting deceleration probability.

else
if: vn tð Þ� deff n tð Þ

vn tþ 1ð Þ ¼ min vn tð Þþ 1;min deff n tð Þ; vmax
� �� �

; if : randðÞ\p00

max vn tð Þ; 1ð Þ; else

(
ð21Þ

p00n ¼ vn tð Þ=vmax—meaning vehicles under the current speed accelerate.
if: vn tð Þ[ deff n tð Þ

vn tþ 1ð Þ ¼ min vn tð Þ � 1; deff n tð Þ� � ð22Þ

Step 4 Random slow probability

if randðÞ\p0f g then

vn tþ 1ð Þ ¼ max vn tð Þ � 1; 0½ � ð23Þ

Step 5 Location update

xn tþ 1ð Þ ¼ xn tð Þþ vn tþ 1ð Þ ð24Þ

4 Simulation and Discussion

The operating characteristics of the urban road vehicles are obviously different from
the urban expressway and the highway. Therefore, the simulation needs to be more
refined. each cell in the model length is 1.4 m, five cellular representative for a car,
each time step is 1 s, units of acceleration correspond better acceleration in real is
1.4 m/s2. Set for this model from the stop line 140 m road, vehicles travelling from
left to right and do not allow overtaking, using a deterministic random deceleration
probability and open boundary condition. In urban road, vehicles maximum speed
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limit below 60 km/h, so the maximum speed for the model is
vmax ¼ 60 km/h ¼ 12 cell/s. To facilitate the simulation, assuming that each cycle
made up of alternating green and red and T is a signal cycle length,
Tgreen ¼ Tred ¼ T=2, T is 60 s in the simulation. For the countdown and no
countdown simulation all using the above parameters, the difference between the
two is that under countdown to signal cases, drivers can directly observe the traffic
light status and count down the remaining time, and when no signal countdown,
drivers can only observe traffic lights. Based on the above premise of two estab-
lished models in Chapter “The management of slight traffic accident based on the
Internet” which makes simulation and comprehensive comparison.

In the model simulations, starting at the stop line every 14 m monitoring points
are selected separately for each monitoring point without the countdown speed
analysis, and analyze the origin of the speed difference under different control
strategies as is shown Figs. 5 and 6.

Compared with the three Stages—a, b, c in the Fig. 5, found in the countdown
case, the speed which the RTL model shown in the early, middle and late green
time was consistent with the actual situation.

1. Early green time (a stage), distance from the stop line near location, Low speed
vehicles’ proportion is larger, with the decrease of position from the stop line,
medium speed vehicles is decrease, the proportion of vehicle at high speed is
first increase and then decrease.

2. Middle green time (b stage), small proportion of low speed vehicles, vehicles
traveling at a moderate speed or over the speed.

3. Late green time (c stage), the proportion of low speed vehicles is small in each
monitoring point, with the decrease of the distance from the stop line,
medium-speed vehicles proportion decreases gradually, high-speed vehicles
proportion increases gradually.

Compared with the three Stages—a, b, c in the Fig. 6, found in the no count-
down case, the speed which the RTL model shown in the early, middle and late
green time was consistent with the actual situation.

1. Early green time (a stage), with the decrease of the distance from the stop line,
low speed vehicles increased in proportion, moderate and high speed vehicles’
proportion are decrease.

2. Middle green time (b stage) and end of green light (c stage), with the decrease of
the distance from the stop line, high speed vehicles increased in proportion.
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(a) Early green time

(b) Middle green time

(c) Late green time

Fig. 5 The velocity and the simulate speed of the monitoring points during the green time in the
countdown
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(a) Early green time

(b) Middle green time

(c) Late green time

Fig. 6 The velocity and the simulate speed of the monitoring points during the green time in the
no countdown
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5 Conclusion

Based on the measured data, this paper analysis the speed of the intersection in the
city under the signal countdown and no signal countdown. Through the analysis of
the vehicle speed at different green time and position we obtained drivers’ driving
behavior under different conditions and obtained drivers’ light-sensitive area mainly
focus on distance within the stop line 70 m. Based on this, the paper presents a
more realistic signal control cellular automata model (short for RTL) which con-
sidering the speed of vehicles change with signal time and vehicle position. Based
on driver characteristics, under the single countdown and no single countdown,
vehicle update rule are established, through simulation found that the
patio-temporal speed of vehicles under this model agree well with the experimental
data, can be reflected more realistic vehicle control performance under the signal
control. Under the saturated flow, due to the large of traffic density on the inter-
section imported road, the vehicle distance is smaller, the vehicle drive with fol-
lowing, the sensitivity of drivers to signal light is decrease, so it can’t reflect the
advantages of the model. In the free stream, the driver can adjust the speed
according to the current position and the signal state, so the model proposed in this
paper has obvious advantages in the description of the vehicle operating charac-
teristics under the free flow.

Acknowledgments Project supported by the National Natural Science Foundation of China
(Grant No. 61403052).
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Robot Driver’s Motion Analysis
and Simulation Based on Vehicle
Speed Control

Kunming Liu, Guoyan Xu and Guizhen Yu

Abstract In order to improve the control performance of the robot driver, the
dynamic analysis of its key parts such as throttle and brake mechanical legs are
carried out, furthermore, a co-simulation platform of the robot based on speed
control is built, and the movement of the robot in the process is analyzed. The
mechanical leg’s dynamic simulation model is built by ADAMS, and then the
vehicle model is built by CarSim while the electromechanical co-simulation model
“Robot Driver—Vehicle” is built based on the closed-loop speed control in
MATLAB/Simulink. Simulation results show that the dynamic model of mechan-
ical leg has good dynamic response; In addition, the electromechanical
co-simulation model is able to complete the basic speed tracking simulation
experiment, so as to provide a virtual simulation platform to improve the
mechanical structure and control strategy.

Keywords Robot driver � Electromechanical simulation � Collaborative simula-
tion � Dynamic analysis � Virtual prototype

1 Introduction

The development of intelligent transportation system together with the problem of
high cost, low efficiency and potential safety hazard in the automobile road test
have greatly increased the demand of the intelligent robot driver in automobile
industry [1]. Today only a few countries have key technology of robot driver [2–4],
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including Germany, America, Britain, Japan etc. Chinese own robot driver is pri-
marily the DNC series developed by Southeast University and Nanjing Automotive
Research Institute [5].

During the research and development of the robot driver, simulation is an
important way to conserve funds and shorten the research period [6]. Chinese Ma
and Niu [7] achieved the dynamic simulation of the clutch of the driving robot
using software ADAMS while neglected the great influence of the drive motor.
Jiang et al. [8] accomplished the simulation analysis of the position servo system of
the robot in MATLAB, but there was no dynamic model of the mechanical device.
Moreover, the existing simulation analysis methods do not involve the vehicle
model, which brings great difficulty to distinguish the robot driver’s ability to
control vehicles. In this paper, a co-simulation simulation is proposed to solve these
problems, which is based on ADAMS, MATLAB/Simulink and CarSim.

2 Dynamics Analysis of the Robot

The robot is composed of the driving motors and mechanical structures, as shown in
Fig. 1. The robot is driven by AC servomotor. As human driver’s movements on
the accelerator and brake pedal are basically the same, the robot’s throttle
mechanical leg and brake mechanical leg are designed to have the same structure, as
is shown in Fig. 2.

The robot’s mechanical leg includes the mechanical arm, pedal splint, ball
screw, screw bearing, slider, etc. The structure is a slider-rocker mechanism, the
servomotor drives the ball screw with the help of the coupling, and the slider fixed
on the screw nut makes linear motion along the axis of the screw to drive the pedal

Fig. 1 Robot’s mechanical
structure
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through the arm and splint. As the mechanism is driven by the servo motor, its
action has good elasticity and compliance like human muscle, which is closer to the
reality. The diagram of structural mechanics of the leg is shown in Fig. 3.

Fig. 2 3D model of robot’s leg

Fig. 3 Diagram of structural
mechanics of the leg
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In Fig. 3, J1, K1, Tm, hm respectively stand for the rotational inertia and torsional
stiffness, output torque and angle of the motor shaft; J2 and K2 is respectively on
behalf of the rotational inertia and torsional stiffness of the ball screw; m, c, K3,
x represent the equivalent mass of the slider, the moving damping coefficient
between the slider and the guide rail, the tension and compression stiffness of ball
screw and the slider’s displacement.

Transform this system to the motor shaft, and the dynamic equations of this
system are obtained according to the principle of equivalence [9].

J1
d2hm
dt2

¼ TmðtÞ � K hmðtÞ � xðtÞ 2p
L

� �

J0
2p
L
d2xðtÞ
dt2

¼ K hmðtÞ � xðtÞ 2p
L

� �
� c0

2p
L
dxðtÞ
dt

� �
� ðFY þmgÞuþFx½ � L

2p

ð2:1Þ

In the equation, K is the equivalent torsional stiffness of the system:

K ¼ 1
1
K1

þ 1
K2

þ 1
K3=ðL=2pÞ2

ð2:2Þ

J0 is the equivalent moment of inertia:

J0 ¼ m
L
2p

� �2

þ J2 ð2:3Þ

c0 is the equivalent rotational damping coefficient:

c0 ¼ c
L
2p

� �2

ð2:4Þ

L is the pitch of the ball screw, and u is the friction coefficient of the ball screw
and the guide rail. Laplace transform of the Eq. (2.1) is as follows:

J1s
2hmðsÞ ¼ TmðsÞ � K hmðsÞ � xðsÞ 2p

L

� �

J0
2p
L
s2xðsÞ ¼ K hmðsÞ � xðsÞ 2p

L

� �
� c0

2p
L
sxðsÞ � ðFY þmgÞuþFx½ � L

2p

ð2:5Þ

So the transfer function of the mechanical structure is a second order oscillation
element. Then convert it into standard form:
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GðsÞ ¼ L
2p

w2
n

s2 þ 2nwnsþw2
n

ð2:6Þ

In the equation, wn ¼
ffiffiffi
K
J0

q
and it stands for the natural frequency of mechanical

system.

3 Simulation Model

3.1 Dynamic Simulation Model of Mechanical Leg

Simulation model of the robot’s mechanical leg is built up in ADAMS as shown in
Fig. 4 and the main movement relationships are shown in Table 1.

Fig. 4 ADAMS simulation model of mechanical leg

Table 1 Main movement of the mechanical leg

Name Attribute Member1 Member2

JOINT_1 Fixed joint Mounting plate Ground

JOINT_2 Revolute joint Mounting plate Ball screw

JOINT_3 Screw pair Nut Ball screw

JOINT_4 Revolute joint Slider Arm

JOINT_5 Revolute joint Arm Brake paddle

Robot Driver’s Motion Analysis and Simulation … 99



3.2 Co-simulation Model of the Robot Driver and Vehicle

In order to explore the robot driver’s control process, the vehicle model is intro-
duced into the model by CarSim, and the simulation platform is established based
on closed-loop speed control. The key techniques of the simulation platform
include dynamic analysis, vehicle modeling, control system and software interface.

The dynamic simulation model established in ADAMS/View accomplishes the
data exchange with MATLAB/Simulink by interface module in ADAMS/Control.
Set rotation angle of the servo motor as input variable of the dynamic model. The
output variables include the angle of the ball screw and pedal angle. The vehicle
model established in CarSim, and the input variables include rotation angle of
accelerator pedal and pressure in master brake cylinder, the output variable is speed.
Figure 5 reveals the schematic diagram of the software interface of the collaborative
simulation model.

The mechanical and electrical collaborative simulation model based on
closed-loop speed control is shown in Fig. 6. The first step in this process is
comparing the output speed of the vehicle model with the target vehicle speed and
generates error. Then control algorithm is used to generate the corresponding action
of the servomotor according to the error to control the driving speed of the vehicle,
finally the speed of the vehicle is fed back to the control system to accomplish the
closed-loop control.

3D Model
Dynamic 

Simulation in 
ADAMS

Interface in
ADAMS/Control

Co- Simulation 
Model

Simulate and 
Analysis

Input 
Interface

Vehicle 
Model

Output 
Interface

Speed 
Target

Control 
Algorithm

Fig. 5 Schematic diagram of software interface
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4 Simulation Experiment and Analysis

The vehicle speed curve is part of the road test condition of the Chinese limits and
measurement methods for emissions from light-duty vehicles [10], the speed
tracking results and speed tracking error are shown in Figs. 7 and 8. In this process,
the change of throttle opening and pressure in brake pipe are as Fig. 9.

It can be determined from these figures that the model is able to complete the
tracking task. Given the control method, the robot driver successfully takes proper
action of the accelerator pedal with its throttle mechanical leg to speed up in the
acceleration stage (2–5 s, and 10–15 s), while the maximal value of speed tracking
error is 3 km/h owing to the hysteresis and nonlinearity of the vehicle; In the
uniform phase (5–10 s, and 15–20 s), robot driver can maintain the relative stability
of the speed and the speed tracking error is less than 2 km/h; In the deceleration
stage, the throttle mechanical leg is able to quickly return to zero while the brake
mechanical leg brakes.

Fig. 6 Collaborative simulation model of “Robot Driver-Vehicle”

Fig. 7 Speed tracking
process
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5 Results

In this paper, the dynamic simulation model of the robot driver is built and then the
mechanical and electrical collaborative simulation platform based on speed control
is established, and the control strategy is designed. The simulation results show that
the robot driver and the integrated simulation platform meet the requirements of
engineering. It provides a virtual prototyping platform for the improvement of
mechanical structure and optimization of control strategy.

Acknowledgments Thanks to National Natural Science Foundation of China for funding
(No.61371076, No.51105021).

Fig. 8 Speed tracking error

Fig. 9 Diagram of throttle
and braking parameters
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Comparative Analysis the Rectifier
Part of Electric Locomotive Auxiliary
Converter

Quanzhu Zhang, Xiaohui Lu, Min Lei and Yonghong Deng

Abstract Based on the development of the auxiliary converter of SS4B electric
locomotive, the key research is focused on the front stage of the rectifier.
Comparative analysis the two widely used in the auxiliary converter circuit
topology (PWM rectifying circuit and phase-controlled rectifier), and finally choose
the phase controlled rectifier circuit for auxiliary converter front stage the rectifi-
cation scheme.

Keywords Auxiliary converter � PWM rectifier � Phase controlled rectifier

1 Introduction

At present, China’s electric locomotive is developing rapidly. The transmission
technology is gradually transformed from AC-DC to AC-DC-AC, and it has real-
ized the full promotion of the level of our country’s locomotive equipment. But the
domestic electric locomotive with SS series as the representative of the railway line
still plays an important role in passenger and freight transport, the AC-DC trans-
mission technology can’t be completely replaced. SS4B electric locomotive uses
split-phase motor as auxiliary circuit power system. However, since the unbalanced
and unstable output voltage, it is necessary to replace the split-phase motor with the
auxiliary converter as the power supply. In this paper, a comparative analysis is
made mainly aimed on the front stage rectification scheme of auxiliary converter.
We transform the auxiliary converter of two SS4 types electric locomotive, it is
based on the development of the SS4 type electric locomotive auxiliary converter
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system witch developed by the China Shenhua Group at the Beijing Jiaotong
University.

2 Introduction of Auxiliary Power Supply System [1]

2.1 Auxiliary Power Supply System Based on Split-Phase
Motor

The origin auxiliary power supply system of SS4B electric locomotive relayed on
split-phase motor supplying power for auxiliary unit. The split-phase motor can be
regarded as the combination of a single-phase motor and three-phase generator. It
accepts the auxiliary winding of the main transformer single-phase power and clefts
into three-phase power to supply the auxiliary unit [2].

As shown in Fig. 1, the split-phase motor itself is only outputting one of the
three-phase voltages, the other two phases are supplying by transformer auxiliary
winding directly. And we can also think that the transformer auxiliary winding
single-phase voltage as the line voltage of three-phase voltage between A and B
phase. From Fig. 1, we can see that the stator winding W1 and W2 of split-phase
motor not only act as an electric winding but also act as a power generator winding.
Though embedded stator winding in the split-phase motor stator side as the
asymmetric way, the split-phase motor output voltage finally will be unbalanced
with the change of the electric locomotive operating conditions.

Second, the two phase voltages of the auxiliary power supply system based on
split-phase motor are provided by the auxiliary unit of main transformer directly.
Because of the grid voltage is unstable and the fluctuation range is −24 to +20 %
(19–30 kV), so the output voltage of the split-phase motor is unstable.

Fig. 1 Internal structure and principle diagram of the split-phase motor
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2.2 Auxiliary Power Supply System Based on Static
Converter

Static converter is using the current mainstream AC-DC-AC power conversion. The
output of the auxiliary winding of the main transformer is supplied to the auxiliary
system.Auxiliary converter introducesmodern power electronic power transformation.
It has a higher automation and its output ismore controllable andmore stable comparing
with the power supply scheme of split-phase motor. The auxiliary converter is com-
posed of a front stage rectifier and a back stage inverter, which is shown in Fig. 2.

The main idea of auxiliary converter is rectified the output AC of the main
transformer auxiliary winding to DC signal, and then convert it to AC to supply for
auxiliary system. It makes the whole auxiliary system controllable and stable. The
auxiliary converter can assignment and management load according to different
auxiliary winding types. It avoids the current impact on auxiliary power supply
system with sudden load in soft start mode.

The auxiliary unit of the inverter scheme is three-phase 50 Hz, 380 V power
supply. We choose the voltage type inverter that the inverse coefficient can reach
0.78 in theory. But in the actual engineering, considering the loss and the efficiency,
the inverter coefficient is calculated according to 0.7. According to the three-phase
output voltage effective value 380 V, inverter coefficient 0.7, we determine that the
DC bus voltage is 540 V, which is a classic engineering value.

The task of the rectifier is to rectify the AC output of the auxiliary windings with
the power electronic device to a stable 540 V DC voltage. At present, there are two
main types of rectifier. One is phase-controlled rectifier that uses thyristor as a
switch device. The other is the PWM rectifier scheme which relies on IGBT as a
switching device. In general, these two schemes have advantages and disadvantages

Fig. 2 Auxiliary converter structure block diagram
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in the practical application. The following will be a comparative analysis of these
two schemes.

3 Phase-Controlled Rectifier Scheme

3.1 Basic Principle of Phase-Controlled Rectifier Circuit

The phase-controlled rectifier scheme uses a single phase bridge half controlled
rectifier circuit topology, as shown in Fig. 3. The rectifier circuit contains two
thyristor (K1, K2), and two diode (D1, D2), square wave reactor (L), and the DC
side support capacity (Cd). It can control the output DC voltage by controlling the
turn-on angle of a. We will not introduce the circuit principle since it is
uncomplicated.

In the practical application, we give K1, K2 suitable trigger pulse to achieve the
control of the main circuit of the whole phase-controlled system. The trigger pulse
has the following two characteristics. First, the frequency of the trigger pulse is the
same as the input voltage frequency of the system. Second, the zero phase reference
point of the trigger pulse is the zero crossing of the input voltage. At present, the
most popular use of integrated trigger chip KJ009 for pulse transmission.

In the ideal situation, the average value of the system is:

Uo ¼ 1
p

Zp
a

ffiffiffi
2

p
Uin sin xtð Þd xtð Þ ¼ 0:9Uin

1þ cos a
2

ð1:1Þ

The formula (1.1) shows that, the output voltage of the system with control angle
is nonlinear, the variation range of the control angle is 0*PI. If we want output

AC794V

K1 D1

K2 D2

Cd

L

Fig. 3 Principle of phase-controlled rectifier scheme
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voltage is 540 V DC, the input voltage effective value shall not be less than 600 V.
Considering the net voltage fluctuation, the output of the auxiliary winding is not
less than 600 V, that is, the rated output of the auxiliary winding shall not be less
than 600/74 % = 790 V.

3.2 Phase-Controlled Rectifier Scheme Control Strategy

In order to make the output voltage stable and controllable, the double closed-loop
control is introduced. The control block diagram is shown in Fig. 4. The voltage
loop is for stabilizing the output voltage, and the current of control system does not
exceed the current threshold. The difference DU between reference signal Uref and
the actual system output voltage Uo is regulated by the PI regulator formation of the
phase angle reference signal a. It comes into being phase shift angle a0 after the
current inner loop. At the same time, the phase locked (PLL) circuit samples and
follows the output synchronization signal of frequency and phase position of the
input voltage. Finally, it will be sent into PWM generator with a0. Then the PWM
generator will output driving pulse. After controlled by the phase-controlled rec-
tifier scheme control strategy, the output voltage of the system can fluctuate around
the set value in a certain range.

3.3 Simulation of Single-Phase Controlled Rectification
Circuit

We designs the phase controlled rectifier circuit of the SS4B type auxiliary con-
verter according to the theoretical analysis and practical requirement. And we

Fig. 4 Phase-controlled rectifier scheme control strategy
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simulate this circuit with simulink. The simulink model is shown in Fig. 5 which
encapsulate some of the sub modules.

The model of KJ009, which is used to control the thyristor control, is built up by
us. The main task of KJ009 in the system is to control the generation of the thyristor
pulse and the synchronization with the input voltage. It is the core device of
rectifying system, and it has achieved the control of the output voltage. The internal
structure of KJ009 is shown in Fig. 6.

When the system starts, the instantaneous charge current of the supporting
capacity at both ends of the DC bus will exceed current limit without any measure
of hard start. The large current will instantly breakdown of the main circuit com-
ponents. To avoid the components being broken down, we have taken some
measures. First, series connect a charging resistor (RG) for pre charge for bus
capacitor in the end of the bus. Second, the soft start mode is adopted for the
rectifying system. At the beginning of the start, the setting value of DC voltage is
raised with a certain rake ratio, and then it achieves the expected set value within a
certain period of time and maintain.

In this model, the function of the control charging sub module is to do the access
control of the charging resistance. When we start the system, the charging resistor
L1 and the flat wave reactor RG will be series connected to the circuit. When the
bus voltage exceeds 70 % of the setting value, the control charging module controls
the short circuit S1 action, and the charging resistance RG is shorted.
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Fig. 5 Phase controlled rectifier Simulink simulation model
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Four seconds after the system start, when the DC voltage being stable, will be
loading the load with soft start mode. It will load the load with soft start at the
moment of 5th second and finish loading until 13th second, while the load is 30 A.
The model uses programmable power supply considering the network voltage
fluctuation in the range of 19–30 kV. In 0–18 s, the source voltage is 604 V, while
the corresponding grid voltage is 19 kV. From 18th second, the voltage amplitude
of the grid is increased by 0.1 times of the positive slope. Until 24th second, the
grid voltage will reach at 30 kV, and it will hold this value till 30th second.
Rectifier output and input voltage waveforms are shown in Fig. 7. It can be seen
that when the pre charge resistance is short, the DC voltage will be fluctuations, but
it does not constitute a voltage impact on the system. The output voltage of the
rectifier system is stable and reliable despite of the fluctuation of load and grid
voltage, and the ripple voltage is less than 10 V.

Because the modulation frequency of phase controlled rectifier has the same
frequency with the input voltage, the input current waveform after loading and
harmonic analysis are shown in Fig. 8.
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Fig. 6 Internal structure of KJ009 simulation model
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4 PWM Rectifier

4.1 Basic Principle of PWM Rectifier Circuit [3]

Recent years, PWM rectifier circuit has developed a high level of technology with a
input and high speed, etc. It also can transmit the energy bidirectionally. We use
IGBT as the switching device. It has a higher switching frequency, lower loss and
higher power integration compared with the thyristor.

The main function of the PWM rectifying circuit and the phase-controlled rec-
tifying circuit are the same, they both can achieve stable DC output under the
condition of net voltage fluctuation, and ensure the normal operation of auxiliary
inverter. Compared with the phase-controlled rectifier circuit constituted by
Semiconductor Controlled Rectifier (SCR), the PWM rectifier has some outstanding
advantages. The net side current contains very few harmonics, and the input side
current is approximately sinusoidal. And it is achievable that the input power factor
close to 1 by certain control. The two obviously superior characteristics of the
PWM rectifier circuit comparing with the phase-controlled rectifier make it to be the
main trend of the current AC/DC circuit.

Circuit structure and equivalent circuit diagram of single-phase PWM rectifier
circuit is shown in Fig. 9. The conversion of the electric energy is accomplished by
the H-bridge which is composed by four IGBT. From the structure, it can be seen as
a single phase inverter and an AC side reactor L. The main role of L is filtering and
storing energy. We detect the voltage real-time across the L to achieve the control
of PWM rectifier. It needs to parallel a support capacitor on the DC side of voltage
type PWM rectifier to ensure the DC bus voltage stable. If the current transmit from
left to right, the circuit is rectifier circuit. On the other hand, it’s inverter circuit, so
this circuit topology can achieve two-way transmission of electric energy. In fact,
from the relationship between the input current and the input voltage of PWM
rectifier, the PWM rectifier can work in any quadrant, and therefore PWM rectifier
is also called as the four quadrant converter.

Neglecting the input side resistance, the input vector Eq. (3.1) of the PWM
rectifier is established.

Fig. 9 Circuit structure and equivalent circuit diagram of PWM rectifier circuit
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Us
�! ¼ jxLIL

!þUab
�! ð3:1Þ

According to the equivalent circuit and vector equation set, when the input side
AC power supply US and AC side inductor are certain, the size and phase of iL can
be controlled by controlling the Uab. And then it can control the transmission power
and power factor of the converter are controlled. The basic mathematical model and
its analysis have been described in detail in the relevant literature. It is needed to
explain that the PWM rectifier is a boost circuit, and the DC side voltage cannot be
too low. If the input voltage is lower than the peak voltage of AC side, the Uab will
not be able to get enough fundamental voltage and cannot achieve effective control.
So the limit control of US is shown in Eq. (3.2).

USj j � Udcffiffiffi
2

p ð3:2Þ

The output voltage of the DC side is 540 V, and the input side voltage shall not
exceed 380 V. Considering the fluctuation of the grid voltage, the input voltage of
PWM rectifier will not exceed 380 V. If we use the PWM rectifier, the rated output
voltage of the auxiliary winding shall be 320 V.

4.2 The Control Strategy of PWM Rectifier Circuit

We identify two control objectives by analyzing the principle of the PWM rectifier.
One is the output stable adjustable DC voltage, the other is to ensure that the input
current harmonic content is small and the input high [4, 5].

Control mode of PWM rectifier circuit is divided into direct and indirect current
control which determined by whether the input current is directly involved in the
control [6]. Method in this paper since it has the advantages of fast system dynamic
response and strong current following to the insensitive change of system param-
eters. The control strategy is shown in Fig. 10.

This is a typical double closed loop control strategy with stable and realizable
which inner loop is the voltage loop and outer loop is current loop. We detect the
DC voltage to compare with the reference voltage to get voltage error signal ev. It
will be the input signal of outer loop controller G1, then this output signal as the
scalar given signal I�L of AC side current. AC side input voltage minus U�

L can be
obtained the modulation signal U�

ab. The modulation signal input to the SPWM
generation module to generate a driving signal for the inverter. It is the control
strategy of the whole system and the physical meaning of the signal.

By analyzing the principle above, as long as we control the size and the fun-
damental phase of the Uab, the input side current can be controlled, so that the input
side power factor can be adjusted between 0 and 1.
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4.3 Simulation of Single-Phase PWM Rectifier Circuit

Based on the previous analysis, a single-phase PWM rectifier circuit is built under
the simulink module of the MATLAB software. It is shown in Fig. 11.

The sub function modules have been packaged. The external parameters and the
charging method are basically the same as the principle of the phase control circuit,
which is not repeated. PWM rectifier input and output voltage is shown in Fig. 12.

Fig. 10 The control strategy of PWM rectifier
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Under the situation of the grid voltage change and load, the voltages are able to
achieve stable output, the ripple is less than 10 V.

The harmonic analysis of the network side current of the PWM rectifier is shown
in Fig. 13. It can be seen that the harmonic content of the PWM rectifier is sig-
nificantly decreased compared with the phase-controlled rectifier.

5 Comparison and Analysis of Two Sets
of Rectification Schemes

Through the modeling of two sets of rectifier, we compare and analysis with the two
rectification schemes based on the actual situation of the SS4B electric locomotive.

At the technical level, the technology of phase-controlled rectifier is relatively
simpler and more mature. The control system with KJ009 as the core is simpler and
has a lower cost. While the control system of PWM rectifier scheme is more
complex, it must use DSP or other programmable logic device to meet the
requirements. And PWM rectifier is a boost rectifier device, once controlled
improperly, DC side voltage will be higher than the AC side voltage many times.
Therefore, the technical cost and control complexity of the PWM rectifier are
relatively higher.

From the view of energy, the forced filtering of the DC side flat wave reactor
makes the power factor of phase-controlled rectification being very low due to its
own characteristics. And the power factor of the system is very low.
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Fig. 12 The input and output voltage waveform of PWM rectifier circuit
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The power utilization efficiency of PWM rectifier is higher. The power factor is
close to 1. It can be automatically adjusted according to different operating con-
ditions, which is obviously better than the phase-controlled rectifier.

The input current of the PWM is nearly sine wave with lower harmonic content
and less affected on grid through the impact on power grid and the whole trans-
mission system. The phase-controlled rectifier scheme injects a lot odd harmonics
to the power grid, and there is a large reactive current. Although it is effectual to
improve the current quality by using a certain compensation device, but if use too
much, it will make the grid disorders [7].

The actual situation is that the two programs are used for the auxiliary power
supply system of SS4B type electric locomotive. They need the auxiliary winding
to supply power. But the rated power supply voltage of the original auxiliary power
supply winding is 397 V. And it is not suitable for the phase control and PWM
rectification scheme to use double pancake winding parallel winding. So it is
necessary to re-design the winding for PWM rectifier. For phase-controlled rectifier
scheme, the rated output voltage shall not be less than 790 V by changing the
parallel connection to series connection of the double pancake winding of original
auxiliary winding. The rated voltage of the auxiliary winding is doubled while the
rated current is halved, so the output power of the whole winding is constant. The
wiring is shown in Fig. 14.

According to the transformed diagram, we can see that this kind of transfor-
mation is of less work and easy to implement. And it is still feasible to resume it as
a split-phase motor for the auxiliary system again. All we should do is just change
the external winding connection mode.
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Fig. 13 Input current, voltage waveform and current harmonic analysis of PWM rectifier
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6 Conclusion

By comparison with two kinds of rectification schemes, we choose the
phase-controlled rectifier as the first stage rectifier of the SS4B electric locomotive
auxiliary converter. Because the number of SS4B type electric locomotive used in
the transformation is very small. Therefore, the inverter can improve the benignant
effect on the power grid by using a certain compensation device. Although the
PWM rectifier circuit is used as the final rectifier, the excellent performance of the
PWM rectifier circuit is very considerable. It has become the current electric
locomotive traction and auxiliary power supply converter mainstream program.
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An Improved Multi-Kernel Estimation
Method for Vehicle Localization

Wenjie Lu, Liangwei Jiang, Min Wang and Qing Ma

Abstract Vehicle localization is one of the key functions in Intelligent Vehicles
(IVs). Localization result is usually provided by the combination of GPS data and
additional sensors, which are able to improve the localization precision. In this
paper, a monocular camera and map database help vehicle localization, aiming to
enhancing the localization performance. To this end, map-based road lane markings
are constructed according to open source map. Then, vision-based markings and
map-based markings are fused to obtain the improved vehicle fix, using an
improved Multi-Kernel Estimation (MKE) method. The results using real data show
that our method leads to an obvious improvement in vehicle localization accuracy.

Keywords Vehicle localization � Multi-Kernel estimation (MKE) � Map
database � Road lane marking
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1 Introduction

Vehicle localization plays a critical role in Intelligent Transportation System
(ITS) because it is the prior task for higher level operations, such as traffic flow
control [1] and vehicle network communication [2]. A state-of-the-art on vehicle
localization methods is summarized in [3].

Map-matching algorithm is a frequently used method in localization with the
development of digital maps. Normally, the trajectories of vehicles are restricted in
the road area. Hence, a digital map of the road network is used to constraint the
navigation solution of the in-car navigation system. This process is known as map
matching [4], and is detailed in the following subsections: geometric approaches
[5], Topological approaches [6], probabilistic methods [6] and advanced
algorithms.

Map-matching algorithms associate the positioning data from GPS sensors with
Geographic Information Systems (GIS). By means of this process, it is possible to
identify the current road section on which the host vehicle is traveling, and redefine
the position of the host vehicle on the identified road section. The purpose of a
map-matching method is to enhance the localization performance, and in advance to
improve navigation function of ITS. In the following the state-of-the-art related to
map-matching approaches are classified into the categories: geometric approaches,
topological techniques, probabilistic methods, and advanced algorithms [7].

One branch of advanced method is road lane marking based methods. Road
marking based localization approaches Publications as [8] on this direction utilize
high-accuracy digital maps, including the precise positions of the markings. In [8], a
transformation vector between vision space and map space are derived according to
the features of traffic signs (i.e. markings and pedestrian crossings) captured via
camera, which helps to adjust vehicle location. High-accuracy digital maps help to
improve localization results. However, such maps are specially customized, which
is time-consuming to fabricate and range-limited. In [9], a map of lane marking
features is built. Vehicle localization is implemented using this map and vision
based marking features.

A lane marking based vehicle localization method is proposed in this paper,
using map database, low-cost GPS and camera to adjust rough position signals.
The thinking is to extract and fit vision-based and map-based markings to optimize
vehicle position in real time. The road segments are estimated using multi-criterion
estimation, the map-based lane markings of current state are then determined from
an open source map database. After that, vehicle location is estimated according to
integrating both vision-based lane markings and map-based lane markings, using an
improved multi-kernel estimation method.
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2 Road Matching

In this section, the map database is at first reconfigured from a “node-way”
topology to a “lane marking” topology. Then the current lane is selected according
to multi-criterion. Thus the map-based lane markings are derived.

A. Map reconfiguration

A “lane marking” map topology is constructed. Different from the construction of
lane marking based maps using External Kalman Filter (EKF) in [10], an open
source database, called Open Street Maps (OSM) is introduced to create map
topology. At first, the map organization composed of “nodes” and “ways” is
derived from map data. Then the “node-way” topology is reconfigured to a serial of
“road segments”. The “segments” are transformed to “cells”. A cell represents a
direct road lane in highway environment, and thus the left and right boundaries are
road markings of the lane. Therefore, a “lane marking” topology is achieved. The
transmissions from “way” and “node” to “segment” and “cell” are depicted as
Fig. 1.

As shown in Fig. 1, a “segment” is a line segment of a poly-line “way”, and a
“cell” is a single lane in a “segment”. The left and right cell boundaries of a cell (red
lines in Fig. 1) are exactly lane markings.

Table 1 enumerates all the specific conditions met in the transmission from way
to segment. Specifically, the width of link road (e.g. trunk link road and motorway
link road in Table 1) is unable to be determined by only the OSM map. Because the
straight link roads own a width of 3.5 m, while the width of roundabout link roads
is 5 m. Therefore, a strategy to judge a relative straight link road or a roundabout is

required. To this end, an average derivative cell slope �_k
way
i of the ith way is defined,

which represents the slope variation degree of a way. A threshold Thk is set to
differentiate these two link roads, and thus the road width is determined.

Fig. 1 Map reconfiguration
to “lane marking” topology
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B. Lane selection

The lane markings need to be selected in the constructed lane marking topology. It
is possible that lane selection algorithm based on multi-criterion is implemented. At
first, the current segment is estimated according to a criterion of the linear distance
in ENU space between the rover and segment candidates. Then the current cell is
determined by several criteria derived from vision based lane detection and filtered
GPS positions. Considering that the left and right boundaries of current cell are
exactly the lane markings of current lane, thus when the current cell is determined,
the map-based lane markings are derived.

3 Marking Based Vehicle Localization

The method is to match the two different kinds of lane markings in Bird’s Eye View
(BEV) space, in order to help improve vehicle localization. One marking source
comes from vision based lane marking detection, which has been accomplished in
[10], the other comes from map database. At first, map based markings in BEV
space are detected. Two parts are included in the marking of BEV space, one part
includes the left and right lane markings of current cell, and the other owns the lane
markings of the corresponding cell in the next segment. Then both the vision based
markings and the map based markings are compared and fitted in BEV space, using
an improved MKE. The 2D transformation matrix between these two sources is
able to adjust vehicle position filtered from raw GPS.

A. Vehicle localization

Figure 2 shows the vehicle localization procedure. On one hand, when the
current “cell” is selected in lane selection part, the markings of current cell and the
cell in front are projected to BEV space, as shown the black lines in Fig. 2.
Markings of a cell are a pair of paralleled lines in map topology, so the map-based

Table 1 Relationship from OSM road type to lane number and lane width

“Node-way” topology “Marking” topology

Highway value Lane value Oneway value Lane number Lane width (m)

Trunk_link 1 Yes 1 3.5/5

Motorway_link 1 Yes 1 3.5/5

Motorway_link 2 Yes 2 3.5

Motorway 3 Yes 3 3.5

Motorway 4 Yes 4 3.5

Trunk 1 Yes 1 3.5

Trunk 2 Yes 2 3.5

Trunk 3 Yes 3 3.5

Primary 2 No/yes 1 3.5

Primary 2 Yes 2 3.5
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markings are combination of several straight lines. The sets of left and right
marking pixels are denoted as Sl;ipm and Sr;ipm respectively. On the other hand,
vision-based lane markings are represented as the form of quadratic model
ðc�i ; d�i ; e�i Þ; i ¼ l; r from previous work, as shown the gray curves in Fig. 2.

The translation from ðc�i ; d�i ; e�i Þ; i ¼ l; r to Sl;ipm and Sr;ipm can be regarded as the
relative rigid transformation from rough GPS positioning to positions according to
map information.

However, it is difficult to compute a translation matrix from a model
(vision-based markings) to a set of pixels (map-based markings). The idea is to at
first estimate the translation from the set of pixels to the marking model. The
required matrix is then derived using inverse matrix transform.

A translation matrix from map-based markings to vision-based lane markings is
estimated according to an improved MKE method. The translation matrix is defined
as TlocðMxloc;MhlocÞ, where Mxloc is lateral displacement, and Mhloc is vehicle
rotation. A multi-kernel based descriptor Gpðc�i ; d�i ; e�i ; x; yÞ, is introduced to
describe the “distance” between a single pixel on a map-based marking and a
vision-based marking model. The optimized lateral displacement Mx�loc and rotation
Mh�loc are optimized according to Gpðc�i ; d�i ; e�i ; x; yÞ as

ðDx�loc;Dh�locÞ ¼ argmaxDxloc;Dhloc
X
i¼l;r

X
ðx;yÞ2Si;tra

Gpðc�i ; d�i ; e�i ; x; yÞ
2
4

3
5;

where

Si;tra ¼ fðx; yÞjðx; y; 1Þ ¼ ðx0; y0; 1Þ � Tloc; ðx0; y0Þ 2 Si;ipmg:

Translated markings through TlocðMx�loc;Mh�locÞ are marked as dashed lines in
Fig. 2. The inverse matrix T�1

loc ðMx�loc;Mh�locÞ is the translation of lane marking based

Fig. 2 Vehicle localization procedure
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vehicle localization, from raw vehicle position ðx̂ipm;k; ŷipm;kÞ to the adjusted vehicle
fix ðx0ipm;k; y0ipm;kÞ. So ðx0ipm;k; y0ipm;kÞ is computed as

ðx0ipm;k; y0ipm;k; 1Þ ¼ ðx̂ipm;k; ŷipm;k; 1Þ � T�1
loc ðMx�loc;Mh�locÞ:

Therefore, the marking based localized position is ðx0enu;k; y0enu;kÞ, translating

x0ipm;k; y
0
ipm;k

� �
from BEV space to ENU space.

B. Improved Multi-Kernel Estimation

The original MKE process is called Statistical Hough Transform (SHT) [11]. The
parameters are modeled as multi-kernel density, and the candidates are found by
comparing the probability of different line parameters. The basic descriptor of this
algorithm is the similarity between an image pixel ðxbevi ; ybevi Þ and the model
c; d; eð Þ, presented as

Gpi c; d; e; x
bev
i ; ybevi

� � ¼ Z þ1

�1
Kori
x xbevi

� �
Kori
y ybevi

� �
dy; ð1Þ

where,

Kori
y ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p roriy

� �2r exp � y� ybevi

� �2
2 roriy

� �2
0
B@

1
CA; ð2Þ

Kori
x ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p rorix

� �2q exp � cþ dyþ ey2 � xbevi

� �2
2 rorix

� �2
 !

: ð3Þ

In Eq. (1), Gauss-Hermite quadrature method [12] is employed to compute the
numerical solution of Gpi. However, the computation time of this method can be
improved. So the original method is modified to represent better real-time
performance.

At first, the kernels Kori
y and Kori

x in Eqs. (2) and Eq. (3) are simplified using
triangle model, represented as

Ktri
x ¼

0; x 2 ð�1;�2rorix þ xi�
1

2rorix

ffiffiffiffiffiffiffiffiffi
2prorix

p � ðx� xiÞþ 1ffiffiffiffiffiffiffiffiffi
2prorix

p ; x 2 ð�2rorix þ xi; xi�
� 1

2rorix

ffiffiffiffiffiffiffiffiffi
2prorix

p � ðx� xiÞþ 1ffiffiffiffiffiffiffiffiffi
2prorix

p ; x 2 ðxi; 2rorix þ xi�
0; x 2 ð2rorix þ xi; þ1�

8>>>><
>>>>:

;
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Ktri
y ¼

0; y 2 ð�1;�2roriy þ yi�
1

2roriy

ffiffiffiffiffiffiffiffiffi
2proriy

p � ðy� yiÞþ 1ffiffiffiffiffiffiffiffiffi
2proriy

p ; y 2 ð�2roriy þ yi; yi�
� 1

2roriy

ffiffiffiffiffiffiffiffiffi
2proriy

p � ðy� yiÞþ 1ffiffiffiffiffiffiffiffiffi
2proriy

p ; y 2 ðyi; 2roriy þ yi�
0; y 2 ð2roriy þ yi; þ1�

8>>>><
>>>>:

;

where rorix and roriy are the variance of original Gaussian kernel, x ¼ cþ dyþ ey2.

This modification is able to simplify the calculation of Gpi xbevi ; ybevi

� �
.

In summary, the original MKE is enhanced in order to purchase a real-time
ability. Three modifications are implemented: looking-up table to approximate
kernels, discretizing Gpi xbevi ; ybevi

� �
to simplify computation, and limiting the range

of pmke d; eð Þ to reduce calculation time.

4 Results

The proposed method was evaluated with real data obtained by an experimental
vehicle on highway roads. The experimental vehicle is equipped with a monocular
pinch hole camera, a low-cost GPS receiver, and a high-cost RTK-GPS receiver.
The camera is mounted in front and at the central part of the vehicle, capturing the
road features ahead of the rover. The camera height is 1.2 m with respect to the road
surface. The GPSs are located on top of the vehicle roof, the low-cost GPS is used
to produce rough vehicle positions, while the RTK-GPS one is considered as the
ground truth vehicle position for result verifying. The two GPSs are mounted
outside the vehicle, to ensure strong connection with satellites.

The first step in vehicle localization is lane selection stage, which determines
which lane the vehicle is in within multi-lane road sections. Figure 3 shows the
result of lane selection in a stretch of the road. In our algorithm, 6 different states are
considered in a maximum 3-lane road section, which are 1 lane, right lane of 2-lane,
left lane of 2-lane, right lane of 3-lane, middle lane of 3-lane and left lane of 3-lane.
These states are depicted on the y-axis of Fig. 3. The original state, represented as
blue lines, is the lane section state by the original GPS positions. Red lines are the
filtered lane states after our lane selection stage. The green lines are the benchmark
in this scenario, which are defined manually. The accuracy of original state is
54.1 %, while the accuracy of our algorithm is 87.7 % in this scenario.

The error curve of the localization result is shown in Fig. 4. Blue curve is the
error of rough GPS position, and the localization result using MKE method is the
red curve. In 95.6 % of the frames, the localization result has smaller error than
rough coordinates. A localization result with more than 3 m’s error is caused by
several reasons. For instance, at frames around 2700 and frames around 2950, a bad
lane marking is detected because of the heavy traffic, which affects the MKE
localization. During these wrong lane detections, the marking confidences support
the results, because a number of traffic vehicle bodies are regarded as lane marking
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“signatures” in image processing. At frame 3200–3300, a false lane state is pro-
duced in the lane selection stage, the vision based lane markings are fitted with the
lane marking of a wrong road lane, so the localization errors increase. At frame
3300–3500, the MKE based vehicle localization method works without problems,
but the error at this part is around 2 m. This is caused by inaccurate road location of
OSM.

The statistics are listed in Table 2. The MAE is reduced from 3.96 m to 1.10 m
after the MKE localization. The errors are greatly reduced by our algorithm, which
represents that our localization method is able to adjust the rough vehicle position,
using open source database and camera vision.

Fig. 3 Lane selection results

Fig. 4 Error of localization results
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5 Conclusion

This paper proposes a marking feature based vehicle localization using low-cost
GPS, monocular camera and open source map. Our method makes use of
multi-criterion confidences to infer potential errors, and in advance, to enhance the
vehicle localization. At first, the vision-based lane marking models are obtained.
Meanwhile, the map-based lane markings of current state are derived from map
databases. Both lane marking sources are fused together to implement vehicle
localization, using an improved MKE method.The results show that a clear
improvement in localization accuracy is achieved by our method.
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The Calculation Method with Grubbs Test
for Real-Time Saturation Flow Rate
at Signalized Intersection

Weiming Luo, Yang Wu, Jianhua Yuan and Wenjie Lu

Abstract In order to provide accurate and real time method for the calculation of
saturation flow rate at signalized intersection, by the analysis of the motion law of
traffic and the composition of the queue, this paper proposes that it should to
eliminate the data which more probability contains outlier data and exclude the
outliers in the rest of the measured headway. Finally, the saturated headway and
saturation flow rate are calculated. The effectiveness of the proposed approach is
verified through an example.

Keywords Signalized intersection � Real-time saturation flow rate � Saturated
headway and Grubbs test method

1 Introduction

After the United States, the number of vehicles in china is second in the world
by the statistics of the Ministry of Public Security. The growing number of
cars leads to plenty of stress to urban transport system, people makes for
enhanced demand on the reliability and controllability of the city traffic sys-
tem. As an important parameter of the traffic signal control, Traffic capacity
measures the traffic dispersion capability. The capacity of different urban road
is different [1]. Yang et al. reviewed the relative results of signalized inter-
section capacity [2] and proposed the saturation flow rate method is the main
method in calculating signal intersection traffic capacity.
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Saturation flow rate at signalized intersection is an important parameter of the
calculation of traffic capacity with the saturation flow rate method [3]. Saturation
flow rate can usually be calculating by modeling or measured.
The calculation methods of the model need to be corrected by the various fac-
tors that influence saturation flow rate, these factors are hard to be quantified or
measured [4]. Therefore, in application of actual engineering, saturation flow rate
is calculated by actual measurements of the headway. The method measures the
headway of the standard car, which is usually defined as the time that elapses
between consecutive vehicles when vehicles in a queue start crossing the stop line
or any other reference line at a signalized intersection. To avoid the influence of
green loss time, after the light turns green, it should delete the data of forward cars
of queue. The saturation flow rate is the reciprocal of the average queue discharge
headway times 3600 [5]. The coil detector is one of the widely used traffic
detector. It is sensitive, tunable, adaptable and low price. The single coil detector
can only measure the vehicles arrival and the time of cars through a coil. But this
data cannot distinguish vehicle types without the speed.

In this paper, a headway preprocessing method based Grubbs test is proposed,
preprocessing the measured data can eliminate the influence of median and large
vehicles. The method provides support for the calculation of the traffic capacity and
the design of signal timing scheme at signalized intersection.

2 The Motion Law of Traffic and the Composition
of Queue at Signalized Intersection

The cars in China are classified into three types: small (passenger car), median and
big vehicle [6], Table 1 lists the criteria of the classification. In this study, the big
vehicle refers primarily to buses.

The movement law of traffic flow at the intersection is analyzed under the
circumstances of unknown vehicle type. When the light turns green, with the first
five cars of queue to cross the stop line, the rest of the queue form saturated traf-
fic flow with a relatively constant speed. The difference of headway with the same
type is relatively small. With different vehicle types, the difference of headway is
relatively big.

On the basis of classic statistics, the probability of the three vehicle types in the
queue is equal. It means that when the number of cars tends to infinity, the prob-
ability of each type is 1/3. Therefore, the number of passenger car accounted for
one-third.

Table 1 Vehicle
classification at signalized
intersections

Parameters Vehicle type

Small Median Big

Length (m) <6.0 6.0–9.0 6.0–12.0

Weight (t) <4.0 4.0–11.0 11.0–16.0
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The composition of the queue in each period has three cases. First of all, traffic
flow composed by passenger cars. The velocity of saturated traffic flow is a con-
stant value, so the difference of headways is small. Secondly, three types of vehicles
form the stream of cars, the difference of headways is big, because the length of
cars is different. Finally, traffic is composed of median and big vehicle. The dif-
ference between measured headways and the saturation headway is too large, so all
of the data should be rejected. Therefore, the Accuracy of real-time saturation flow
rate is hardly assured by calculating with samples of one single cycle.
Suppose the number of cycles tends to infinity, the probability of the three cases is
equal to 1/3. In this paper, the calculation of real-time saturation flow rate based
on actual observations of headways of multiple periods.

3 The Motion Law of Traffic and the Composition
of Queue at Signalized Intersection

In order to estimate the real-time saturation flow rate at signalized intersection, the
traditional saturation flow rate is determined by the queue discharge headway as
follows

S ¼ 3600
ts

ð1Þ

where, S is the saturation flow rate (veh/h); ts is the queue discharge headways
(s) which are defined as the time intervals between two successive vehicles passing
a stop line or any predetermined reference line at the signalized intersections.

Akçelik et al. [7] defined the queue discharge headway ts as a function of the
response of drivers during the queue

ts ¼ td þ l
v

ð2Þ

where, td is the response of driver; l is the space length of a car in the queue; v is the
speed of the queue. Because of complex environments of traffic and roads, the
driver response td is difficult to be measured. The difference of vehicle length
caused the discrepancy of the space length of the cars in queue
discharge. Equation (2) is difficult to apply to practical engineering. The measured
headway is a random variable under the influence of driver response, road condi-
tions, or to other factors like weather. Therefore, the average of measured queue
discharge headways is used as saturation flow rate in engineering applied fields

�ts ¼ 1
n

Xn
i¼1

tsi ð3Þ
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where, �ts is the average of measured queue discharge headways; tsi; i ¼ 1; 2. . .; n is
the measured queue discharge headway of the ith car in the queue. When n ! 1,�ts
is equal to the saturated headway ts.

Thus, Eq. (1) can be rewritten as

S ¼ 3600
�ts

ð4Þ

4 The Calculation of the Saturated Headway
with Grubbs Test

In this paper, Grubbs test is used to exclude outlier, because of the method is suit to
small sample size problem. Suppose the actual saturated headway, the observation
target, is a constant ts. The measured data include the random noise such as traffic,
road conditions, weather, driver psychological, etc. [8]. Suppose the statistical
distribution of the random noise is normal distribution. Noise time series can be
written as wi �N 0; r2ð Þ. The measured data model equal the observation target
added random noise time series [9].

tsi ¼ ts þwi;wi �N 0; r2
� � ð5Þ

where, tsi is the ith measured queue discharge headway; ts is the actual saturated
headway; wi is white noise with mean 0 and variance 1, i ¼ 1; 2. . .; n.

The mean and variance of the measured data can be expressed as

�ts ¼ 1
n

Xn
i¼1

tsi ð6Þ

�s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn
i¼1

tsi ��tsð Þ2
s

ð7Þ

Constructed the discrimination statistic Gi

Gi ¼ max1� i� n tsi ��tsj j
�s

ð8Þ

Equation (8) can be transformed into t-distribution with the freedom (n − 2)

Giffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 1� G2

ið Þ= n� 2ð Þ
p � tai n� 2ð Þ ð9Þ
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where, a is the test levels. Then, the critical value Gai which is used for determining
the outlier can be expressed as

Gai ¼ tai
ffiffiffiffiffiffiffiffiffiffiffi
n� 1

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 2� t2ai

p ð10Þ

If Gi [Gai, in other words, when P Gi [Gaið Þ ¼ a, the sample tsi is an
abnormal value. Then, tsi is rejected, the number of samples minus 1. Repeat
above-mentioned process until Gi\Gai, i ¼ 1; 2. . .; n1; n1 � n.

Chen et al. [10] proposed that Grubbs test was the best in various test methods of
the abnormal value when the ratio of the outlier under 10 %. However, the delay
time of vehicle starting and the different of the vehicle type infects the calculation of
headway by the actual measurement, these causes the queue discharge headways
are bigger than the actual saturated headway. In the queue, the number of median
and big vehicle is likely to above 10 % according to above-mentioned analysis
results. The radio of outlier in the measured headways is too large which can lead a
high result about the estimate of the variance. But, the critical value G is under-
estimate which can cause the false negative or even the test is failure. To solve this
problem, it is supposed to reduce the influence of the outlier on the estimate of the
variance by rejecting a portion of the data which contain a significant number of
abnormal values.

The probability of small vehicle type in the queue discharge can be expressed as

Psmall ¼ 1
3
; n ! 1 ð11Þ

where, Psmall is the probability of small vehicle type in the queue. n is the number of
cars in the queue.

When the light turns green, it is reasonable to suppose the velocity of traffic flow
is a constant according to the motion law of the queue discharge at signalized
intersection. Because of the queue discharge headways of small cars is rela-
tively small, the measured samples of one period can be sorted from small to large.
Then, the first third of the sorted samples are selected for the specified outlier test by
Grubbs test.

When the number of period tends to infinity, the probability of traffic flow at
signalized intersection composed by passenger cars is equal to 1/3. The probability
can be expressed as

P1 ¼ 1
3
; m ! 1 ð12Þ

where, P1 is the probability of traffic flow at signalized intersection composed by
passenger cars. m is the number of period. The processed data of m periods should
be merged for sorting from small to large. After data preprocessing, the first third of
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the samples are selected for calculate the mean which is the saturated headway at
signalized intersection.

The calculate process of the method can be expressed as:

1. t js ¼ t js 1ð Þ; t js 2ð Þ; . . .; t js nð Þ� �
is the measured headway of the jth period,

j ¼ 1; 2. . .;m.
2. t js is sorted from small to large. Then, the first third of the sorted samples are

selected into �t js , j ¼ 1; 2. . .;m.
3. Grubbs test is used for excluding the outlier of �t js , the processed data is stored in

X.
4. Repeat from step 1 to step 3 with m period, the processed data of each period is

stored in X.
5. Repeat from step 2 to step 3 with the data in X.
6. Calculating the saturated headway and real-time saturation flow rate.

5 Comparison of Saturation Flow Rate Estimations

To verify the effectiveness of the proposed method, comparison on the calculation
of the saturation flow rate using the traditional way and the new one. The measured
data is surveyed at the signalized intersections of Dachi Road and Qianrong Road in
Wuxi. Dachi Road and Qianrong Road are important section of urban road in Wuxi.
There is much more traffic on the roads between 4:30 p.m. and 5:30 p.m. Traffic
data are collected by video cameras and remote analyzed in the laboratory for the
accuracy and recycling. Table 2 lists the saturation flow rates based on different
methods by using the measured data of 75 periods. Where, the m is 5.

The saturation flow rates are computed using traditional method and the pro-
posed method. It can be found that the computed saturation flow rates based on the
new method are higher than the values computed by Eq. (4). The interval of the
saturated time headways are computed using the method based Grubbs test is [1.80,
2.10] s. The upper limit of the interval is less than the minimum value of headway
computed by the traditional method. The saturation flow rates are computed by the
proposed method, which are bigger than the saturation flow rates are computed
using traditional method, are between 1714 and 2000 pcu/h. The standard devia-
tions indicate that the pretreated headways are distributed evenly. The calculated
results show that the traditional method of the calculation of the saturation flow rate
is influenced by vehicle types and underestimate the saturation flow rate. The new
method based Grubbs test, which is more accurate, can exclude the impacts of
median and big vehicles.
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6 Conclusion

A new calculation method based Grubbs test of the saturation flow rate at signalized
Intersection has been demonstrated and experimentally validated. On the basis of
the analysis of the motion law of traffic and the composition of the queue, pre-
processing the measured data of multiple periods and eliminating the data which is
more probability contains outlier data. Grubbs test is used for excluding the outlier
of pre-processed data. The proposed method solved the problem which because of
the radio of outlier is too large which lead a high result about the estimate of the
variance and the critical value G was underestimate which can cause the false
negative or even the test is failure. The method can eliminate the influence of
median and large vehicles.
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Traffic Optimization Design
and Simulation Evaluation
of Isolated Intersection

Muting Ma, Xiaodong Ma, Yichi Yang and Fengchun Han

Abstract Scientific optimization design of isolated intersection, which as the key
point of city arterial road, is of great significance to improve traffic capability. The
core intersection on the arterial road in Shenyang was selected as research object.
Based on traffic parameter investigation and delay evaluation of intersection status,
bus station settings, traffic organization and signal control were optimized and the
optimization effect was simulated. The results show that intersection saturation and
queue length decrease, while traffic flow average speed increase, further, vehicle
average delay is reduced from 60 to 25 s, while intersection level of service is
raised from E to C. The optimization effect is obvious and perfect. It suggests that
the optimization design of intersection can actually not only reduce the traffic delay,
improve the level of service, but also ensure city arterial road being safe and
smooth.

Keywords Intersection � Traffic optimization � Traffic delay � Level of service �
Traffic simulation

1 Introduction

Isolated intersection in traffic management has an important role in regulating
vehicle operation, assigning road resources, easing the traffic congestion and
keeping traffic safe. The traffic operation of isolated intersection is of great com-
plexity, which involves signal control, traffic organization and road condition set-
tings. Appropriate regulation of traffic flow and coordination of intersection
operation have a huge influence on easing traffic delay status.

Given the success of research and development of traffic control systems such as
TRANSYT [1], SCOOT [2] and SCATS [3], research on traffic control are
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becoming more and more intensive. Yang and Yagar [4] optimized traffic volume
distribution and signal timing model based on saturated traffic network. Sen and
Head [5] optimized the delay, stop numbers and queue length of signal intersection
on the basis of real-time purpose algorithm. Steven [6] evaluated three disadvan-
tages of adaptive signal control algorithm in isolated intersection. Stevanovic et al.
[7] optimized four basic signal timing parameter and vehicle priority control pattern
VISSIM-based. Robert and Alexander [8] evaluated three conditions about disad-
vantage effect of over-saturated intersection condition on adaptive signal control
system. Zhai [9] analyzed and designed the traffic actuated signal control method.
Li [10] optimized the city traffic actuated signal control parameter. Wang et al. [11]
established the non-linear model of signal timing parameter based on genetic
algorithm in isolated intersection. Sun and Xu [12] Synchro-optimized the signal
timing status in isolated intersection. He et al. [13] established the dynamic signal
timing model under every conditions of traffic flow arriving characteristic in iso-
lated intersection. Fu and Zhao [14] compared BRT bus station settings based on
average bus delays.

The core intersection on the arterial road in Shenyang was selected as research
object and its traffic parameter status was investigated. Accordingly, intersection
delay status was evaluated, and then optimization scheme, which involves bus
station settings, traffic organization optimization, actuated signal timing and phase
design, was discussed, and subsequently the optimization scheme was simulated
and contrasted by VISSIM software, and finally the feasibility of it was verified.

2 Data Collection

The data used in this study came from the intersection of Jianshe Road and Xinghua
Street in Tiexi District, Shenyang. Jianshe Road is two-way eight-lane and Xinghua
Street is two-way ten-lane. Both of them are arterial roads. The intersection status is
shown in Fig. 1. The data were collected from 7:00 to 9:00 a.m., Monday to
Sunday, August 17 to 23, 2015. The weather was fine. Intersection signal timing
parameters, traffic volume, speed, queue length, bus route and vehicle delay data
were collected and extracted by video cameras set in every direction corner of the
intersection.

3 Intersection Status Analysis and Evaluation

3.1 Status Analysis

The intersection of Jianshe Road and Xinghua Street lies in business and recre-
ational area. The volume of traffic and people flow through the intersection, with
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frequent traffic congestion, is huge and the delay status is severe. The causes of
delay states as follows:

1. A huge amount of buses with high departure frequency stop at the bus station,
which is non-bus-bay aside the road, being 50 m away from East exit lane. Due
to the long waiting time and occupancy on lanes of buses and passengers, social
vehicles cannot go through smoothly and have to change their lanes at low
speed.

2. Due to the huge amount of vehicles that come straight from West entrance lane
and turn right from South entrance lane flowing into the narrow East exit lane
together, vehicles at low speed often congest in the intersection.

3. The huge number of vehicles that turn left from East entrance lane, without
exclusive left turn phase, stop at the intersection waiting for chance to turn left.

4. Vehicles in the South-North phase, hindered from non-evacuated vehicles in the
East-West phase, cannot flow through the intersection. A large amount of
vehicles delay in the intersection, status of which is in a mess.

Fig. 1 The intersection status

Traffic Optimization Design and Simulation … 139



Intersection traffic parameter status data is shown in Table 1.
Two signal phases, East-West and South-North phase, which are fixed signal

timing, control the intersection. Intersection signal timing status data is shown in
Table 2.

3.2 Status Evaluation

The intersection traffic operation status in the morning rush is saturated, status
evaluation data is shown in Table 3.

In summary, intersection traffic organization pattern, bus station settings and
signal phases are not appropriate, saturation is high, queue length and average delay
is long, and the level of service is low.

Table 1 Intersection traffic parameter data

7:00–9:00 a.m. Jianshe road

Intersection direction West East

Entrance lane Straight Right Left Straight Right

Vehicle volume (veh/h) 1500 150 450 1200 150

Vehicle speed (km/h) 12 14 10 13 15

Pedestrian volume (p/h) 900 600

Bus frequency (veh/h) 60 – – 60 –

7:00–9:00 a.m. Xinghua street

Intersection direction South North

Entrance lane Straight Right Straight Right

Vehicle volume (veh/h) 1050 300 900 90

Vehicle speed (km/h) 15 10 16 18

Pedestrian volume (p/h) 300 450

Bus frequency (veh/h) 30 90 60 –

Table 2 Intersection signal
timing data

7:00–9:00 a.m. Jianshe road Xinghua street

Intersection direction West East South North

Signal cycle (s) 120

Signal phase First phase Second phase

Green time (s) 60 40

Flow ratio 0.49 0.31

Green time ratio 0.50 0.33

Saturation 0.98 0.94
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4 Intersection Simulation

4.1 Intersection Simulation Scheme

4.1.1 Bus Station Adjustment

The original bus station was closed to East exit lane and inflows and outflows of
passengers were time consuming, therefore, occupying the road resource and hin-
dering vehicles flowing through the intersection. Bus-bay stations aside the road are
set 100 m away from West entrance lane for buses passing through and 100 m
away from South entrance lane for buses turning right.

4.1.2 Traffic Organization Optimization

East exit lane was often in congestion under the influence of itself narrow lanes and
only one bus station that all the buses converge. Only one exclusive left turn lane
and left turn waiting zone are set at the East and West entrance lane and exclusive
left turn phase is set. Road axis is shifting one lane from West entrance lane to West
exit lane to ensure normal East to West traffic. The pavements are shared by
pedestrians and bicycles, purpose of which is to advocate slow traffic system.
Traffic organization optimization is shown in Fig. 2.

Table 3 Intersection status
evaluation data

7:00–9:00 a.m. Jianshe road

Intersection
direction

West East

Entrance lane Straight Right Left Straight Right

Queue length (m) 85 50 96 70 55

Average delay (s) 70 45 82 50 48

Level of service E D F D D

7:00–9:00 a.m. Xinghua street

Intersection
direction

South North

Entrance lane Straight Right Straight Right

Queue
length (m)

87 108 65 45

Average
delay (s)

60 88 54 40

Level of service E F D D

Total level of
service

E
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4.1.3 Signal Control Optimization

Original inappropriate signal phase, inflexible signal timing scheme and long signal
cycle intensified the intersection delay. Signal cycle and phase and timing scheme
are re-designed based on intersection traffic flow status. The signal phase is shown
in Fig. 3.

The optimal signal cycle [15] computes as follow:

Fig. 2 Traffic organization optimization

Fig. 3 The signal phase
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C ¼ ð1:4þKÞ � Lþ 6
1� Y

ð1Þ

where C is optimal signal cycle (s); L is phase loss time (s); Y is the sum of key
phases’ flow ratio; K is stop compensation factor, and K is equal to 0 in order to
make delay minimum.

Actuated signal timing parameter data is shown in Table 4.

4.2 Simulation Evaluation

The original intersection control pattern is compared with the optimization of bus
station, traffic organization and signal control by the simulation software VISSIM
5.4. Three different random seeds are selected for simulation, each of which takes
3600 s. Three phases VAP actuated signal control detectors are 40 m away from
entrance lanes. The exclusive left turn lane and pavement are set for route choice.
Expected speed distribution is from 5 to 30 km/h. The bus-bay stations aside the
road are 100 m away from entrance lane. Average 30 passengers are carried by each
bus, departure interval time of which is from 5 to 10 min and average waiting time
of which is 20 s. Data collection point and queue count detector are 10 m away
from each entrance lane. Data collection interval time is 120 s. Simulation opti-
mization evaluation data is shown in Table 5.

In summary, it can be obviously found that intersection saturation is reduced
from 0.98 to 0.88, average speed is raised from 14 to 19 km/h, queue length is
reduced from 73 to 47 m, and average delay is reduced from 60 to 25 s. Level of
service of each entrance lane is improved and intersection level of service is raised
from E to C. Intersection operation status is improved obviously. It suggests that the
optimization scheme is feasible.

Table 4 Actuated signal timing parameter data

Optimal signal cycle (s) 110

Saturation 0.88

Key phase First phase Second phase Third phase

Shortest effective green time (s) 24 16 13

Optimal effective green time (s) 39 33 24

Longest effective green time (s) 50 46 32

Unit extension green time (s) 10 10 7
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5 Conclusions

Based on the selected core intersection in Shenyang, intersection traffic operation
status parameter are analyzed, delay status and its reason are simulated, and the
optimization of bus station, traffic organization and signal control is designed. The
simulation result shows that intersection saturation and queue length and average
delay decrease, while traffic flow average speed increase and level of service of
each entrance lane and the whole intersection is improved. It can be concluded the
optimization scheme is appropriate and feasible.
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Characteristics of Intelligent
Transportation Development in Cities

Qiu Rui

Abstract With rapid urbanization, environmental pressure on urban resources and
ecological degradation, the government’s public management and public demand
generated the “Smart City” concept. The Smart City: to log into the “intelligent
transport cloud” platform with a mobile phone before going out, query bus arrival
information, taxi location information, the location of parking and real-time traffic
information and other comprehensive traffic information, to say goodbye to “traffic
jam city” [1]. facilitated by intelligent transportation and satellite navigation sys-
tems integrated into the communication network, information communicated and
exchanged among satellites, the ground receiving station, the terminal equipment
and smart devices in people’s hands. Smart city’s application prospects bring
opportunities for Beidou satellite navigation system which was independently
developed by China. The Chief Engineer of the North Satellite Navigation System,
researcher Sun Jiadong, is full of hope for the compass: “The Beidou Navigation
Satellite System will not only play a role in the sky, but on the ground it will also
apply more applications to benefit people.” Transportation security, traffic con-
gestion and the reduction of environmental pollution will be greatly aided by
Intelligent Transportation Technology (ITS). Intelligent Transportation Technology
(ITS) in the Smart City optimizes the traffic infrastructure.
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1 The Current Situation of Intelligent Transportation
Technology in Smart Cities in Different Countries

1.1 Current Situation of Intelligent Transportation
in Smart Cities in Some Asian Countries

1. Laos—ASEAN’s first big dipper CORS station went into operation, on August
22, 2013, it was the first Beidou continuous operation reference station built in
an ASEAN country, which can provide a model for agriculture and forestry
management, etc. It not only meets the requirements of the high precision
positioning in land surveys, agriculture, forestry management and other aspects
of high precision positioning, but it also provides highly accurate service
capabilities to promote the use of space-time monitoring and early warning
systems for agriculture in Laos. It also plays an important role in the fields of
agriculture, forestry, urban planning, transportation and land management.

2. Cambodia—“Cambodia’s Beidou continuous operation reference station system
construction and police positioning demonstration of the application” [2] system
held a successful opening ceremony in Phnom Penh, Cambodia. Kampuchea
police management demonstration applications, including police patrol man-
agement based on location services, emergency police mobilization, police
officers and police officers to locate evidence and comprehensive management
and other content, to help the Kampuchea police to grasp real-time, accurate
information on the location of police resources, reasonable dispatch, rapid
deployment, improve the efficiency of local police work.

3. Thailand—through the terminal, demonstration system can track the running
path of the Beidou navigation vehicle clearly, measuring the positioning accu-
racy from 3 to 5 cm, the speed accuracy reached 0.2 m/s, real-time navigation
services to reach 0.5 m level, while the previous precision in 10 m.

4. Pakistan—Karachi City, Pakistan City, the establishment of 5 benchmark sta-
tions and a processing center, in urban planning, land survey, land management,
environmental monitoring, disaster prevention and reduction, traffic monitoring
and other modern information management.

5. Burma—Beidou receiver used in agriculture and land management. In 2014,
Myanmar’s state department of agriculture announced publicly that they want to
purchase high precision global satellite navigation and positioning system
receiver. Chinese company won the 520 sets of Beidou/GPS dual-mode satellite
navigation receiver real-time dynamic difference [3]. These instrument will be
used to collect agricultural data, valuate land and manage land, etc.

6. Brunei—based on the Beidou location services to promote urban construction,
in the satellite navigation chip technology, terminal products, value-added ser-
vices development and system integration and other fields of cooperation, to
provide services to meet the needs of local navigation and location-based ser-
vices products, foster local value-added services in Brunei to protect the
long-term sustainable development based on the Beidou navigation and
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location-based services, in order to bring better navigation services and more
employment opportunities.

1.2 Current Situations of Smart Cities in the United States,
Canada, Australia, the UK

1. The United States: in terms of the development of traffic information, the
U. S. Department of transportation enacts laws and regulations, administered by
the deputy director and the departments responsible for information resource
management. The chief executive of the Department of transportation is
responsible for the work of the entire Department of transportation related to
government information. The Information Resource Management Manual
DIRMM (Department), which is used to support the unified planning of infor-
mation resources in the protocol of the Department of Transportation, was
issued in 1989. The handbook has strong authority and legal standing and it has
a positive effect on the realization of the information object.

2. Canada: Canada’s government believes in the sustainable development of the
national railway, the international maritime transport, the trans continental air
service system, the management of the transportation infrastructure, and the
business management of the transport infrastructure. In order to maintain and
strengthen the transport system in Canada and enhance the quality of life of
Canadian people, transport policy provides a framework for the development of
the 3 elements of sustainable transport: social, economic and environmental, to
provide the carrier and infrastructure to meet the business opportunities, inno-
vation and competition.

3. Australia: Australian Transport and Regional Services (DoTRS) takes the most
important information on transportation to develop an online action plan that
businesses access through the network to optimize logistics. Transportation and
Regional Services for Australia’s mission is to provide a better transport system
to help the government achieve its policy objectives in transport and regional
services, and to provide policy recommendations to the cabinet ministers and
meetings. It also provides administrative management, research, regulations,
investigations, security, grants and service territory [4].

4. UK: in the second half of 1996, the British government launched the “Electronic
Government” program in which companies can use the latest information
technology to obtain government services. Electronic Government makes full
use of Internet and other new electronic technology, to provide enterprises with
taxes, changing business licenses, consultative policy and access to all types of
government information. The British government is ready to invest 38 billion
pounds in the next 10 years to build the information superhighway, encourage
enterprises to vigorously carry out global electronic commerce activities and the
development of online trade.
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2 Intelligent Traffic in the Smart City with Chinese
Characteristics

2.1 In August 2014, the National Development
and Reform Commission

The Ministry of Industry and eight other ministries jointly promote the healthy
development of the Smart City. The mission is to manage the construction of traffic
guidance, travel information services, public transport, integrated passenger trans-
port hubs, integrated coordination of command and control and other intelligence
systems. The program uses the Beidou navigation satellite ground system in the
development of differential traffic information and value-added services. This is
actually intended to promote the Beidou navigation system in the application of
intelligent traffic. “Planning for the Beidou satellite navigation system in the
expansion of public applications also has a high priority: focusing on promoting the
satellite navigation and smart phone terminal standard configuration as well as
promoting its social services, travel, smart city and aiding vulnerable groups to
promote the development of mass applications.” The development of intelligent
traffic in big cities is within the purview of urban intelligent transportation. Beijing
and Guangzhou are leading the way. The 4 major types of ITS systems were
initially built: road traffic control, public traffic command and scheduling, highway
management, emergency management, and about 30 subsystems, which are scat-
tered in various traffic management and operation departments [5]. At present, the
road network of Beijing city has formed a circular and radial road network over
several decades. The urban population density has maintained at a constant of about
27,000 people per square kilometer, but the urban population is growing, popula-
tion flow is continuous, and the construction of intelligent transportation systems
has become the only way for the sustainable development of traffic in Beijing.

1. Beijing During the 2008 Beijing Olympics: The Olympic route and Olympic
venues around the traffic signal will be 120. In addition, it also has a compre-
hensive traffic monitoring system, which includes three subsystems, such as
video surveillance and traffic flow detection. At the same time, in the Olympic
Games venues and surrounding areas and associated road building, there are 80
television monitoring points, 15 sets of traffic incident detection systems and 80
sets of video systems.

2. Guangzhou, as one of the first round of intelligent transportation demonstration
cities in China, has constructed intelligent transportation systems, including the
Guangzhou city traffic information sharing main platform, the logistics infor-
mation platform, the static traffic management system and other intelligent
transportation systems. The common information platform has begun to take
shape, realizing the connection of the network system, the network planning
system, the taxi management platform, the network ticketing system, the 96900
call center and other subsystems. Guangzhou City’s transportation infrastructure
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construction has made great progress, but because of the economic conditions,
geographical location and environmental constraints, the road traffic network
construction will encounter difficulty to meet the needs of transportation growth
in the future. The demands of the intelligent transportation system in Guangzhou
city are not only to meet the requirements of Guangzhou city development and
traffic development, but also to meet the requirements of the Asian Games in
2010.

2.2 The Future Development of Urban Intelligent
Transportation According to the Country’s Future
Development Plan, the Construction of an Urban
Intelligent Transportation System Will Continue
to Develop

First of all, we will promote the construction of the traffic information service
platform, provide a traffic information query, traffic guidance and other services. In
more than 200 cities the goal is to develop an urban intelligent control signal system
and the formation of intelligent traffic control systems; in more than 100 cities to
promote the construction of public transport areas and the corresponding systems,
increase the construction and application of electronic ticketing. In light of devel-
oping urban traffic obstacles, the integrated information platform of urban traffic,
global positioning and vehicle navigation systems, the city’s comprehensive
emergency system will usher in greater development opportunities [6]. Overall, the
trend of the urban intelligent transportation system will be an integrated,
multi-sector driven development model. As the urban intelligent transportation
system will involve the key stakeholders, public security traffic management, public
traffic management, urban construction, communications and other related depart-
ments, the future development of the urban intelligent transportation process is
necessarily related to traffic and public security as the main driver of the process.

3 Development Status and Trend
of Vehicle Terminal Market

1. The development of the vehicle terminal market in Europe and the United
States: the ITS application statistics, the GPS based road guidance vehicle
navigation system has become the largest ITS user market, and occupied 29 %
of all ITS users

At present, the domestic sales of vehicle GPS is divided into simple positioning,
anti-theft and scheduling functions of basic model GPS, static navigation type GPS
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and real-time communication type GPS3. The growth of the basic GPS markets is
slow, in contrast, the static navigation GPS market development is rapid, and
navigation GPS is gradually becoming the mainstream of China’s GPS market.

2. Prospects of China automotive terminal market and development trends

(a) with the increase of the amount of private cars in China and the change of
use, the resulting market capacity of the Beidou satellite vehicle system has
continued to grow. According to statistics, at present, China’s private car
market has more than 2.5 million, even at only 20 % of the allocation ratio,
there is a 5 million market capacity. In the future, when the Beidou satellite
is further improved, the Beidou satellite system will have broad
applications.

(b) with the rapid development of RFID technology, the vehicle with the RFID
tag device or RFID tag card will provide great convenience for a driver
related to parking fees, highway fees. The further improvement of infras-
tructure and supporting facilities will also greatly promote the future
development of the intelligent vehicle terminal. In the future, the technology
and equipment of the new vehicle will be developed and applied. In the next
few years, with the full realization of the Beidou satellite system, 4G
technology and other wireless communication technologies, the vehicle will
become a driving control system in and of itself. Vehicles will be integrated
into a unified vehicle information and communication apparatus that will
play an important role in the development of future intelligent transportation
system.

4 The Development Trend of Road Traffic
Intelligent Systems

4.1 Electronic Toll Collection (ETC) Market

The toll free system (ETC) is a kind of electronic automatic toll collection for dry
roads, bridges and tunnels. According to the Bayes Advisory launched in 2007,
China’s Intelligent Transportation Market Research and development forecast
2008–2012 Research Report, the highway related communication monitoring and
charging system investment increased from 4.1 billion yuan in 2001 to 14.6 billion
yuan in 2007. In the Ministry of communications, “the long-term scientific and
technological development plan (2006–2020)” [7] the highway and waterway
transportation, the highway network toll and parking fees will be two important
points of focus. Along with the increase of highway construction, the demand of
communications, the monitoring and charging systems of highways will be
expanded.
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4.2 The Development Trend of Road Traffic Intelligence

The demand of the highway toll free (ETC) system will increase year to year.
Although there is already a considerable part of the highway to build up regarding
the parking fee system, there is still a big gap between the comprehensive con-
struction and application. In the future, it will be a problem to be considered in the
process of further development of ETC. Another trend in the development of road
traffic intelligence is the road traffic video surveillance system. It includes the
electronic police law enforcement and penalty system, vehicle speed detection
system, vehicle traffic monitoring system, intelligent multimedia network license
plate recognition and the urban comprehensive emergency system, etc. From a
single GPS application to multi-system compatible applications, from the appli-
cation of navigation and mobile communications, the internet and other applications
to change; from the end of the application oriented products and services to change,
the national satellite navigation industries long-term development plan (hereinafter
referred to as planning) clearly pointed out this trend. The Beidou navigation
system will be widely used in urban transportation, communications, power,
finance, meteorology and hydrology monitoring. And in these applications is the
important content of the construction of the “smart city”.

The Beidou satellite navigation system aids urban traffic, logistics, unmanned
and other applications in the field of application prospects. According to the Wuhan
Institute of Smart Cities Vice President Wang Fan, car networking will use the
Beidou navigation system and positioning function. “The so-called ‘car network-
ing’, is the people, the car and the road as realized by the internet.” “Information
technology is used to build up a ‘wisdom of the brain’, that is, the traffic control
center, the information on people, vehicles and the road, so as to provide people
with traffic advice.”
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An Appointment Scheduling Method
for China’s Driving License Exam Using
Network Flow Modelling

Yongqiang Bao, Huiying Xu and Chenlu Qiu

Abstract In this work, we consider the appointment scheduling problem for
China’s driver licenses exam with session capacity constraints. It is modelled as a
maximum flow problem solved by Edmonds-Karp algorithm. A more general case
with appointment priorities is also considered as a minimum cost flow problem
solved by Busacker-Gowan algorithm. Experimental comparison of proposed
approaches with conventional used sorting and dispatch method is given, showing
the improvement of resource utilization for proposed approaches.

Keywords Bipartite � Maximum flow � Minimum cost maximum flow

1 Introduction

Automobile ownership in China has increased greatly since 2000. Consequently,
the demand for driving license exam soars, especially in urban areas with large
population and limited exam sites. Previously, government officers handle each
driving test appointment on a walk-in basis: driver license applicant needs to make
an appointment at local Department of Motor Vehicles (DMV); no examination
resources exchange and sharing exists between different DMVs. The result is high
appointment cost and exam site congestion. With the rapid development of internet
technology, offering an online appointment service becomes the focus of con-
struction for traffic management administrative department.

Appointment scheduling is one core component of online appointment service
system. An effective scheduling scheme can go a long way toward improving
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Fig. 1 Toy example of Appointment Scheduling

resource utilization and increasing applicants’ satisfaction. Let us call each time slot
at each exam site as an exam session. Assume that each applicants can choose
multiple sessions (upper bounded by some limit specified by administrative
departments), which is a valid and reasonable assumption in practice. Conventional
used sorting and dispatch method simply sorts each applicant by their IDs (generated
according to their appointment time or some other priority rules), and then sequen-
tially dispatch exam session to the applicant from all available sessions. The result is
the congestion of popular exam sites and the vacancy of infrequently selected exam
sites (shown in Fig. 1), often in rural areas. Apparently, intelligent scheduling is
needed to make the examination resources more evenly distributed, which in turn
benefits people as more applicants can get allocated. We model the appointment
scheduling problem as a network flow problem [1]. The main idea is modelling each
applicant and exam session as a vertex in a weighted digraph and adding one source
vertex and one sink vertex (as shown in Fig. 2, see details in Sect. 2). By maximizing
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the network flow from the source to the sink, we obtain a scheduling which could
assign the maximum number of applicants to exam sessions under current capacity
constraint. More general cases when applicants may have priorities according to
administrative rules, or applicants may have own preference on their selections, are
also considered as a minimum cost flow problem [1].

The paper is organized as follows. Section 1.1 gives preliminaries on graph and
network flow. Section 2 gives problem description. Appointment scheduling based
on network flow modelling is then developed in Sect. 3. Experimental results are
presented in Sect. 4. Conclusions is given in Sect. 5.

To the limit of our knowledge, this is the first work studying appointment
scheduling for China’s driving license exam.

1.1 Preliminaries on Graph and Network Flow [2, 3]

A graph G ¼ ðV ;EÞ is a collection of vertices joined by edges. It comprises a set V
of vertices together with a set E of edges, each of which connect two vertices. An
undirected graph is a graph in which edges have no orientation. A directed graph, or
digraph for abbreviation, is a graph in which edges have orientations. A weighted
graph, also called network, is a graph in which a number (the weight) is assigned to
each edge. Such weights represent costs, lengths, or capacities. A bipartite graph is
a graph where vertices can be divided into two sets V1 and V2 such that no edge
connects the vertices in the same group.

 1  1  1  1 
 1  1 

 1 1 1  1 
 1 

 1 
 1 

 1  1  1  1  1 

 2  2  2 

s

x1 x2 x3 x4x5 x6

y1 y2 y3

t

Fig. 2 Network flow modelling of Fig. 1a
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In graph theory, a network flow is a directed graph where each edge has a capacity
and each edge receives a flow. The amount of flow on an edge cannot exceed the
capacity of the edge. The amount offlow into a node equals the amount offlow out of
it, unless it is a source,which has only outgoingflow, or sink,which has only incoming
flow.Anetwork can be used tomodelfluids in pipes, currents in an electrical circuit, or
anything similar in which something travels through a network of vertices.

2 Problem Description

Let us call each time slot at each exam site as an exam session. Suppose we have m
applicants xi; i ¼ 1; 2; . . .;m and n exam sessions yj; j ¼ 1; 2; . . .; n with session
capacity cj. Each applicant xi can select at most K exam sessions, where K is a
parameter specified by DMV or other administrative departments. Figure 1a shows
a toy example where we have 6 applicants and 3 exam session. Each applicant
selects 2 exam sessions and each session has a capacity 2. Figure 1b shows the
appointment scheduling given by conventionally used sorting and dispatch method.
Applicant 1 and 2 is allocated to session 1, applicant 3 and 4 is allocated to session
2, while applicant 5 and 6 can not get allocated because the congestion of session 1
and 2. Session 3 is vacant even though is has a capacity 2. Figure 1c shows another
scheduling which can successfully assign exam sessions to all applicants, noticing
that applicant 1 and 2 also select session 3. For appointment scheduling with small
amount applicants and sessions like the toy example shown in Fig. 1a, intelligent
scheduling can be found by human brain through carefully observation and cal-
culation. However, for the situation with large amount applicants and sessions,
which is the case in practice, some scheduling algorithm is needed.

3 Appointment Scheduling Using
Network Flow Modelling

Note that Fig. 1a constitutes a bipartite graph where V1 ¼ fx1; x2; . . .; x6g and
V2 ¼ fy1; y2; y3g. Inspire by Maximum Bipartite Matching (MBP), the appointment
scheduling problem in Fig. 1a can bemodelled as a network flow problemwith vertex
capacities as shown in Fig. 2 [1–3]. Each applicant and exam session is modeled as a
vertex in a weighted digraph. One source vertex s and one sink vertex t are added. The
edges pointing from the applicant to the exam session represents the choice made by
the applicants, each ofwhich hasweight 1.We add edges from source to all applicants,
and from all exam sessions to sink. The weight for the edges directing from the source
to each applicant is 1. Theweight for the edges directing from exam session to the sink
equals session capacity. We should mention that it is different fromMBP because the
capacity of each session is not 1. Instead of sorting and dispatch which is straight-
forward but poor performing, we model it as maximum flow problem that maximizes

158 Y. Bao et al.



the networkflow from the source s and the sink t, which in turn,maximizes the number
of applicants who can get assigned to exam.

The Ford–Fulkerson method [3] is an algorithm that computes the maximum
flow in a flow network. The idea is as follows: as long as there is a path from the
source to the sink, with available capacity on all edges in the path, we send flow
along one of the paths. Then we find another path, and so on. A path with available
capacity is called an augmenting path. The Edmonds–Karp algorithm [4] is an
implementation of the Ford–Fulkerson method, where the augmenting path is
defined as a shortest path that has available capacity. In this work, we apply the
Edmonds–Karp algorithm to solve the maximum flow problem for driving test
exam appointment scheduling. It computes the maximum flow, or equivalently the
maximum number of allocated applicants, in OðVE2Þ time, where V is the number
of total applicants and E is the number of appointments.

3.1 Extensions

In practice, applicants would have different priorities according to administrative
rules. Or, they may have own preference over their selections. These can be
modeled as a minimum cost maximum flow problem where each edge has capacity
and cost associated. The objective is to find the maximum flow that has minimum
cost. This problem combines maximum flow (getting as much flow as possible from
the source to the sink) with shortest path (reaching from the source to the sink with
minimum cost). For example, if there are priorities over the applicants’ appoint-
ments, we could set the cost of the edge directing from the source s to each
applicant proportional to its priority precedence, i.e. use small cost for applicant
with high priority, and use large cost for applicant with low priority. If the appli-
cants have preference over their selections, we could set the cost of the edge
pointing from the applicant to its selection proportional to the preference prece-
dence, i.e. use the smallest cost for the first choice, use the the second smallest cost
for the second choice, and so on. The costs for the edges directing from exam
sessions to the sink t are always same. In this work, we solve minimum cost
maximum flow problem by Busacker-Gowan algorithm [5].

4 Experimental Results

We compare our proposed methods, appointment scheduling by maximum flow
(MF) and appointment scheduling by minimum cost maximum flow (MCMF),
against the sorting and dispatch method (S&D), which first sorts applicants and then
sequentially dispatch exam session to the applicant from all available sessions.

In all experiments, we have m applicants, x1; x2; . . .; xm, and n exam sessions,
y1; y2; . . .; yn. Every applicant, xi, has made ki choices with ki � 1 and n� ki, i.e.,
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every applicant chose ki sessions randomly from y1; y2; . . .; yn. Every session, yi,
has a capacity of ci � 1. We use ki ¼ K, ci ¼ c being constants for simplicity. Let
C :¼ n� c denote the total capacity of all exam sessions.

For sorting and dispatch method, we use the subscript i, as the appointment order
of xi, i.e., xi makes an appointment before xiþ 1.

4.1 Appointment Scheduling with No Priority: A Maximum
Flow Problem

Figure 3a shows the comparison of proposed scheduling method by MF with
conventionally used S&D method. In Fig. 3a, the x-axis plots the number of
applicants and the y-axis plots the number the applicants who can be assigned to an
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Fig. 3 Appointment scheduling without and with priorities. Here, n is number of exam sessions, c
is capacity of each session, and C is total capacity. From top to bottom, n ¼ 5; 10; 30
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exam session. Recall that m is the number of applicants, n is the number of exam
sessions and C is the capacity of all sessions. Obviously, MF scheduling generally
allocates more applicants than S&D method. For example, in Fig. 3a when
m ¼ 800, n ¼ 20 and C ¼ 800, MF allocates about 60 more applicants than S&D,
which gives an improvement of 7 % for resource utilization.

4.2 Appointment Scheduling with Priorities: A Minimum
Cost Maximum Flow Problem

In this experiment, we consider the case where each applicant has appointment priorities.
We generate applicants’ appointment priorities uniformly at random from 1 to 3. Let the
cost of the edge from the source to each applicant equals to the appointment priority, and
let the cost of all other edges being 1. Figure 3b shows the comparison of MCMF with
S&D method. As can be seen from Fig. 3b, MCMF makes significant improvement
than S&D method for appointment scheduling with priorities. For example, in Fig. 3b
when m ¼ 800, n ¼ 20 and C ¼ 800, MCMF allocates about 400 more applicants
than S&D, which gives an improvement of 50 % for resource utilization.

5 Conclusion

This work studies the appointment scheduling problem for China’s driving license
exam using network flow modeling. We model it as a maximum flow problem solved
by Edmonds-Karp algorithm. A more general case with priorities is modeled as a
minimum cost flow problem solved by Busacker-Gowan algorithm. Experimental
results show the great improvement of proposed scheduling method on resource uti-
lization, indicating that it could significantly increase applicants’ satisfaction, reduce
exam sites congestion, and improve the utilization of resources effectively.
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Integration Design of Highway Traffic
Safety Networked Control System

Yongqiang Bao, Huiying Xu and Chenlu Qiu

Abstract Aimed at solving China’s main problems in highway traffic management
and security services, we design and construct ministerial, provincial and prefec-
tural highway traffic safety active prevention and control platform. Aggregation,
analysis, exchanging and sharing of the cross regional highway traffic safety
information and resources, and the real-time early warning on the effect of traffic
emergencies are achieved. The construction of highway traffic safety active pre-
vention and control platform will setup rapid and efficient traffic command system,
establish new service mechanism, improve the capacity and performance level of
traffic police, regulate road traffic order, and effectively prevent and reduce road
traffic accidents.

Keywords Highway � Traffic safety � Networking and integrated control

1 Introduction

In recent years, with the rapid increasement of China’s highway mileage, motor vehicle
and driver quantities, traffic safety situation becomes increasingly severe, especially for
unexpected traffic incidents, such as blizzard and snowstorm. Cross regional, cross road
network, and cross sectoral emergency command are still facing many difficulties and
problems. In order to prevent and reduce traffic accidents, it is urgent to strengthen the
application of information technology and advanced equipment to improve the effec-
tiveness and efficiency of highway traffic safety management.
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Major problems of traffic management and security services in China’s highway
network include: (1) the lack of information exchange and resource sharing seri-
ously affects the traffic control response speed and processing efficiency; (2) the
lack of effective means to identify and evaluate overall traffic safety risk delays
early warning and response to traffic emergencies; (3) the lack of intelligent control
means and the intervention technology results in unsatisfactory highway network
traffic flow science organization and control ability; and (4) the dispersion of
management rights and confliction of obligations makes it difficult to form highway
traffic safety management and control force. In order to solve these problems, a
national highway traffic safety networked and control platform is constructed which
effectively improves the national highway traffic safety management capability.

2 Highway Traffic Safety Active Prevention and Control
Platform

In order to realize the aggregation, analysis, exchanging and sharing of cross
regional highway traffic safety information and resources, to provide real-time early
waring on area overall traffic safety situation and unexpected incidences, we design
and construct traffic safety active prevention and control platform. It is a
multi-system integrated platform, which consists of road traffic safety information
integration system, multi-scale traffic safety risk assessment and alarm system, wide
range traffic flow intervention and control system, police command and guard
control system, traffic safety comprehensive service system and some other related
systems. The platform functional architecture is shown in Fig. 1.

Fig. 1 Platform functional architecture
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2.1 Road Traffic Safety Information Integration System

Through the establishment of the traffic safety information system based on GIS-T,
the traffic safety information integration system, and a cross platform service
workflow system are constructed. It consists of two subsystems: traffic safety data
access and security management system and cross platform traffic safety informa-
tion interoperability system.

2.2 Multi-scale Traffic Safety Risk Assessment System

Utilizing traffic safety risk analysis technology, we identify and evaluate vehicle
violations risk, illegal vehicles impaction on surrounding vehicles, road accidents
risk, road congestion risk and many other factors affecting high way traffic safety by
applying multi-source data fusion technology and dynamic comprehensive evalu-
ation technology. This system includes the following:

• Vehicle traffic safety risk assessment and early warning
• Road traffic safety risk assessment and early warning
• Regional road traffic safety risk assessment and early warning
• Multi-scale traffic safety risk assessment and early warning.

2.3 Wide Range Traffic Flow Intervention System

Based on highway traffic flow characteristics for national holidays, emergen-
cies, as well as bad weather conditions, we developed road traffic flow active
intervention system and speed control system to realize the scientific traffic orga-
nization and control. Intelligent control of massive cross regional traffic flow is
realized. The system mainly include: massive cross regional and cross road network
traffic flow induced cooperative control, speed control, wide range traffic organi-
zation and intervention evaluation scheme.

2.4 Police Command and Guard Control System

Through the study of police resources distribution and dynamic optimization, we
developed police command and guard control system. It solves the problems of
highway traffic management rights dispersion and obligations confliction. It helps to
build unified highway traffic safety control force. Police command and control
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system includes police command and control service, recording service, traf-
fic analysis and statistics, traffic safety active preventing and control, agency services,
database services, etc.

2.5 Traffic Safety Comprehensive Service System

We developed Internet based comprehensive traffic safety service system. Information
push service is provided sending announcement for traffic flow conditions, weather
conditions, traffic incidents, traffic congestion, emergencies and secondary accidents, etc.
Mobile application softwares are also developed for mobile phones, onboard equipment,
and roadside information release terminals.

3 Key Technologies Used for Highway Traffic Safety
Active Prevention and Control Platform

3.1 Semantic Standardization of Traffic Safety Information
and Interoperability Between Heterogeneous Platforms

The data collected by difficult public security departments and transportation
departments varies a lot. Semantic standardization of traffic safety information is a
prerequisite to achieve cross department and cross system data exchanging and
sharing. The difficulty lies in dynamic identification and format conversion of
static information (i.e., road network, facilities, etc) and dynamic information (i.e.,
traffic flow, control strategies, etc). Key technologies include cross regional and
cross network traffic information assessment using cloud architecture,
Lane-GIS-T data model [2, 3], fast preprocessing of massive structured and un-
structured data, concurrent write storage and efficient data retrieval, etc.

3.2 Analysis and Prediction of Network Traffic Flow
by Multiple Sources of Traffic Information

Integrating multi-source and multi-format traffic data, we presented wide range and
large scale traffic flow guidance and organization scheme. It realizes large
scale traffic flow diversion for national holidays, unexpected traffic incidences, as
well as bad weather conditions. Key technologies include traffic flow control and
dynamic route guidance techniques [1, 4].
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3.3 Prediction of Spatial and Temporal Influences
of Emergency on Traffic Flow with Traffic Flow
Intervention

The occurrence and evolution of traffic incident would directly affect the police
resource configuration and organization for traffic flow intervention. Key tech-
nologies include identification of spatial and temporal effects of traffic emergency
changes [5], traffic incidents’ spatial and temporal interactions, and emer-
gency police resource configuration.

4 Conclusions

Through the construction of highway traffic safety networked control platform,
traffic management data from multiple public security departments and trans-
portation departments, such as highway fundamental facilities information, high-
way video surveillance data, etc, is integrated. The construction of the platform will
setup rapid and efficient traffic command system, establish new service mechanism,
improve the capacity and performance of traffic police, regulate road traffic order,
and effectively prevent and reduce road traffic accidents. It provides technical
support for coordinated management, unified control and emergency response and
rescue.
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Analysis of Vehicular Behavior
at Bottlenecks Considering Lateral
Separation

X. Shen and Z.C. He

Abstract The vehicular behaviors at bottlenecks are complex, and lateral separa-
tion makes traffic flow more unstable. Based on the lateral separation characteristic,
this paper analyzes the vehicular behaviors at traffic bottlenecks and the movement
is described. What’s more, video recognition technology is introduced to obtain the
track of the vehicle to verify the decision-making process. The lane-changing
behavior and gap-following behavior can be predicted well. And in further study,
more factors should also be considered.

Keywords Traffic bottleneck � Lateral separation � Vehicular behavior

1 Introduction

Lateral effect in realistic vehicular behavior exists widely especially in developing
countries. However, as far as we know, a large number of existing microscope
models do not take into account the effect of the lateral separation. And the tra-
ditional car-following models or lane-changing models have some inability to
describe this behavior in complex driving environment.

Gunay [1] proposed that the vehicular lateral position within the current lanes
obey normal distribution. Figure 1 shows the distribution of vehicular lateral po-
sition. The vehicle trajectory data was collected by quadrotor in Guangzhou, China.
And the video recognition technology was introduced to obtain the track of the
vehicle. On the shoulder lane, the lateral separation exists because this is a bot-
tleneck which caused by the bus stop.
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To study the vehicular behavior, the car-following model and lane-changing
model should be reviewed. Car-following and lane-changing behaviors are vital
components of traffic flow theories. Car following and lane changing models
describe vehicular longitudinal and lateral interactions on the road, respectively.
The microscope models describing vehicular longitudinal interactions in the single
lane were proposed by Reuschel [2] and Pipes [3]. The model was based on the
stimulus-response framework, and the relative velocity between the preceding
vehicle and following vehicle was regarded as the stimulus. While, Newell [4]
regarded the distance headway as the stimulus instead of the velocity difference.
And then Bando et al. [5] proposed the OV model. Soon afterwards, according to
the actual data, Helbing and Tilch [6] calibrated the OV model, and then proposed a
generalized force model. What’s more, Jiang et al. [7] developed a FVD model and
then on the basis of Jiang’s work, Wang et al. [8] proposed a multiple velocity
difference model which considering the velocity differences of multiple vehicle.

As for models considering the lateral separation, the first one was proposed by
Gunay [1] which considering the lateral discomfort. Then based on FVD model, Jin
et al. [9] proposed a non-lane-based car following model. In these models the
follower has the chance to overtake the leading vehicle. However, it was hard for
driver to perceive minor lateral separation, speed and distance directly. To solve
this problem, Jin et al. [10] introduced visual angle information to develop a new
non-lane-based car following model. The Time-To-Collision (TTC) was introduced
to explain how the following drivers perceive the change of lateral separation
between the leader and the follower.

Although the staggered car following model proposed by Jin takes lateral sep-
aration into account, the description of motion is ignored. To overcome the
shortcomings, He et al. [11] build up the equations of motion based on target
steering angle (TSA) and then establish a series of rules for determining TSA.

Note that the vast majority of car following models focus on the movement in a
single lane, and the models can’t reflect the real situation. And the driving behaviors
are disorder especially in China, so the models lack the general applicability.
Therefore the new model should be proposed to focus on the lateral and longitu-
dinal movement in multiple lanes.

Fig. 1 Distribution of
vehicular lateral position
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Although car following model has been widely studied for many years,
lane-changing did not receive much attention until recently. Comparing with the
car-following model, lane-changing model takes more factors into account, such as
the more neighboring vehicles, road conditions and so on. The decision-making
process is more complex, and the movement is hard to describe. What’s more, large
number of vehicle trajectory data is needed to describe the lane-changing behavior.

As for the lane-changing models, there are two kinds of these, one is the
mandatory lane-changing model and the other is discretionary. The primary purpose
of a discretionary lane changing is to gain a speed advantage or a better driving
environment, whereas the primary motivation of a mandatory lane changing is to
reach the planned destination. And the process of lane changing includes the gen-
eration of lane-changing intention; feasibility analysis and implementation of lane
changing. As for the generation of the lane-changing intention, the classical models
are utility theory model, probability of lane changing (PLC) model and speed per-
ception model. With reference to feasibility analysis, the classical models are gap
acceptance theory model, safety factor evaluation model, and fuzzy logic model.

Note that the lane-changing decision-making process is dynamic, whereas it is
ignored by the nowadays lane-changingmodel.What’smore, the lateral separation isn’t
taken into account. In addition, for the lackof largenumberof vehicle trajectorydata, the
model can’t be calibrated. Therefore the lane-changing model does not apply well.

This paper focuses on the effect of the lateral separation on vehicular behavior
and the target steering angle is learned from the reference materials to describe the
vehicular movements. Based on the lateral separation characteristic, this paper
analyzes the vehicular behaviors at the traffic bottleneck. And the vehicular
behavior decision–making process is set to describe vehicular longitudinal and
lateral interactions on the road. At last, the video recognition technology is intro-
duced to obtain the vehicle trajectory to evaluate the decision-making process.

2 Analysis of Vehicular Behavior

To our knowledge, many factors have effect on vehicular behaviors. According to
the observation of video, daily experience and related materials, the velocity and
position of the neighboring vehicle are the main factors. And in the real world, not
only the preceding car 2 but also the next-preceding car 1 has impact on the
vehicular behavior decision [11, 12] (Fig. 2).

Therefore when considering the vehicular behavior in the case of multi-lane, the
neighboring vehicles are shown in Fig. 2. As shown, the neighboring vehicles
include: the next-preceding vehicle 1, preceding vehicle 2, left-preceding vehicle 3,
left-following vehicle 4, right-preceding vehicle 5, the right-following vehicle 6,
left-next-preceding vehicle 7, and right-next-preceding vehicle 8.

In this paper, the vehicle position is the vehicle’s centroid position. The x-axis
and y-axis means the lateral and longitudinal position respectively. Based on the
Fig. 2, the involved parameters and meaning are shown as follows:
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wc width of the vehicle (m), wc = 1.8 m;
lc length of the vehicle (m), lc = 5 m;
vi velocity of vehicle i (m/s)
xi lateral position of vehicle i (m)
yi longitudinal position of vehicle i (m)
Dvij ¼ vi � vj velocity difference between vehicle i and vehicle j (m/s)
Dxij ¼ xi � xj lateral distance between vehicle i and vehicle j (m)
Dyij ¼ yi � yj longitudinal distance between vehicle i and vehicle j (m)

where i; j ¼ 0; 1; 2; 3; 4; 5; 6; 7; 8;
Then the classification of vehicular behavior is discussed. In this paper the

vehicular behaviors are classified into 4 kinds according to current driving conditions.
There are lane-changing behavior, gap-following behavior, centerline-following
behavior, and preceding-vehicular-following behavior. Themajor difference between
the lane-changing behavior and gap-following behavior is shown in Fig. 2. If the car
follows the gap A, it is the lane-changing behavior. If it follows the gap B, it is the
gap-following behavior.

The main difference is the longitudinal distance between the preceding vehicle 2
and the lateral-preceding vehicle 3, 5. And the equation is

Dy2j
�� �� ¼ y2 � yj

�� ��� lc; where j ¼ 3; 5 ð1Þ

The target steering angle [2] is introduced in this paper to describe the vehicular
movements. Regardless of the vehicle skid, steering and acceleration are regarded
as two independent procedures. There are the two assumptions of the equations of
motion based on target steering angle.

Fig. 2 Position relationship
between the subject vehicle
and the neighboring vehicles
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One is that turning the wheel only changes the direction of the vehicle velocity,
and the magnitude of the velocity won’t change. And the change of the direction
happens instantaneously.

The other one iswhen the vehiclemoves forward, the longitudinal motion is always
in car-following condition. And the acceleration will be affected by the following
target, so the longitudinal motion of the vehicle could be described by OV model.

The equation of traditional OV model is shown as follows.

dvnðtÞ
dt

¼ a½V DynðtÞð Þ � vnðtÞ� ð2Þ

where VðÞ is the optimal velocity function, vnðtÞ is the velocity of car n at time t,
a = 1/s is the sensitivity coefficient.

Based on the assumptions mentioned above, Eq. (2) is rewritten as follows

dvn;yðtÞ
dt

¼ a V Dyn tð Þð Þ � vn;y tð Þ� � ð3Þ

where vn;y tð Þ is the projection of the velocity vn tð Þ along the y-axis.
However the vehicle following target is not only the preceding car in this paper.

According to the different vehicular behavior decisions, the vehicle following tar-
gets can be the preceding vehicle, lateral-preceding vehicle, road centerline and the
gap between the preceding vehicle and lateral-preceding vehicle.

Because the subject vehicle’s number is 0, the calculating formulae for the
acceleration is rewritten as follows

dv0;y tð Þ
dt

¼ a V Dy0;target tð Þ
� �� v0;y tð Þ� � ð4Þ

v0;yðtÞ is the projection of the velocity v0ðtÞ along the y-axis. According to the
formations, Dy0;targetðtÞ ¼ y0 � ytarget is the longitudinal distance between vehicle 0
and vehicle following target. The process and formulation is shown in Fig. 3.

The influencing factors and classification of vehicular behavior are proposed
above, and the target steering angle is introduced to describe the movement. Then
the reasons for different behaviors should be discussed. And according to the
different vehicular behaviors, the vehicle following target and corresponding target
steering angle h are decided.

The basic assumption of the analysis is that the free flow doesn’t occur at the
bottlenecks which means the vehicle can’t drive freely at the bottlenecks. When the
velocity of the vehicle is relatively high, the driver expects to pass the current road
segment quickly, so he/she will give priority to lane-changing behavior and
gap-following behavior. Only when he/she can’t change lane or follow the gap,
would he/she consider following the preceding vehicle or driving along the road
centerline.
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• Analysis of lane-changing behavior

It’s worth mentioning that this paper only considers the discretionary
lane-changing behavior. And the analysis of lane-changing behavior includes two
parts: the generation of the lane-changing intention and feasibility analysis. The
implementation of lane-changing behavior is described by the movement equation
based on TSA which is mentioned above.

The position relationship between the subject vehicle 0 and neighboring vehicle
1–8 is shown Fig. 4, when the subject vehicle 0 intents to change lane. In order to
clearly describe the process, this paper only consider the leftward-lane-changing
behavior, the right side is the same.

In the discretionary-lane-changing case, the reason for the generation of
lane-changing intention is the driver wants to obtain more desirable driving status.
And there are two major reasons.

One is the driver expects to pass the current road segment quickly, he/she wants
to obtain higher speed by changing the lane. When the velocity of subject vehicle 0
is higher than the velocity of preceding vehicle 2 at time t, the driver will generate
the lane-changing intention. The formula is

Fig. 3 Process of updating the vehicular situation based on TSA
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v0 tð Þ[ v2 tð Þ ð5Þ

The other reason is longitudinal distance between the preceding vehicle 2 and
the left-preceding vehicle 3 meets the lane-changing stimulus threshold. And the
trigger condition is formulated as follows

Dy32ðtÞ ¼ y3ðtÞ � y2ðtÞ[ alc ð6Þ

where alc is the lane-changing stimulus threshold which is a function relates to the
length of the vehicle, and the a is the undetermined coefficient.

After considering the intention, feasibility will be analyzed. Here the gap
acceptance theory is introduced. And it’s generally considered that the distance for
lane-changing will be longer if velocity is high or the velocity difference is large.
The acceptable gap can be represented as follows

g1 ¼ Dy30ðtÞ � lc �maxfgmin; gmin þ tlc � ½a1 � v0ðtÞþ a2 � Dv03ðtÞ�g ð7Þ

where g1 is the longitudinal distance between the subject vehicle 0 and the
left-preceding vehicle 3, gmin is the minimum acceptable gap, tlc is the time for
lane-changing, a1 and a2 are undetermined coefficients.

What’s more, the security issues should be taken into account. To avoid the
collision with the left-following vehicle 4, the longitudinal distance between the
subject vehicle 0 and left-following vehicle 4 needs to meet the requirement of
safety distance, and it can be represented as follows

0

44 66

55
θ

22

33

11
7

88

yΔ
0,target

Fig. 4 Analysis of
lane-changing behavior and
the target steering angle h
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Dy04ðtÞ ¼ y0ðtÞ � y4ðtÞ[ v4ðtÞt0 þ lc þ ls þ v4ðtÞ2 � v0ðtÞ2
2gðu� i0Þ ð8Þ

where the ls is the safety distance, lc is the length of the vehicle, t0 is the response
time of the driver, u is the longitudinal friction coefficient, i0 is the road slope
grade.

When the lane-changing behavior is feasible, the subject vehicle 0 will make a
decision to change the lane. And now the following target is the left-preceding
vehicle 3, and the Dy0;target is Dy30. The acceleration can be calculated by movement
equations and the target steering angle h can be calculated according to the geo-
metric relationship shown in Fig. 4.

• Analysis of gap-following behavior

The position relationship between the subject vehicle 0 and neighboring vehicle
1–8 is shown Fig. 5 when the subject vehicle 0 intents to follow the gap. In order to
clearly describe the process, this paper only consider the leftward-gap-following
behavior, the right side is the same.

As mentioned, if the subject vehicle 0 chooses to drive in the gap of the pre-
ceding vehicle 2 and the lateral-preceding vehicle 3 or 5, the longitudinal distance
of the two vehicles needs to meet the following requirement

Dy2jðtÞ
�� �� ¼ y2ðtÞ � yjðtÞ

�� ��� lc; where j ¼ 3; 5 ð9Þ
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Fig. 5 Analysis of
preceding-vehicle-following
behavior and the target
steering angle h
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Then analysis of gap-following behavior is also divided into two parts, including
generation of the gap-following intention and the feasibility analysis.

There are three reasons for the generation of the gap-following intention.
The first one is the speed limit caused by preceding car, which is expressed

mathematically as follows

v0ðtÞ[ v2ðtÞ ð10Þ

The second reason is the lateral separation between the preceding vehicle 2 and
the left-preceding vehicle 3 gives vehicle 0 the stimulation to follow the gap. As a
result, the lateral distance between the preceding vehicle 2 and the left-preceding
vehicle 3 meets the gap-following stimulus threshold. And the trigger condition is
formulated as follows

Dx23ðtÞj j ¼ x2ðtÞ � x3ðtÞj j � bwc ð11Þ

where bwc is the gap-following stimulus threshold which is a function relates to the
width of the vehicle, and the b is the undetermined coefficient.

The third reason is the driving status of the next-preceding vehicle 1 and the
left-next-preceding 7 have no impact on gap-following behavior. Because of the
lateral separation, the next-preceding vehicle 1 and lateral-next-preceding vehicle 7
or 8 can be seen. If the velocity of vehicle 7 or vehicle 1 is slower than vehicle 3 or
vehicle 2, it’s believed that the following the gap can’t get the desired benefits.

As a result, the generation of the gap-following intention needs to meet the
following formulas:

v1ðtÞ� v2ðtÞ ð12Þ

v7ðtÞ� v3ðtÞ ð13Þ

After considering the intention, feasibility will be analyzed. There are mainly 2
requirements.

One of them is the lateral distance between the preceding vehicle 2 and the
left-preceding vehicle 3 should bigger than acceptable gap—Gaccept, and the
Maximum Escape Speed (MES) of the acceptable gap needs to be faster than the
speed of preceding vehicle 2 and the left-preceding vehicle 3. The formulas are as
follows

jDx23 tð Þj ¼ jx2ðtÞ � x3ðtÞj�Gaccept ð14Þ

MES[ v2ðtÞ; MES[ v3ðtÞ ð15Þ
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And the Maximum Escape Speed (MES) can be calculated as follows

FC ¼ Gaccept � wc

2
ð16Þ

MES ¼ �17:2ðFCÞ2 þ 77:6ðFCÞ � 0:7 ð17Þ

As the formulas shown, the acceptable gap is a function relates to the velocity of
the preceding vehicle 2, left-preceding vehicle 3 and the width of the vehicle.

The other one is taking the security issues into account to avoid the collision.
According to the velocity, the trajectories of vehicle can be calculated.

Based on the target steering angle, the acceleration and velocity v00ðtþ 1Þ can be
calculated. v00;xðtþ 1Þ and v00;yðtþ 1Þ are the projection of the velocity v00ðtþ 1Þ
along the x-axis and y-axis. And it’s considered that the driving state of the
left-following vehicle 4 will not change. As a consequence, the trajectory can be
calculated.

Trajectory of vehicle 0
x0ðtþ sÞ ¼ x0ðtÞþ v00;xðtþ 1Þ � s
y0ðtþ sÞ ¼ y0ðtÞþ v00;yðtþ 1Þ � s

�
ð18Þ

Trajectory of vehicle 4
x4ðtþ sÞ ¼ x4ðtÞþ v4;xðtÞ � s
y4ðtþ sÞ ¼ y4ðtÞþ v4;yðtÞ � s

�
ð19Þ

where the s is the time for finishing following the gap.
Then the inequations for collision are shown as follows

s�
x2 þx3

2 �x0ðtÞ
v0

0;xðtþ 1Þ
jx0ðtþ sÞ � x4ðtþ sÞj �wc

jy0ðtþ sÞ � y4ðtþ sÞj� lc

8><
>: ð20Þ

It’s required that s has no solution, and the requirement for position of vehicle 4
can be worked out.

When the gap-following behavior is feasible, the subject vehicle 0 will make a
decision to follow the gap. And now the following target is the gap, and the
Dy0;target is Dy20 � 1

2wc. The acceleration can be calculated by OV model and the
target steering angle h can be calculated according to Fig. 5.

As before, the intention and feasibility analysis of the lane-changing behavior
and the gap-following behavior are discussed. However there is special case that the
intentions of lane-changing and gap-following are generated at the same time. The
gap-following behavior is considered as a more-aggressive behavior, so the driver
will give priority to the lane-changing behavior.
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• Analysis of preceding-vehicle-following behavior

According to the basic assumption, when the subject vehicle can’t change lane
or follow the gap, preceding-vehicle-following behavior and centerline-following
behavior will be considered.

As mentioned in Sect. 1, the lateral separation exists widely at bottlenecks. This
paper proposes that vehicle decides to follow the preceding car behavior when the
gets disturbed by the neighboring vehicles. In this case, following the preceding
vehicle is the best.

In this paper, the threshold of the lateral stimulation dlateral is proposed. When the
vehicle gets disturbed, the longitudinal distance and lateral distance should meet the
requirement as follows

Dy0iðtÞ ¼ x0ðtÞ � xiðtÞj j � lc ð21Þ

Dx0iðtÞ ¼ x0ðtÞ � xiðtÞj j � dlateral ð22Þ

where i ¼ 3; 4; 5; 6. It’s worth mentioning that if two of these four vehicles satisfy
the inequations the vehicle will decide to follow the preceding vehicle.

When the vehicle decides to follow the preceding vehicle, the following target is
preceding vehicle, and the Dy0;target is Dy20. The acceleration can be calculated by
OV model and the target steering angle h can be calculated according to Fig. 6.

• Analysis of preceding-vehicle-following behavior and the target steering
angle

The centerline-following behavior at bottlenecks is the timid vehicular behavior.
When the vehicle doesn’t get disturbed by the neighboring vehicles,
centerline-following behavior is chosen. As a result, the following target is the
centerline, and the Dy0;target is Dy20. The acceleration can be calculated by OV
model and the target steering angle h can be calculated according to Fig. 7.
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Based on the analysis above, the vehicular behavior decision-making process is
set up (see Fig. 8).

3 Numerical Experiment

In this section, the video recognition technology is introduced into obtaining the
track of the vehicle, and the data is used to verify the decision-making process. And
according to the result, the decision-making process can be improved and the
foundation is built for modeling properly in the future.

3.1 Data Processing

Firstly, according to the trajectories of vehicles, the neighboring vehicles can be
found, and the velocity differences and position relationship can be calculated
respectively. Then using the information such as velocity differences and position
relationship to judge the vehicular behavior based on the decision-making process
which is shown in Fig. 8. Then the decision-making sample is obtained.

Next, checking sample will be obtained by the direct judgement of the trajec-
tories of vehicles, which is considered as the actual vehicular behavior.

Finally, making a comparison between the decision-making sample and the
checking sample to verify and improve the decision-making process.
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The initial data include the car-ID and the corresponding sampling time, abscissa
and ordinate values. In order to obtain the decision-making sample and the
checking sample the process is shown in Fig. 9.

Note that the involved parameters mentioned above in decision-making process
are shown in Table 1.

And according to the empirical value and daily experience, 10 sets of parameters
are set for experiment (see Table 2). Note that according to value of parameters and
decision-making process, the decision-making sample is obtained.

Because the video recognition software can’t recognize all the vehicles in the
video, some trajectory data are missing. And if one neighboring-vehicle’s data are
missing, the set of data are invalid. As a result, only 109 sets of data are considered
valid after calculation.
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3.2 Experiment and Result Comparison

Decision-making sample and the checking sample are obtained by data processing.
Then making a comparison between the decision-making sample A and the
checking sample B. The results are shown in Tables 3, 4, 5 and 6. The ‘Correct’ in
the table means the number of correct-judged behaviors. While ‘Wrong’ means the
number of the behavior judged by decision-making process which is inconsistent
with the actual behavior.

As Table 3 shown, according to accuracy and false-positive rate, the most of
the lane-changing behaviors are well judged. Note that by comparing the 1–4 sets
of results, the lane-changing stimulus threshold and the acceptable gap have an
important effect on the judgement of lane-changing behavior.

As for the gap-following behavior, according to accuracy, with the decrease of
gap-following stimulus threshold the accuracy is higher. Thus it could be seen that,

Table 1 The meaning of the parameters

Decision Parameter Meaning

Lane-changing intention a Coefficient for lane-changing stimulus threshold

Lane-changing feasibility gmin Minimum acceptable gap (pixel)

tlc Time for lane changing (s)

a1 Coefficient for velocity

a2 Coefficient for velocity differences

u friction coefficient

t0 Reaction time (s)

Gap-following b Coefficient for gap-following stimulus threshold

Preceding—car—following dlateral Threshold of the lateral stimulation

Ini al data
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Modified me 
and posi on 

Neighboring vehicle Checking
Sample 

Velocity differences 
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Posi on rela onship 
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Fig. 9 Data processing
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Table 2 The value of parameters

Parameters a gmin tlc a1 a2 u t0 m n b dlateral
NO.1 1 88 3 0 0 0.5 1 1 1 1.3 20

NO.2 0.5 88 3 0 0 0.5 1 1 1 1.3 20

NO.3 0.8 88 3 0 0 0.5 1 1 1 1.3 20

NO.4 0.8 66 3 0 0 0.5 1 1 1 1.3 20

NO.5 0.8 66 3 0 0 0.5 1 1 1 1.2 20

NO.6 0.8 66 3 0 0 0.5 1 1 1 1.1 20

NO.7 0.8 66 3 0 0 0.5 1 1 1 1.15 20

NO.8 0.8 66 3 0 0 0.5 1 1 1 1.15 15

NO.9 0.8 66 3 0 0 0.5 1 1 1 1.15 25

NO.10 0.8 66 3 0 0 0.5 1 1 1 1.15 10

Table 3 Judgement of lane-changing behavior

Parameters Judgement of lane-changing behavior

a gmin b dlateral Correct Wrong Accuracy
(%)

False-positive rate
(%)

NO.1 1 88 1.3 20 20 0 86.96 0.00

NO.2 0.5 88 1.3 20 20 3 86.96 3.49

NO.3 0.8 88 1.3 20 21 0 91.30 0.00

NO.4 0.8 66 1.3 20 23 0 100.00 0.00

NO.5 0.8 66 1.2 20 23 0 100.00 0.00

NO.6 0.8 66 1.1 20 23 0 100.00 0.00

NO.7 0.8 66 1.15 20 23 0 100.00 0.00

NO.8 0.8 66 1.15 15 23 0 100.00 0.00

NO.9 0.8 66 1.15 25 23 0 100.00 0.00

NO.10 0.8 66 1.15 10 23 0 100.00 0.00

Table 4 Judgement of gap-following behavior

Parameters Judgement of gap-following behavior

a gmin b dlateral Correct Wrong Accuracy
(%)

False-positive rate
(%)

NO.1 1 88 1.3 20 2 4 28.57 3.92

NO.2 0.5 88 1.3 20 2 3 28.57 2.94

NO.3 0.8 88 1.3 20 2 4 28.57 3.92

NO.4 0.8 66 1.3 20 2 3 28.57 2.94

NO.5 0.8 66 1.2 20 5 3 71.43 2.94

NO.6 0.8 66 1.1 20 7 5 100.00 4.90

NO.7 0.8 66 1.15 20 7 3 100.00 2.94

NO.8 0.8 66 1.15 15 7 3 100.00 2.94

NO.9 0.8 66 1.15 25 7 3 100.00 2.94

NO.10 0.8 66 1.15 10 7 3 100.00 2.94
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the decision-making process is quite reasonable for gap-following behavior. Note
that there has false positive. Because gap-following behavior is an aggressive
behavior, even if the driver can follow the gap, the gap-following behavior may
don’t be executed. In further study, the psychological factors should also be con-
sidered (see Table 4).

As shown in Tables 5 and 6 the preceding-vehicle—following behavior and
centerline-following behavior are not well judged. In further study, the other factors
should also be considered carefully.

Table 5 Judgement of preceding-vehicle—following behavior

Parameters Judgement of preceding-vehicle—following behavior

a gmin b dlateral Correct Wrong Accuracy
(%)

False-positive rate
(%)

NO.1 1 88 1.3 20 23 26 74.19 33.33

NO.2 0.5 88 1.3 20 23 26 74.19 33.33

NO.3 0.8 88 1.3 20 23 26 74.19 33.33

NO.4 0.8 66 1.3 20 24 26 77.42 33.33

NO.5 0.8 66 1.2 20 24 27 77.42 34.62

NO.6 0.8 66 1.1 20 24 28 77.42 35.90

NO.7 0.8 66 1.15 20 24 27 77.42 34.62

NO.8 0.8 66 1.15 15 21 22 67.74 28.21

NO.9 0.8 66 1.15 25 26 31 83.87 39.74

NO.10 0.8 66 1.15 10 19 12 61.29 15.38

Table 6 Judgement of centerline-following behavior

Parameters Judgement of centerline-following behavior

a gmin b dlateral Correct Wrong Accuracy (%) False-positive rate (%)

NO.1 1 88 1.3 20 10 24 20.83 39.34

NO.2 0.5 88 1.3 20 10 22 20.83 36.07

NO.3 0.8 88 1.3 20 10 23 20.83 37.70

NO.4 0.8 66 1.3 20 11 20 22.92 32.79

NO.5 0.8 66 1.2 20 11 16 22.92 26.23

NO.6 0.8 66 1.1 20 11 11 22.92 18.03

NO.7 0.8 66 1.15 20 11 14 22.92 22.95

NO.8 0.8 66 1.15 15 14 19 29.17 31.15

NO.9 0.8 66 1.15 25 9 10 18.75 16.39

NO.10 0.8 66 1.15 10 16 29 33.33 47.54
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4 Conclusion

This paper analyzes the vehicular behaviors at the traffic bottleneck based on the
concept of target steering angle. And a three-lane experimental scene is set up to
describe the vehicular behaviors.

According to the data collected by the video recognition technology, it’s found
that the lateral separation widely exists. Then the influencing factors and classifi-
cation of vehicular behavior are proposed, and the target steering angle is intro-
duced to describe the movement. Then the reasons for different behaviors are
discussed. A series of rules are established for determining TSA by considering the
lateral separation characteristics. And based on the analysis, a vehicular behavior
decision-making process is set up. As for the experiment, video recognition tech-
nology is introduced to obtain the data to evaluate the decision-making process.

To our knowledge, the vehicular behaviors at bottlenecks are complex, while
this paper proposed a relatively easy decision-making process. It is found out that
affecting factors need to be studied further. And the data processing method should
be improved.
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Research on the Method of Driver’s Eye
Location Based on MATLAB

Derong Tan, Changmin Lv, Hongjia Zhang and Yang Yu

Abstract Accurate location of driver eyes has a positive meaning for eye state
detection. This paper presents a new algorithm which is fusion of a mixed color
model, integral projection and Prewitt algorithm. First, establishes a mixed color
model to locate faces in color space, and finds face area through integral projection
and formwork design based on MATLAB. Then eye area is detected through
integral projection and a curve optimal. In the end, localizes eyes accurately using
Prewitt algorithm and morphologic processing. The effectiveness of the algorithm is
verified by the simulation analysis.

Keywords Eye location � Mixed color model � Integral projection � Prewitt edge
detection

1 Introduction

With the development of the transportation industry, the phenomenon of fatigue
driving is getting more serious. According to data released by the French National
Police, Personal injury each year in traffic accidents due to fatigue driving account
for 35.5 %. In China, each year the traffic accidents caused by fatigue driving
account for 20 %, more than 40 % of serious traffic accident and accounting for
83 % in traffic accidents mortality [1]. Driver fatigue can be judged from the eye.
Therefore, fast and accurate position of the driver’s eyes has a great significance for
analyzing the characteristics of the driver’s eye and identification of the driver’s
condition.

Currently, national studies have proposed many methods for people’s eye
location, including Hough transformation, edge detection feature extraction
method, the method of template matching and so on, but all the following methods
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have their shortcoming [2]. This paper presents an idea which combines the model
of mixed skin color, integral projection and Prewitt Edge detection together to
achieve driver’s eye quickly location. First, the collected color image
pre-processing can support us to achieve the effect of noise reduction and image
enhancement. Then determine color range based on the skin color model estab-
lished in KL-YCBCR color space, and determine the face area by vertical integral
projection and face template design. After the face region noise reduction, deter-
mine the human eye area by the use of horizontal integral projection and curve
optimization. Finally, we use Prewitt operation to detect eye area, which is followed
by the use of the edge region communication procession to achieve the eye precise
location (Fig. 1).

2 Image Preprocessing

Image pretreatment was applied to improve the image definition and contrast Ratio.
It can ensure accuracy of the eyes detection. The paper is based on continuous
wavelet transform theory to handle pictures for the image pretreatment. The image is
developed on separate hierarchy by the wavelet basis, and stopped according to the
nature of the image and ideal standards. It can also distinguish component of details
and approximate component. So the wavelet analysis is applied in image de-noising
[3]. The formula (2) is definition formula of wavelet transform. Meanwhile, the
wavelet analysis weighs time-domain processing and frequency-domain processing.
So the wavelet analysis is also widely applied in image enhancement.

Wavelet basis function is based on the translation and expansion of basic
wavelet:

wa;b xð Þ ¼ 1ffiffiffi
a

p w
x� b
a

� �
ð1Þ

Original Photos Pretreatment The establishment of 
the mixed color model

Face location

Prewitt edge detectionEdge communication 
and detection

Eyes
LocationEyes

Fig. 1 The flow chart of eyes location
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Continuous wavelet transform is integral wavelet transform, definition formula:

Wf a; bð Þ ¼ f ;wa;b xð Þ� � ¼
Zþ1

�1
f ðxÞwa;b xð Þdt ¼ 1ffiffiffi

a
p

Zþ1

�1
f ðxÞwa;b

x� b
a

� �
dx ð2Þ

where, a is dilation factor, b is displacement factor.
The wavelet transform is good to improve image definition. Figure 2 is com-

parison of the gray scale image in noise reduction processing. The gray scale image
with noise treated by wavelet transform is same as the gray scale image.

3 Established the Mixed Color Model

Its surroundings have little effect on the skin color. To establish the correct color
model is the key for face detection. Skin color pixels have certain characteristics in
different color space. Using this feature, a reasonable color model can be estab-
lished and the face area is successfully segmented. The color spaces used in
building skin color model include RGB, YCBCR, HIS, KL, YUV, YIQ, TSL and
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Fig. 2 The treatment process of wavelet de-noising
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other spaces. However, the skin model built based on single color space too
inaccuracy to detect the face area. Therefore, in this paper we get a mixed K-CBCR
color model based on KL color space and YCBCR color space.

Among them, transformation formula from RGB color space to KL and YCBCR
color space is as follows:

K1
K2
K3

0
@

1
A ¼

0:666 0:547 0:507
�0:709 0:255 0:657
0:230 �0:797 0:558

0
@

1
A R

G
B

0
@

1
A ð3Þ

KL color space was established specially by others in order to extract the skin
color, it can reduce the number of dimensions. Human skin color has certain
properties of clustering on KL color space based on a large number of experimental
of the skin color sample. The mainly concentrated interval of the skin color is as
follows:

K1 2 ð110:2; 376:3Þ \K2 2 ð�61:3; 32:9Þ \K3 2 ð�18:8; 19:5Þ

Y represent luminance, CB and Cr represent chrominance in YCBCR color
space. The transformation formula from RGB color space to YCBCR color space is
as follows:

Y
Cb
Cr

0
@

1
A ¼

0:29900 0:58700 0:11400
0:16874 �0:33126 �0:50000
0:50000 �0:41869 �0:08131

0
@

1
A R

G
B

0
@

1
A ð4Þ

The statistics made by professor Anil K. Jain about skin color pixels over 85357
show that the skin color has also certain properties of clustering on YCRCB color
space [4]. Figure 3 showed the distribution of skin color pixels in CBCR Plane.

Fig. 3 The statistics of skin
color pixels
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It is hard to detect out skin color range based on the skin color model established
in single color space, such as if Y component and CBCR component in YCBCR
color space cannot be separated completely, detection results will be influenced by
image brightness. The mixed color model was established in this paper based on
above two types of the color, and the detection effect is good, Fig. 4 showed the
detection results of three models.

We can see from Fig. 4 that the detection result based on KCBCR model is
better and the detection result based on KL model is poorest [5].

4 Eye Location

In last section, the mixed color model was established to detect skin color region of
picture. Then the opening and closing operation and area extraction treatment have
been applied to improve skin color region’s smoothness and extract the larger the
larger skin color region. And the face region was determined by vertical integration
projection and template matching operation. To determine rough eyes location by
horizontal integral projection and curve optimal operation as a basis for the precise
eyes location [6, 7]. Finally, Prewitt algorithm was applied to locate eyes precisely.

4.1 Face Location

The center position of face was determined by vertical integration projection to
reduce eyes’ searching range. The calculation formula for the vertical integral
projection is as follows:

K-cbcrYcbcrKL

Fig. 4 The results comparison of three models
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HðxÞ ¼ 1
x2 � x1

Xx2
x1

Gðx; yÞ ð5Þ

where, Gðx; yÞ is the gray value in coordinates (x, y).
According to a lot of integral projection curves of the driver images, the ap-

proximate location of human face could be found by Integral Projection. In order to
further accurately determine the location of human face, the method combining
integral projection and face matching was applied to detect human face. The method
only needs the face position maximum value of driver image’s vertical integral
projecting. This location was proved close to face center line by many experiments.

By design temple, further screening image after de-noising, and determining the
location of human face, the processes of screening are as follows: (1) the number of
connected region is calculated, selecting a rectangle of the two larger connected
region. (2) height-width ratio (h/a) of rectangle is calculated, selecting the location
of the value less than 0.8 or more than 2. (3) the relative position between maxi-
mum abscissa of vertical integral projecting x1 and the center of rectangular width
x2 is determined, selecting the rectangle of x2 � x1j j=a\0:3.

Figure 5 shows the result of face location based on integral projection and face
matching. Among them, photo① is the result of the mixed color model, the effect of
photo ② is better after opening and closing operation and area extraction treatment.
Photo ③ and photo ④ are the final results after the template matching operation.

4.2 Rough Eyes Location

Analyzing the face edge image gets the facial region. The images noise reduction
processing have been applied to improve the quality of the facial region and reduce
the interference factors. The horizontal integral projection curve is determined
according to gray level projection [8]. The calculation formula for the horizontal
integral projection is as follows:

photo photo photo photo

Fig. 5 The results of face location
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VðyÞ ¼ 1
y2 � y1

Xy2
y1

Gðx; yÞ ð6Þ

From the horizontal integral projection curve we can see that the eyes’ location
on face correspond with the valleys in the cycle curves, but the curve is
unsmoothed, so computer cannot find the precise range of the valleys. Next we
carried out an optimal treatment on the horizontal integral projection curve in order
to ensure the Smoothing of curve. As the Fig. 6 show that it is easy to determine the
extreme point of curve after an optimal treatment. Figure 8 showed the treatment
process of the rough eyes location, it provide a basis for the precise eyes location.

4.3 Precise Eyes Location

Rough eyes area was determined in Sect. 4.2. Then the area was ashy in the
imaging processing. And we process the gray Image by the Prewitt edge detection
algorithm. In addition, the opening operation was used to determine the eye edge
accurately, the method could improve detection effect of Prewitt algorithm. Next,
we connect eye edge line to form the connected domain. And the two the maximum
connected domain is eyes area. The algorithm was verified by 100 pictures from
network based on the MATLAB platform, it was confirmed that the proposed
method was capable of accurate detection, the precision achieved 93 %. Figure 7
showed the treatment process of the precise eyes location and the result measured
by the proposed algorithm.
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Fig. 6 Integral projection and curve optimal

Fig. 7 The Process and of the result precise eyes location
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5 Conclusion

An eye location algorithm which is fusion of a mixed color model, integral pro-
jection, curve optimal, template matching and Prewitt algorithm was presented in
this paper. To examine how well the application given by the proposed algorithm
reflects on the driver’s eye location, the proposed algorithm was verified by sim-
ulation, and the results were analyzed and discussed. From the simulation results,
our findings indicated that the algorithm can locate driver’s eyes accurately and
quickly, it have positive significance for the eyes’ state detection and driver’s
fatigue discrimination.
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Catenary Poles Detection and Occlusion
Reasoning for Electric Railway
Infrastructure Visual Inspection

Peng Tang and Weidong Jin

Abstract Machine vision based automated inspection and monitoring for railway
Infrastructures, such as pantograph overhead lines, is a promising technical trend to
increase the efficiency and ease the manpower burdens. Vision data are naturally
informative and comply with human sensing and cognition. However, automati-
cally detecting and locate the infrastructure facilities from variance cluttered
background in rail-lines inspection videos is still a challenging task due to the
ill-pose essential. We propose a catenary poles and gantries segmentation frame-
work by combining the appearance and motion patterns via a sequential Bayesian
approach. The poles and supporting arms of power supply lines are detected firstly
to yield the region of interest for detailed processing. Then the motion hypothesis of
foreground and background are estimated from the edge flow extracted from local
curve and line segments, so as to occlusion reasoning. After that, the pole model
and background model are implemented to classify the candidates in hypothesis.
Finally, promising experimental results demonstrate the potentials of the proposed
poles segmentation method with respect to various insignificant patterns and clut-
tered backgrounds.

Keywords Railway catenary poles � Visual inspection � Occlusion reasoning

1 Introduction

In recent decades, railway transportation in China undergoes a great change in both
running speed and operating intensity. Consequently, a challenge of railway net-
work maintenance shall be faced, as the high-speed operation accelerates endurance
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failures and raises defect risks. Therefore, the conditions of railway infrastructure
are highly concerned and must be inspected frequently to guarantee operation safety
and reduce maintenance costs. Rail defect detection related non-destructive testing
(NDT) techniques have attracted much attentions from various researchers [1, 2] in
recent years. To partially replace the traditional manual field-inspection, long dis-
tance visual surveillance has been introduced into practice, which highly facilitates
the intelligent level of railway management. However, the extensive construction
and expansion of high-speed railway results in so much surveillance video to be
processed, which gradually exceed the capability of human inspection. In fact,
humans are good at searching for the unusual and locating faults in variant envi-
ronments, and also rapidly tire when large number of items have to be scrutinized.
Therefore manual inspection is generally slow, subjective and inaccurate. The
limitation of bare-eye monitoring has urged deeper study on automatic visual
inspection for electric railway infrastructure. The goal of such system is utilizing
computers to analyse the visual raw data, and to report rail-road facility defects and
potential anomalies if detected, so as to maintain railway healthy effectively.

As visual data are compliant with human perception, video based inspection is
considered as one of the most attractive techniques for complicated tasks. The
mature of video hardware for capturing, transmission and storing has paced the way
to widely application of video surveillance. In a visual inspection system, a
high-speed digital camera that is installed in a operational train is used to capture
sight views of a locomotive as the train moves along the track. Then, the obtained
images are analysed automatically on-line or off-line by a specialized image pro-
cessing software. Visual inspection has been developed with the great progress of
computer vision techniques in recent years. However, visual data are implicit
expression of real world scenes, so the inferencing is prone to fail in complex
environments, such as cluttered background or occlusions.

This paper focused on the problem of distinguishing electric railway catenary
supporting equipment, such as vertical catenary poles and portals, from various
background images obtained from locomotive-mounted cameras. Given an
sequence of surveillance images, algorithm initialization is achieved by estimating
sparse motion fields on image edges. then interpolate the sparse edge flows into
dense motion fields, and consequently refine the motions and background estima-
tion. Our main contribution is in a railway-specific robust algorithm for both motion
and foreground estimation in the presence of background disturbance, which is
fully automatic and adaptive to variance environments.

2 Related Researches

Automated visual inspection systems are highly concerned by railway engineers
and academic researchers [3]. As an informative non-contact sensing technique, the
video cameras are used in various railway applications. A major branch of
researches focus on the problem of measuring profiles or infrastructure of the rail

196 P. Tang and W. Jin



tracks, such as discrete surface defects [2] of rail heads, rail damage in high-speed
railway turnout [1], and ballast condition [4]. The pantograph-catenary system, as
an critical component of train electrification, is another arising research area for
vision assist automatic inspection [5], including the loosen of dropper, the abnormal
of suspension and supporting device, the distance deviation of variant cables, the
invasion of limit, abrasion on pantograph slide [6], etc. Besides the applications
mentioned above, image camera are also implemented in other tasks, such as wheel
inspection, locked wheel detection, brake pad thickness measurement, overheating
of the breaking system and fire detection.

The image layer decomposition by motion parallax is another researching
approach. Several papers proposed to automatically detect and remove foreground
objects as obstructions from a batch of images. Mu et al. proposed to remove fence
patterns based on visual parallax [7]. Xue extended this idea to a unified compu-
tational approach for taking photos through reflecting or occluding element [8].

3 Catenary Poles Detection by Motion Layer
Decomposition

Since inspection video frames I1; . . .; It; . . . arriving consecutively, where It 2 R
m is

a composition of foreground and background layers due to the presence of catenary
poles and gantries, to extract foreground objects is actually to update inference on
an unknown parameter L online, where L is an alpha blending mask, which assigns
a blending factor to each pixel, so LðxÞ 2 fF ;Bg represents the label of pixel
x ¼ ðx; yÞ. The pixels with label F shall be further examined to analysis the
equipment operating condition. The estimation of a confidence value of each pixel x
that belongs to the foreground or the background can be calculated using sequential
Bayesian approach, as

WtðxÞ ¼ P LtðxÞjI1:tðxÞð Þ
¼ PðItðxÞjLtðxÞÞ

X

Lt�1ðxÞ
PðLtðx̂ÞjLt�1ðxÞÞWt�1ðx̂Þ ð1Þ

where Wt�1ðx̂Þ is the previous estimation. The pixel position x̂ ¼ Wðx; p̂Þ comply
with the field of expansion rule, where Wð�; pÞ denote the parameterized set of
allowed warps and p ¼ ðp1; . . .; pnÞT is a vector of parameters. For perspective
warps, there are eight parameters p ¼ ðp1; p2; p3; p4; p5; p6; p7; p8Þ. The warp
defined by Wðx; pÞ maps the pixel x in the template coordinate to the sub-pixel
location. So the goal of the frame warping is to minimize the sum of squared error
between the current frame It and the previous frame It�1 warped back onto the
former coordinate frame:

Catenary Poles Detection and Occlusion Reasoning … 197



p̂ ¼ argmin
p

X

x

rðLðxÞÞkItðxÞ � It�1ðWðx; pÞÞk22 ð2Þ

Decomposing a single frame I into the foreground layer If and the background
layer Ib is ill-posed. However, since the foreground object is relatively closer to the
camera than the background, the projected motion of foreground objects on the
image plane will be larger than those of background objects due to the visual
parallax. The additional constrains based on prior of decomposed images krLk1 is
included to reduce the ambiguity, and kr � k are the gradients of the image. Finally,
we use the maximum a posterior (MAP) strategy to search for the best estimation.

L ¼ argmax
L;p

logWt þ kkrLk1ð Þ ð3Þ

4 Problem Simplification and Optimization

The core problem is to optimization problem for recovering the mask components,
Lt from an input image sequence, fItgnt¼1. Some assumption will firstly be made to
simplify the problem complexity.

4.1 Railroad Manhattan Scene Model

As the in-vehicle vision is abundant for inspection, a sketchy scene structure should
be retrieved before detecting and identify objects, including the rail tracks and
electric power transmission facilities, so as to filter out irrelevant observations.
A typical simplification for man-made environments is considering the scenes as a
Manhattan world [9], which assumes the foreground objects are embedded in
planes with mutually orthogonal orientations. Furthermore, the inspection camera is
pointing approximately to the vanish-point of straight rail tracks, and moving
together with the locomotive alone rail line. So in the view field, all stationary
objects shall appear to diverge from a vanish-point, which is called the focus of
expansion (FOE for short). Thus, the image contains a FOE corresponding to
locomotive moving direction.

The scene observed by locomotive camera is composed of the rail track on the
ground plane, the infrastructure of electric power transmission that is perpendicular
to the ground and various background, as in Fig. 1. Obviously, extracting railway
region is fundamental. We use multi-scale Hough transform [10] to detect the
tangent lines of rail tracks, and calculate the vanish point as the FOE without
calibration or fundamental matrix. Given a image point x, its flow velocity and FOE
comply with the time-to-adjacency rule [5]:
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Dr
r

¼ c;w:r:t x ¼ xFOE þ r ð4Þ

where Dr is defined as the distance from the FOE and c is a constant for points from
the object with same depth.

4.2 Motion Estimation by Edge Flow

As the inspection videos are recorded continuously, each frame can be reasonably
mapped to the coordinate system of consecutive frames according to reasonable
small motion flows. However, due to the parallax phenomena, the motion magni-
tude of catenary poles pixels are notably larger, which provides the possibility to
judge the catenary poles by distinguishing the saliently-moving pixels. Based on
this phenomenon, the edge flow algorithm is used to estimate the sparse motion
fields at each edge pixel identified in the image by Canny edge detector, as show in
Fig. 2. The motion directions are determined by depth vanish point mentioned in
Manhattan scene model, so the amplitude is the only parameter that should sear-
ched. As an observed image edge will generally belong to neither the foreground or
the background layer, motion vectors estimated from pixels with salient gradients
are generally more robust.

The sparse motion vectors obtained by edge flow are then separated into two
sparse motion fields, one for each layer. Assuming the background pixels are more
dominant, a perspective transformation to the sparse motion field is fitted firstly
using RANSAC, and assign all the edge pixels that best fit this transformation to the
background layer. Then, another perspective transformation to the rest of the edge
pixels are fitted again using RANSAC, and assign the pixels best fitting the second
transformation to the reflection layer. Finally, dense motion fields for both layers
are calculated using visual surface interpolation.

(a) locomotive view (b) scene part

Fig. 1 Locomotive view content composition
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4.3 Prediction and Updating

Since the model encompasses different properties of an object in a probabilistic
way, which includes both geometrical constrain and objects with distinctive
appearance. For each new observation, we first predict the warping by using pre-
vious state parameters, then update the estimation from the observations. Finally,
we calculate the motion of detected edge pixels by solving a discrete Markov
random field (MRF) with Graph Cuts algorithm [7].

5 Experiments

5.1 Datasets Preparation

To verify the effectiveness of our proposed framework, a set of experiments were
carried out based on the image datasets collected from visual inspection project
[11]. Image data were generated from a industrial camera with wide-angle lens
mounted in the front of the electrical locomotive, which practically runs on the
rail-lines in China. The bitmap colour images used in our experiments are of frame
size 1620 � 1220 pixel, 24 bit pixel, frame rate of 5 frames per second, which
includes challenging scenes such as disturbing background objects, waving bran-
ches, shadows, and weak boundaries etc (Table 1).

(a) previous frame (b) previous frame edge (c) motion flow

(d) current frame (e) current frame edge (f) pseudo color visualized
in ROI

Fig. 2 Edge flow decomposition
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5.2 Experimental Results

We demonstrate the sufficiency of proposed framework to segment pole structure
from cluttered background. Our method is implemented in C++ codes under
OpenCV 2.4.9 environment, and runs in a dual 2.6 GB Intel Xeon E5-2630v2 CPU
processor machine using 32 GB of RAM. Optimizations may be performed to
reduce hardware requirements in our future work so as to comply our algorithm
with the need of real-time video surveillance.

By considering the motion prior that is determined by previously extracted FOE,
the detection for pole structure is implemented as an basic processing step as shown
in Fig. 3. The balance parameters are given as k ¼ 0:2. The search for image patch
size for edge flow is up to 64 pixel in each pyramid. We validated the accuracy of

Table 1 Collected
experimental datasets

#Frames Sequential Marked Light

Dataset1 28 Yes No Dark

Dataset2 33 Yes No Bright

Dataset3 42 No Yes Dark

Dataset4 43 No Yes Dark

(a) frame 267 (b) frame 268 (c) frame 269 (d) frame 270

(e) estimated
background 267

(f) estimated
background 268

(g) estimated
background 269

(h) estimated
background 270

(i) pole segment
    267

(j) pole segment
268

(k) pole segment
269

(l) pole segment
270

Fig. 3 Catenary pole segmentation and background estimation
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the pole structure models by extracting the region of interest for a set of images in
Dataset3. The pole-arm structure detection precision and recall on our collected
experiment dataset are given in Table 2. It can be seen that due to the multiple miss
detection, the performance of the motion detect by LK optical flow [12] can be
considered unsatisfactory. Our algorithm outperformed compared with the object
subtraction algorithm. Because of the use of the motion prior, the analysis was
performed in a hyper feature space which results in a much fine detection outcome
even in a high non-significant condition.

6 Conclusion

In this work, an implicit representation of railway catenary poles is formulated
using sequential Bayesian model to capture the motion-appearance correlated
essential. As a latent parameters, the pole model is introduced as the prior guidance
to narrow down the detection scope. Consequently the feature hypothesis are col-
lected by enhanced locally distinct patches. Finally the hypothesis are elaborately
classified based on appearance and motion jointly. The resulting framework
therefore allow us to handle significant occlusion between catenary poles and
background objects. Experimental results demonstrate that the scene structure
enhanced Bayesian detector outperform classical motion segmentation in the
presence of large amounts of disturbances and variance.
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Detection and Tracking of Vehicles Based
on Video and 2D Radar Information

Min Wang, Liangwei Jiang, Wenjie Lu and Qing Ma

Abstract For practical application, over-speed behavior of a vehicle is generally
detected by the combination of the radar speedometer and the camera capture. Little
information, just a single image of the vehicle and the velocity is recorded as the
evidence. If other vehicles are in the sight of the camera, this method cannot
identify which one the measured velocity belongs to. The velocity is even inac-
curate due to the influence. Focusing on this problem, we introduce a detection and
tracking system of vehicles based on the combination of the video and 2D radar
information. Multiple vehicles in the sight of the camera are detected and tracked,
whose radar information is calibrated and embedded into the image coordinate
system. The trajectory and velocity of each vehicle is recorded, and the over-speed
judgment of multi-target can be solved. The system is evaluated in the experiments
and the practical application. The results show that the proposed fusion algorithm of
the video and radar information has a good performance on the detection, tracking
and velocity measurement of vehicles.

Keywords Traffic video � Video monitoring � Vehicle detection � Vehicle
tracking � Multi-target radar
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1 Introduction

Over-speed vehicle capture system is applied widely in China, which is an
important evidence collecting method of the over-speed behavior of vehicles.
Generally, the over-speed vehicle capture system is applied based on the mecha-
nism of loop-camera [1], radar-camera [2], virtual loop-camera [3], or interval
velocity measurement [4]. The method of loop-camera calculates the vehicle
velocity based on the travel time between the two neighbored loops. The measuring
accuracy is high, but the loop is always fragile and not easily installed.
Radar-camera combination is worked duo to the Doppler effect, which can be used
for the calculation of the vehicle. Radar sensor is worked reliably and can be fixed
at the road side conveniently. The method of virtual loop-camera builds up virtual
loops in the image coordinate system, and similar mechanism of velocity mea-
surement to the loop-camera is applied. The advantage of this method is that just a
camera can finish the velocity measurement and capture the frame reliably, and the
disadvantage is the complicated calibration of the camera. Also, the accuracy of the
velocity measurement depends on the performance of the applied image processing
algorithm. The system of the interval velocity measurement calculates the average
velocity of the vehicle through a certain road section. The accuracy of the system is
high, but it has to be installed on two checkpoints for a high cost.

Considering the accuracy, performance-price ratio, reliability and maintainability
of the velocity measurement, the method of radar-camera have certain advantages.
Also, it is a widely used over-speed vehicle capture method on the highway.
However, the general narrow-beam radar applied on single-lane is always influ-
enced by the vehicle on the lane beside, and the measured velocity is inaccurate.
Hence, it is hard to solve the problem of the velocity measurement for multi-target
in the high traffic flow. Currently, a new kind of 2D radar is developed in the
transportation industry. This kind of radar, with a beam covering several traffic
lanes, can obtain the velocity and location information of multiple vehicles on the
road based on the feature analysis of time delay and frequency shift of the echo
signal. However, the result of radar sensor is not visualized for the manager and is
also difficult to understand. It should be integrated with the captured image, and
then can be treated as the evidence of the over-speed behavior.

Therefore, we try to build up a velocity measurement system of vehicle based on
the video and 2D radar information. The localization of the vehicle target is inte-
grated in the coordinate systems of the camera and radar based on the coordinate
calibration, and the accurate location and velocity is obtained, which can be used to
handle the multi-vehicle velocity measurement problem. On the other side, a
vehicle tracking mechanism is built up based on the analysis of the video and radar
information. The trajectory of each vehicle target is tracked and recorded in
real-time, which can be used for further analysis of the driving behavior.
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2 System Design

Due to the development of the technology of pattern recognition, image processing
and sensor, the automation and intelligence of the traffic monitoring device is
growing, which relays on the high requirement of computational capability and
performance of the hardware. In order to relieve the pressure on the computation,
network and storage of the system from the signal processing and data transmission,
the embedded processing technology begins to be applied in the traffic monitoring
device. In this paper, we also proposed the velocity measurement method with the
fusion of video and radar information based on the embedded processing tech-
nology. Most computation is completed in the device end, and the host computer
just need to receive the video flow and the recognition result for illustration. The
operating load of the host computer is reduced and the system is also easy to be
installed.

The proposed system consists of the intelligent camera, multi-target radar and
hosted computer. The intelligent camera is integrated with an embedded processing
platform, including CCD sensor, Field Programmable Gate Array (FPGA), H.
264 encoder, Digital Signal Processing (DSP), RAM, FLASH and other peripheral
device such as digital IO, COM and Ethernet. The multi-target radar is connected to
the camera by RS485, and the hosted computer uses TCP/IP to communicate with
the camera.

The functional structure of the system is shown in Fig. 1. The FPGA drives the
image sensor, captures and pre-process the image data, which will be transferred to
the H. 264 encoder for video compress, or to the DSP for further processing. Radar
sensor transfers the radar information to the Universal Asynchronous
Receiver/Transmitter (UART) for decoding, and the vehicle velocity and position is
obtained. The image data acquisition in the DSP caches the image data and provides
the image format conversion. This image data can be further compressed by the

Camera Sensor Radar
Sensor

FPGA H.264
Encoding ASIC

H.264 Data 
Acquisition

Image Data 
Acquisition

UART

Image & Radar 
Processing

JPEG En-
coding

Send Data via Network

Host Computer

Video Moni-
toring

Triggering Vehicle 
Analysis

DSP

Fig. 1 The functional
structure of the proposed
vehicle monitoring system
based on the video and radar
information
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JPEG encoder. The image and radar processing is the key part of the system for
realizing the algorithm function. It is used to integrate the video and radar infor-
mation, and obtain the current position, trajectory and velocity of the vehicle in the
image. The compressed video/image data, analysis result and other control com-
mand is send and received by the network. The hosted computer receives the video
flow, image date and analysis result for illustration and recording.

The image and radar processing detects the vehicle target in the image, and
integrates the radar information for accurate vehicle localization, velocity mea-
surement and trajectory tracking based on the space calibration.

3 Video Detection of Vehicles

Due to the development of the technology of pattern recognition, image processing
and sensor, the automation and intelligence of the traffic monitoring device is
growing, which relays on the high requirement of computational capability and
performance of the hardware. In order to relieve the pressure on the computation,
network and storage of the system from the signal processing and data transmission,
the embedded processing technology begins to be applied in the traffic monitoring
device. In this paper, we also proposed the velocity measurement method with the
fusion of video and radar information based on the embedded processing tech-
nology. Most computation is completed in the device end, and the host computer
just need to receive the video flow and the recognition result for illustration. The
operating load of the host computer is reduced and the system is also easy to be
installed.

Extracting vehicles from the road image is a challenge of the system. The most
widely used object detection method for monitoring cameras is the background
modeling. Single Gaussian [5] and mixtures of Gaussians [6] models are always
applied. Sing Gaussian model uses a Gaussian distribution to simulate the possible
value of a certain pixel. If the input satisfies this model, the corresponding pixel will
be classified into the background. Model of mixtures of Gaussians uses multiple
Gaussians to describe the distribution of the pixel value. This model is suitable to
handle the alternate change of the pixel. However, these methods do not suit the
embedded processing platform, duo to the high requirement of floating-point cal-
culation. The real-time performance will be low in the system, and the single
Gaussian model is even not effective for the road environment.

Therefore, we introduce the vehicle detection method based on the Vibe back-
ground modeling algorithm [7]. Compared with the Gaussian models, this method
has the advantages of low computation complexity and accurate detection result.
The idea is build a sample set for each pixel, where the samples are the previous
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values of the pixel or those of its neighbors. The input new value of a certain pixel
is compared in the sample set to determine whether it belongs to the background.

In the initialization of the background model, general methods need a period of
time to count the values of the pixel for the sampling. However, the proposed
method just needs a single frame for this procedure. The sample set vi1; v

i
2; . . .v

i
m

� �
of pixel xi is filled by the values of the pixels in the neighborhood X. It is because
that the values of the pixels adjacent have the similar spatial-temporal distributions.
It is suitable to use the spatial distribution to approximate the temporal distribution
of the pixel value.

In the updating of the background model, the method updates the samples based
on counting and randomness. If a pixel xi is continuously classified as foreground
for more than N0 times, it will be a background pixel, and will replace a sample in
the sample set of its own or its neighbors with the probability of 1=/. Hence, the
probability of an arbitrary sample in this model can be survived during the time
interval dt is,

P t; tþ dtð Þ ¼ N0 � 1
N0

� � tþ dtð Þ�1

¼ exp � ln
N0

N0 � 1

� �
� dt

� �
;

which is independent to the system time t. Therefore, this updating is stable and
desirable.

The procedures of the algorithm are detailed below.

Initialization Background modeling. Sample set fvi1; vi2; . . .vimg of pixel xi is randomly
sampled in the neighborhood X

Step 1 Foreground extraction. Calculate the distances between the value vinew of pixel
xi with vi1; v

i
2; . . .v

i
m

� �
, and count the number ni of the distances smaller than

the threshold. If ni � n0, xi will belong to the background; otherwise, the
foreground

Step 2 Model updating. Count the number N of times of xi continuously classified as
foreground. If N �N0, vinew will randomly replace a sample in fvi1; vi2; . . .vimg
with a probability of 1=/, it also will replace a sample of its neighbor similarly

Step 3 Morphological operation. Make several times of expansion-corrosion to the
foreground image, and remove the discrete foreground pixels

Step 4 Output the results. Calculate the size of each foreground area. If the size is
larger than the threshold, the corresponding area will be output as the vehicle
position

The proposed vehicle detection method based on Vibe can extract the fore-
ground area from the monitoring video accurately in Fig. 2b. And the whole vehicle
area can be found based on the morphological operation in Fig. 2c.
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4 Radar Information Calibration

The vehicle position obtained by multi-target radar needs to be mapped to the
vehicle area in the video. Then the radar information will help to handle the
occlusion of the vehicle appearance in the video, and the video detection result will
help to find the false-positive target caused by the radar clutter. This processing is
realized based on the calibration of the radar information in the coordinate system
of the camera.

The multi-target radar we used has transformed the vehicle coordinate from the
coordinate system O1X0Y0Z0 of radar to that of the road (O1XYZ). These two
coordinate systems may have angles on the directions perpendicular to the x- and y-
axis due to the installation of radar. The target position is denoted by the distances
(Dh and Dv) between the vehicle and the radar on the directions perpendicular to or
along the road respectively. So the target position PO1XYZ in O1XYZ is ðDh;H;DvÞ,
where H is the installation height of radar.

As shown in Fig. 3, we should further transform the target position from O1XYZ
to the coordinate system of the camera. This procedure can be divided into several
steps.

Fig. 2 The vehicle detection in the image. a is the original frame in the video. b illustrates the
extracted foreground area. c illustrates the extracted vehicle areas marked red rectangles. d is the
detection result
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First, shift the coordinate system from O1XYZ to O2X1Y1Z1, the vehicle position
is changed to,

PO2X1Y1Z1 ¼ PO1XYZ þ T ¼
Dh

H

Dv

2
64

3
75þ

Lx
Ly
Lz

2
64

3
75;

where T is the shift matrix, and Lx, Ly and Lz are the distances between the camera
and radar in the three directions of the world coordinate system.

Then, considering the installation angle a of the camera on the horizontal
direction, we rotate the coordinate system O2X1Y1Z1 on the X1O2Z1 plane, and
obtain,

PO2X2Y2Z2 ¼ R1PO2X1Y1Z1 ¼
sin a 0 � sin a
0 1 0

sin a 0 cos a

2
4

3
5

Dh þ Lx
Hþ Ly
Dv þ Lz

2
64

3
75;

where R1 is the rotation matrix.
Further, considering the installation angle b of the camera on the vertical

direction, we rotate the coordinate system O2X2Y2Z2 on the Y2O2Z2 plane and
obtain,

2O

1O

X

Y
Z

vD

hD

α
β

3X

3Z 3Y

H

1O XYZP

Cam

Radar

Fig. 3 The coordinate of the vehicle in the coordinate system of the radar and that of the camera
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PO2X3Y3Z3 ¼ R2PO2X2Y2Z2 ¼ R2R1 PO1XYZ þ Tð Þ

¼
sin a 0 � sin a

� sin a sin b cos b � cos a sin b

sin a cos b sin b cos a cos b

2
64

3
75

Dh þ Lx
Hþ Ly
Dv þ Lz

2
64

3
75;

where R2 is also a rotation matrix.
At last, we obtain the vehicle position in O2X3Y3Z3 as PO2X3Y3Z3 ¼ x3; y3; z3ð Þ,

then the vehicle position ðu; vÞ in the video can be calculated as,

u ¼ w � 1
2 þ

arctan x3=
ffiffiffiffiffiffiffiffiffiffi
y23 þ z23

pð Þ
aw

� �

v ¼ h � 1
2 þ arctan y3=z3ð Þ

ah

	 


8><
>:

;

where aw and ah are the horizontal and vertical view angles of the camera, and w, h
are the horizontal and vertical resolutions of the video frame, respectively.
Therefore, we find the correspondence between the video detection results and radar
information. If two radar targets are mapped to the same vehicle image area, we will
divide the image area as two occluded vehicles. If none vehicle image area is
existed in the mapped coordinate of the radar target, we will ignore it.

5 Experimental Result

We applied the proposed vehicle detection and tracking system based on the video
and radar information on the road checkpoint for evaluation. 3 lanes are covered by
the system for vehicle localization, velocity measurement and tracking. A complete
software interface is realized on the hosted computer, including lane calibration,
trajectory indication and some behavior recognition, such as over-speed, illegal
parking, go in the wrong lane and so on.

The system can stable running for a long time without any shutdown or reboot.
The speed of the video processing is more than 21 fps, which satisfies the real-time
requirement. The localization, velocity measurement and tracking results are shown
in Fig. 4. The marked speeds in the images are from the radar information. The
results show that the proposed system can solve the problem of the multi-vehicle
monitoring on the road.
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6 Conclusion

This paper introduces a vehicle monitoring system based on the integration of
the video and radar information, which can detect and track multiple vehicles on
the road. The velocity measurement problem of the multi-vehicle can be solved,
and the completeness and continuity of the vehicle monitoring is improved. This
paper focuses on the video detection of the vehicle and the radar information
calibration methods based on an embedded processing platform. The video
detection result and the radar information are integrated with verification. The
accuracy of the localization and velocity measurement is improved, which is
significant for practical application.

Acknowledgments The work of this paper was supported in part by the National Natural Science
Foundation of China under Grant 61303174, the National Key Technology Program of China
under Grant 2014BAG01B03, and the China Postdoctoral Science Foundation funded project
under Grant 2015M571648.

Fig. 4 The localization, velocity-measurement and tracking results of the vehicle on road. The
yellow quadrangles are used to mark the traffic lanes
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Research on Route-Choice Behavior
of Unexpected-Destination Trip Under
Random Dynamic Conditions

Xiao-yuan Wang, Jing-lei Zhang, Hai-bo Wang, Chao Yin
and Cui-cui Yu

Abstract The study of route-choice behavior has been an important part of the
study of urban-road transport system. In previous studies, the emergencies of the
road network have been studied mostly from different angles under random
dynamic conditions. But the condition of route-choice behavior of
unexpected-destination trip was rarely mentioned. So in this paper, “unexpected
radiation field” is put forward, at the same time, the characteristic of it is also
studied. On the basis of this, route-choice behavior of unexpected-destination trip
under random dynamic conditions is researched with a combination of “radiation
field method” and discrete dynamic Bayesian network. Studies display that the
location and important of the unexpected destination affect the route choice
behavior closely. The simulation results show that, the model had a positive
meaning, and enabled to simulate and reproduce the decision-making process more
appropriately.

Keywords Driver behavior � Route choice � Radiation field � Discrete dynamic
bayesian network � Uncertain inference � Unexpected-destination

1 Introduction

In real life, Drivers often face the condition of multi route. The drivers need to
choice a route from multi route to complete the trip, this is the problem of
route-choice. According to the quantities of destination, the drivers’ trip has 2 ways,
single destination trip and multi destination trip. According to the different desti-
nation the drivers decided and arrive, the multi destination trip includes expected
trip and unexpected trip. The expected trip is the destination that drivers want to
arrive, it includes original destination and derived destination. The unexpected
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destination means it has a new destination for some reason, such as the husband is
asked to buy some vegetables by the wife on the way home etc. The unexpected
destination is different from the derived destination, the derived destination means
during the trip to expected destination, it has derived another destination. The study
of route-choice behavior has been an important part of the study of urban-road
transport system, it is also very important for the problems such as the traffic
assignment and relieving traffic congestion etc.

The urban traffic environment is random dynamic, such as the time-varying
traffic flow, accidental traffic accident, unexpected traffic jam, all of these can cause
the random trip time [1]. In study of the random and dynamic part, some scholars
such as Wang zheng wu studied the topic “the multi destination and route-choice
from the uncertain condition”, they analyzed the uncertain attributes of the road and
the route-choice features of the drivers, and they established the route-choice model
on the basis of the prospect theory and the improved CSA [2]. Some scholars such
as Tang Liansheng studied the range and background of the traffic route issues from
the unexpected condition [3]. Some scholars such as Guo Hanying studied the
reliability of the road network from the unexpected condition, and discussed the
relationship between the traffic flow and runtime in terms of the relationship
between the traffic capacity and runtime [4]. Some scholars such as Feng Peiyu put
forward the traffic-evacuation strategy for the unexpected situation on different
influencing factors and range, on the basis of the features of the urban traffic [5].

In previous studies, the emergencies of the road network have been studied
mostly from different angles under random dynamic conditions. But the condition
of route-choice behavior of unexpected-destination trip was rarely mentioned. So in
this paper, “unexpected radiation field” is put forward to analyzed the influence of
the unexpected destination over the expected destination in terms of the drivers’ trip
destination, and route-choice behavior of unexpected-destination trip under random
dynamic conditions is researched with a combination of “radiation field method”
and discrete dynamic Bayesian network.

2 Dynamic Bayesian Network and Inference

2.1 Dynamic Bayesian Network Model

Dynamic Bayesian network is a directed acyclic graph version, each gridding node
has directional and loop-free node. It is a relatively static graphic mode, the con-
nection between nodes, conditional probability, is the basis of the inference. The
probability estimate for any nodes of the Bayesian network has to consider the nodes
aggregation before X(father node F) and after X(child node C) [6–8]. But the acyclic
Bayesian network did not consider the influence of time on variables, the Bayesian
network varying with time is called dynamic Bayesian network(Dynamic Bayesian
Networks. DBN) [9–11]. Dynamic Bayesian network is a novel and flexible diagram
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expression for the state-space model with lots of random process. It has 2 Bayesian
network: initialized network B0 and transfer network B!. B0 is the initializing
probability distribution in this process p x 0½ �ð Þ. B! is the state transition probability
p x t½ � x t � 1½ �jð Þ for the time points 0, 1, …, t, from Time t −1 to Time t. The graphic
mode is as the Fig. 1.

2.2 Model Dynamic Inference

The basis of the Bayesian network and dynamic Bayesian network inference is
Bayesian formula:

p x yjð Þ ¼ p yxð Þ
p yð Þ ¼ p yxð ÞP

x p yxð Þ ð1Þ

Dynamic Bayesian network is the extension of Bayesian network in the space of
time sequence, the essence of the inference is the same as the acyclic Bayesian
network. The discrete acyclic Bayesian network with n hidden terminal and m
observed terminal applies the independent condition of the Bayesian network to get
the computing formula of the inference:

P x1; x2; . . .; xn y1j ; y2; . . .; ymð Þ ¼
Q

j P yj pa Yj
� ���� �Q

i P xi pa Xið Þjð ÞP
x1x2���xn

Q
j P yj pa Yj

� ���� �Q
i P xi pa Xið Þjð Þ ;

i ¼ 1; . . .; n; j ¼ 1; . . .;m

ð2Þ

In this computing formula, xi is a value of Xi. pa Yj
� �

is the father node group of
Yj, in the

P
of the denominator, x1; x2; . . .; xn is a hidden node group, which means

the joint distribution sum for the observation variables group and the hidden
variables group, actually it is used to calculate the distribution of the certain
observation variables group.

B B→

[ ]X

[ ]X

[ ]X

[ ]X t

[ ]X t

[ ]X t

[ ]X t +

[ ]X t +

[ ]X t +

Fig. 1 Dynamic bayesian
network structure diagram
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If there are few hidden nodes, observable nodes, level and time, the time slice in
the dynamic Bayesian network can be regarded as a big acyclic Bayesian network.
With the speed of time, the network can get a dynamic Bayesian network with T
time slices, each time slices has n hidden nodes and m observable nodes, and here is
the network inference:

P x11; . . .; x1n; . . .; xT1; . . .; xTn y110 ; . . .; y1m0 ; . . .; yT10 ; . . .; yTm0jð Þ ¼
X

y11;y12;...;yTm

Q
i;j P yij pa Yij

� ���� �Q
i;k P xik pa Xikð Þjð ÞQi;j P Yij0 ¼ yij

� �
P

x11;x12;...xT1;...;xTn

Q
i;j P yij pa Yij

� ���� �Q
i;k P xik pa Xikð Þjð Þ

8>><
>>:

;

i ¼ 1; . . .; T; j ¼ 1; . . .;m; k ¼ 1; . . .; n

ð3Þ

In this computing formula: xij is a value of Xij, the first subscript stands for the
i,time slice, the second subscript stands for the j hidden node in the time slice; yij is
the value of the observable node Yij; pa Yij

� �
is the father nodes group of Yij, Yij0 is

the Observational State of Yij, the j in the i time slice; in the
P

of the denominator,
x1; x2; . . .; xn is a hidden node group; p Yij0 ¼ yij

� �
, the continuous measurements of

Yij, belongs to the membership grade of State. yij [12].

3 Radiation Field Method

“Radiation field” is a circle area, the center is the drivers’ trip destination, radius is
the domain of attraction of the trio destination for drivers. As the tessellating
network is showed in Fig. 2, one of the pentagram symbols is the original place,
and the other is the destination. R is the radius of the radiation field, the circle area
is the influential area of the radiation field.

According to the research, here are some characteristics of the radiation filed:

DestinationOrigin

R

Fig. 2 Radiation field
diagram
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1. The extent of the radiation field depends on the importance of the destination.
The more important the destination is, the more attractive it is for the drivers and
the bigger the radius is, the bigger the covering area of the radiation field it is.

2. In the same radiation field, the closer drivers are to the destination, the more
attractive it is.

3. Additivity. In the same network, there are always multi-destination trip, so it is
reasonable that some of the 2 radiation field are coincident if the 2 destinations
are close enough. At this time, the radiation field are superimposed, in the
coincident places, the drivers are attracted by the 2 destinations at the same time.

4. The 2 destinations are competitive. The 2 destinations are both attractive to
drivers, so which one should be arrived fist is an issue. At the same time, the
importance of the integrated destination and the location of the 2 destinations
should be considered.

In the radiation field, in order to get how much the influence of the destination
for drivers, the influence of the destination for drivers should be analyzed, this is
called radiation field method. The attraction can be showed by the data of impor-
tance of destination in each road, so as to provide more effective evidence for the
route choices.

The importance of the destination can be marked with the integers from 1 to 5.
According to the result of the questionnaire and the importance of different desti-
nations, the statistical value of the radiation field can be given.

Assuming that there are n destinations in the road network, the importance of
Destination i is Si. In its influential area, the attraction of the destination for drivers
is Sij on the j road, the influential radius of the radiation field is called Ri, dij is the
distance from the middle of the road to the destination. So as follows:

Sij ¼ 1� dij
Ri

� �
Si ð4Þ

Then, here is the total attraction of the j is Sj

Sj ¼
Xn
i¼1

1� dij
Ri

� �
Si ð5Þ

4 The Engendering of the Unexpected Radiation Field
and Characteristics

4.1 Unexpected Radiation Field

As the route-choice makers, drivers should process messages by noticing outside
information and own Characteristics. Directivity and concentricity are 2 basic
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features. The directivity of heed means psychological activity reflect some objects
and leave the rest of objects by its own choice. When some of the cerebral cortex
can produce a positive exciting Centre, the adjacent domain of the cerebral cortex
can inhibit these excitements because of the negative induction, so drivers cannot
get clear reflection. The stronger negative induction is, the more concentrative heed
is. So, when people concentrate on one thing, other things will be ignored. The
positive exciting Centre can be transfer from one part to the other part. The transfer
of the positive exciting Centre is physiological mechanism of heed transfer. New
and special things are very easy to attract people’s heed [13].

The unexpected radiation field is a radiation field created by the unexpected
destination. Because of the unexpected destination, the heed choice is changed, so
the new destination has got more attention. So, we can get a conclusion that the
unexpected radiation field is much larger than the expected radiation field (Fig. 3).

Inlimine, the drivers make decision by paying attention on original destination,
traffic environment and own information. When there is an unexpected destination,
pay more attention on new destination, the original destination attention is atten-
uation, but it is still advanced processed and reflected into consciousness. During
the trip, the traffic environment is complex and changeable, drivers are guided by
trip destination, and pay attention on processing surrounding circumstance and own
information, and ultimately reflected on the vehicle driving. New destinations can
cause drivers’ nervousness, and also lead drivers pay more attention, which causes
that unexpected radiation field radius is a bit large.

4.2 The Characteristics of Unexpected Radiation Field

By the research, “unexpected radiation field” has some characteristics below except
the general characteristics:

Origin

R

Unexpected
Unexpected
radiation fieldAssuming

Unexpected-destina
Assuming
Unexpected-destination
expected- destination

Unexpected-
destination

Fig. 3 Unexpected radiation field diagram
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1. Unexpected radiation field radius is a bit large. The unexpected radiation field
radius is much larger than the original radiation field, and the more important
unexpected target is, the bigger radiation field radius is.

2. The unexpected radiation field radius size is based on the importance of
unexpected destination and also related to driving tendency (risk-taking type,
cautious type and conservative type). In order to finish the trip, conservative
driver pay more attention on new target than risk-taking driver, which leads the
radiation field radius of the former is larger than the other.

3. The unexpected radiation field have some impact on the transfer matrix of
driving tendency. Unexpected destination trip can raise drivers’ nervousness and
can transfer drivers into risk-taking type. Besides, the influence is larger and
larger if the unexpected time is closer to unexpected target.

5 Drivers’ Route-Choice Modeling in Unexpected
Destination Trip

The way to get the fake radiation field radius is to get the statistical value by
questionnaire. Showed by Table 1.

Drivers’ route-choice is influenced by 3 sides: human-vehicle-environment.
Drivers’ characteristics has been divided into some aspects: physiological charac-
teristics (gender, age and constitution), psychological characteristics (character,
emotion, motivation and temperament) and some characteristics acting on physi-
ological characteristics (urgent task or not, skill, habit preference, road network
familiarity). The drivers characteristics influence for driving behavior is called
driving tendency. Zhang Yuan yuan studied driving tendency recognition in dif-
ferent traffic flow, driving tendency can be categorized into three types: risk-taking
type, cautious type and conservative type, and he thinks drivers’ recognition and
processing for environment (it is drivers’ behavior characteristics) is the result of
physiology and emotion etc. (it is driving tendency) [14]. The vehicle character-
istics include vehicle classes and functions. The environment characteristics can be
categorized into in-bus environment (includes temperature and noises) and out-bus

Table 1 Expertise of false radiation field radius

Importance of traffic sections Sj Normal
Sj ¼ 1; 2f g� � Important

Sj ¼ 3; 4f g� � Very important
Sj ¼ 5
� �

Assuming expected-destination
field radius Ri

2 intersections
distance

3 intersections
distance

4 intersections
distance

Unexpected radiation field
radius R0

i

3 intersections
distance

4 intersections
distance

6 intersections
distance

Notes The unite of the radiation field radius is the number of intersections that needs drivers to
make a decision
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environment (includes Road conditions, traffic disturbance, traffic guidance and
weather).

Based on analysis above, we choose some factors which contribute to
route-choice greatly to build discrete dynamic Bayesian network, showed by Fig. 4.
In order to show drivers characteristics, we choose gender, age, characteristics,
skill, habit preference, road network familiarity and emotion to study drivers ten-
dency. Out-car environment is the only factor we should consider in environment
aspect, road class decides the trip condition and comfort etc. Traffic disturbance,
traffic management, traffic guidance and intersection numbers influence the trip time
and cost etc., it is called generalized travel cost. So attraction of road class, gen-
eralized travel cost and destination in each road on drivers is used to show envi-
ronment characteristics.

In this model, the task is divided into important, normal and unimportant;
Drivers tendency is divided into 3 parts: risk, cautious and conservative type in
Paper [14]. Vehicle characteristics is divided into good, normal, bad, and the traffic
environment is divided into advantageous, normal and disadvantageous parts
(Tables 2 and 3).

Discrete dynamic Bayesian network and radiation field method are used to build
model and prove the phenomenon that the unexpected radiation field radium is
larger. In dynamic Bayesian network, conditional probability and transfer matrix of
all factors is given by Expertise value. This space is too small to describe more
about it.

Because the unexpected radiation field influences the transfer matrix of driving
tendency, drivers are forced to transfer into risk-taking type to some extent. Weight
k is given here, and driving tendency is given by fuzzy reasoning, so it is just a
probability to become a tendency. As a consequence, the Value distribution of

Decision
point M

Driver
characteristics

A

Traffic
environment

A

Vehicle
characteristics B
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ender
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the netw
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Fig. 4 Discrete dynamic bayesian network of the route choice behavior
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driving tendency probability is in 0; 1ð Þ, then we can get k 2 1; 10½ Þ to amend
driving tendency.

6 Experimental Verification

In order to make a better contrast of the drivers’ route-choice decisions under the
unexpected goal, eight drivers should be collected (Including six male drivers and
two female drivers whose age distribution is about 25–45, as well as their driving
experience distribution is about 3–20). Before the experiment, the drivers should
make a questionnaire on their psychology. Take District Zhang dian, Zibo City for
example, only one original destination is regulated. However, there appeared the
unexpected destination on the trip. The radiation field of the destinations is dis-
tributed as followed in Fig. 5.

Supposing the experimental situation, the driver worked at the destination. His
original route is going back home after work. On the way back home, the unex-
pected goal appeared which is going to buy vegetables in the market.

Because of the limited space, only one driver was chosen to be analyzed on his
selected trip route. The information were showed as followed (Table 4):

In order to make a better study of the behaviors of the drivers’ trip route deci-
sions when they faced the unexpected goal, we first applied the way of the radiation
field and the discrete dynamic Bayesian network to make a simulation under the
supposed experimental situation, which acquired the drivers’ trip routes as routes.
Then supposing the unexpected goal as the original goal, on the process of the
drivers’ trip there existing two original goals could be simulated, which could
acquire the drivers’ trip route as the route ②, as Fig. 6 showed.

Table 2 Driver characteristics variable-state collection

Gender Male, Female

Age Youth(age 18–25), middle age(age 25–65), old age(age 65–70)

Personality Extrovert(stable extrovert). Normal(unstable extrovert, unstable
extrovert).Introvert(stable introvert)

Skill Poor(� 0.5 year), normal(0.5–3 year), well(� 3 year)

Habit preference Yes, no

Familiarity with the
network

Familiar, normal, unfamiliar

Emotion Good, normal, bad

Table 3 Road characteristics Traffic guidance Yes, no

Road characteristics High, middle, low
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R2 

R1 

R3 

 

Origin

Unexpected-destination

Expected-
destination

Fig. 5 Drivers’ trip radiation field distribution

Table 4 Characteristics of selected target each time

Gender
(male,
female)

Age (youth, middle
age, old age)

Habit
preference (yes,
no)

Skill (poor,
normal, well)

Character (introvert,
normal, extrovert)

Time 1 (1.0, 0.0) (1.0, 0.0, 0.0) (0.7, 0.3) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

Time 2 (1.0, 0.0) (1.0, 0.0, 0.0) (0.4, 0.6) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

Time 3 (1.0, 0.0) (1.0, 0.0, 0.0) (0.3, 0.7) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

Time 4 (1.0, 0.0) (1.0, 0.0, 0.0) (0.5, 0.5) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

Time 5 (1.0, 0.0) (1.0, 0.0, 0.0) (0.8, 0.2) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

Time 6 (1.0, 0.0) (1.0, 0.0, 0.0) (0.7, 0.3) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

Time 7 (1.0, 0.0) (1.0, 0.0, 0.0) (0.1, 0.9) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

Time 8 (1.0, 0.0) (1.0, 0.0, 0.0) (0.6, 0.4) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

Time 9 (1.0, 0.0) (1.0, 0.0, 0.0) (0.4, 0.6) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

Time 10 (1.0, 0.0) (1.0, 0.0, 0.0) (0.3, 0.7) (0.1, 0.2, 0.7) (0.3, 0.5, 0.2)

… … … … … …

Familiarity with the
network
(bad, normal, good)

Emotion
(bad, normal,
good)

Road rank
(low, middle,
high)

Generalized trip
cost
(low, middle,
high)

vehicle
characteristics
(good, normal,
bad)

Time 1 (0.0, 0.2, 0.8) (0.2, 0.1, 0.7) (0.0, 1.0, 0.0) (0.3, 0.5, 0.2) (0.0, 1.0, 0.0)

Time 2 (0.0, 0.2, 0.8) (0.1, 0.4, 0.5) (0.0, 1.0, 0.0) (0.4, 0.4, 0.2) (0.0, 1.0, 0.0)

Time 3 (0.0, 0.2, 0.8) (0.4, 0.4, 0.2) (0.0, 1.0, 0.0) (0.6, 0.2, 0.2) (0.0, 1.0, 0.0)

Time 4 (0.0, 0.2, 0.8) (0.4, 0.4, 0.2) (0.0, 1.0, 0.0) (0.7, 0.2, 0.1) (0.0, 1.0, 0.0)

Time 5 (0.0, 0.2, 0.8) (0.7, 0.2, 0.1) (0.0, 1.0, 0.0) (0.6, 0.2, 0.2) (0.0, 1.0, 0.0)

(continued)
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The results of the situational experiment turned out that the chosen route results
of 87.5 % drivers attending the experiments are consistent with the simulated
results. Thus, it explained that the radiation field and the discrete dynamic Bayesian
network have the good applicability on the study of the choice route of the drivers
under the unexpected goal, which also explained the existence of “false radiation
field”.

Table 4 (continued)

Familiarity with the
network
(bad, normal, good)

Emotion
(bad, normal,
good)

Road rank
(low, middle,
high)

Generalized trip
cost
(low, middle,
high)

vehicle
characteristics
(good, normal,
bad)

Time 6 (0.0, 0.2, 0.8) (07, 0.2, 0.1) (0.0, 0.0, 1.0) (0.2, 0.5, 0.3) (0.0, 1.0, 0.0)

Time 7 (0.0, 0.2, 0.8) (0.8, 0.1, 0.1) (0.0, 1.0, 1.0) (0.5, 0.4, 0.1) (0.0, 1.0, 0.0)

Time 8 (0.0, 0.2, 0.8) (0.3, 0.5, 0.2) (0.0, 1.0, 0.0) (0.4, 0.5, 0.1) (0.0, 1.0, 0.0)

Time 9 (0.0, 0.2, 0.8) (0.3, 0.4, 0.3) (0.0, 0.0, 1.0) (0.4, 0.5, 0.1) (0.0, 1.0, 0.0)

Time 10 (0.0, 0.2, 0.8) (0.2, 0.4, 0.4) (0.0, 1.0, 0.0) (0.7, 0.2, 0.1) (0.0, 1.0, 0.0)

… … … … … …

Notes Numbers in the diagram, such as (1.0, 0.0) in the second line and second row means male; Habit preference
means drivers prefer to choose which road in all the optional roads

Origin

Unexpected-destination

Expected-destination

Fig. 6 Route-choice condition of drivers’ trip
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7 Conclusion

On the uncertain conditions, drivers may encounter a lot of unexpected-destination
situations. As a result, “unexpected radiation field” is put forward and introduced, at
the same time, the characteristic of it is also studied. On the basis of this,
route-choice behavior of unexpected-destination trip under random dynamic con-
ditions is researched with discrete dynamic Bayesian network. Studies display that
the location and important of the unexpected destination affect the route choice
behavior closely besides the effects of people, vehicle and environment. The sim-
ulation results show that, the combination of “radiation field method” and discrete
dynamic Bayesian network is well applicable in route-choice behavior of
unexpected-destination trip under random dynamic conditions, and enabled to
simulate and reproduce the decision-making process more appropriately.

Due to space limitations and research convenience, this paper considers the
condition of only one original target. route-choice behavior of unexpected-
destination trip under random dynamic conditions when only using the forces of the
relationship between the intersection of a circle to experiment. There still exists
following disadvantages. (1) Confirmed by experts in radius determination of
“unexpected radiation field”, there may be a certain deviation. More accurate
methods are still needed to further research. (2) As the experiment is taken real
vehicle experiment on simulative scene, there may be some influences on the
driver’s psychological. So the result may appear some deviation. (3) This article
only studied the single objective after the traveling, the driver’s route choice
decision-making behavior on emergent occasions, sudden targets under the multiple
objective situation remains to be further analysis. (4) On the traveling of
unexpected-destination, the importance of unexpected-destination’s influence on
the original one is needed further research.
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OD Matrix Estimation Based on Mobile
Navigation Technology

Tangjian Wei, Xiaosong Wang, Yuping Xv and Yuanyuan Feng

Abstract In traditional OD survey, too many manpower and material resources are
consumed, but the life cycle of the data is shortening and survey cost is increasing.
In tackling these questions, the paper put forward the theory of calculating flow of
road segments by mobile navigation software, get all the traffic link flow in current
city after fuzzy process, finally obtain estimate OD data. Analysis Nanchang main
city zone, adopt STOCH algorithm, stochastic user equilibrium assignment and
system optimum realize OD matrix estimation. The results of the example show that
OD matrix estimation based on mobile navigation data has feasibility, which also
large scale reduce the OD investigation cost at the same time improve the effec-
tiveness of the OD data.

Keywords OD matrix estimation � Mobile navigation technology � TransCAD �
Example analysis

1 Introduction

Compared to conducting an investigation to get the OD matrix of traffic zones,
getting link traffic volumes to complete costs less distinctly in all respects [1–3], but
it’s still a troublesome work when we need to get the link flow in a large area.
Cheng et al. [4] set the smallest square of deviance between link flow and actual
measured flow as target function, bi-level programming model simplified to single
level programming by deleting the function of discriminant error in OD matrix, then
amount of calculation can be reduce greatly. Chen et al. [5] put forward the OD
desire line intercept method develop for the choice of tested road sections based on
initial OD matrix; however, adopting artificial field observation requires lots of
labor, the observation data tend to be more subjective randomness, and it’s difficult

T. Wei (&) � X. Wang � Y. Xv � Y. Feng
School of Railway Tracks and Transportation East China Jiaotong University,
Nanchang 330013, Jinagxi, China
e-mail: weitangjian@qq.com

© Springer Science+Business Media Singapore 2017
H. Lu (ed.), Proceedings of the Second International Conference
on Intelligent Transportation, Smart Innovation, Systems and Technologies 53,
DOI 10.1007/978-981-10-2398-9_21

229



to get continuous observation data of related link. Exact and continuous data can get
from series of professional equipment, but it costs giant cost investment which also
result in huge difference between input and output in series of systemic traffic
planning research. This paper put forward the theory of calculating flow of road
segments by mobile navigation, this theory can work out the problem about mass
tested road and huge amount of work, solve the OD estimate fast and effective.

2 Theory of Calculating Flow of Road Segments
by Mobile Navigation Technology

Nowadays, with the rapid development of smart phone which brings great con-
venience to citizens, mobile phone has become one of the necessities for daily life.
Facing with the increasingly serious traffic jams, some companies develop a serious
of navigational software, providing not only navigation service but also real-time
road conditions information. Using this kind of mobile software to get real-time
road conditions information has become the main means by which citizens plan
their going out. Combine relevant index with the road conditions information
provided by mobile phone navigational software can estimate link flow easily, and
get reasonable data to estimate OD matrix (Fig. 1).

The picture shows the whole traffic net and the traffic condition of each road
segment in the city. Traffic conditions of different links segment are shown by lines
in different colors. Green indicates an unblocked link, yellow an ambling link, light
red a crowded link, dark red a serious traffic jam or a road having vehicles beyond
its capacity. Conclusion can be made with reference of the fuzzy evaluation about
related crowding road that the percentage traffic flow takes up discharge capacity in
different degree of crowded links, the form can be show as below (Table 1):

Fig. 1 The real-time road conditions acquired through navigational software
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Refer to the related rules in <CJJ 37 - 90—Design Standard for the industry
standard of the people’s Republic of China>, urban road mainly includes
expressway, arterial road, minor arterial road, branch amount to five road grades,
the design speed of every road grade show in Table 2.

In order to satisfy urban traffic demand, different road in different grades has its
own capacity owing to design speed, for a lane belong to expressway, there exists
relation between basic capacity and traffic speed (Table 3):

For the lane belong to other road grades, there exist relation between basic
capacity and traffic speed (Table 4):

Using mobile navigational software can get basic information and real-time
construction status of every link on the panoramic view, main includes unidirec-
tional and bi directional road, the number of lane in every direction, such as Fig. 2.

With the basic statistics above, we can estimate the flow of each road segment.
First, by referring data, learn the level of each road segment in the area, design

Table 1 Fuzzy evaluate
degree of link crowdedness

Link color Traffic condition

Green Unblocked

Yellow Move slowly

Light red Crowded

Dark red Close-packed

Link color Link traffic flow take up capacity

Green Under 30 %

Yellow 3, 0–60 %

Light red 60–80 %

Dark red More than 80 %

Table 2 The design speed of
every road grade

Road grade Expressway

Design speed (km/h) 100 80 60

Road grade Arterial road

Design speed (km/h) 60 50 40

Road grade Minor arterial road

Design speed (km/h) 50 40 30

Table 3 Capacity of lane in
expressway

Design speed (km/h) 100 80 60

Basic capacity (pcu/h) 2200 2100 1800

Design capacity (pcu/h) 2000 1750 1400

Table 4 Capacity of lane in
other road grades

Design speed (km/h) 60 50 40 30

Basic capacity (pcu/h) 1800 1700 1650 1600

Design capacity (pcu/h) 1400 1350 1300 1100
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statistics such as the speed of vehicles, and with the standard of urban design, we
can calculate out the fundamental traffic capacity of each road segment. Second,
with the help of mobile navigation software we can perform a statistical analysis on
the real-time road condition of road that relevant. At last, with the percentage of
traffic flow from the roads capacity in different levels (chart 1), we can calculate out
the traffic volume of each road segment. Above all, using mobile navigation soft-
ware can simplify the workload of calculating the flow of road segments in the
research area and get a relatively specific statistic of road segment flow.

3 Essential Process and Principle About OD Estimation
Based on Link Flow

This paper processes OD estimation with transCAD, the workflow show as Fig. 3.
The essential process of OD estimation in transCAD as follows: taking traffic flow
in the investigative section of road as basic data. Before the OD estimation, refer to
the divide of traffic zone edit an initial OD matrix as the formwork for output OD
matrix. Choosing a kind of traffic distribute method, calculative starting point is the
initial OD matrix, after multiple iteration and transition between traffic distribution
and estimated matrix, repeat the process of traffic distribution and OD estimation,
until the final result content the setting convergence condition, obtained the accurate
OD matrix.

Multipath OD estimation is the promotion of unity path, which OD matrix come
from link flow is more accurate. Only when the traffic distributable method is user
equilibrium or stochastic user equilibrium, use multipath OD estimation. Compared
to unity path, there are many best routes over traffic zones, compare traffic dis-
tributable flow with actual investigated flow, exacted traffic flow of observed link
can be calculated as below:

Fig. 2 Road pinworm
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T Eð Þijr ¼ 1
Na2ðs;rÞ

X
a2 s;rð Þ

T Eð Þija
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3
5 ð1Þ

TijðnÞ ¼
X
r

ðT Eð Þijr � PijrÞ ð2Þ

T Eð Þija ¼ va
Taðn�1Þ

Tijðn�1Þ ð3Þ

where:

T Eð Þija exacted traffic flow of link a from traffic zone i to j
s the set of traffic links
Pijr probability of choose link r from traffic zone I to j
n iteration number

There are numerous optimal routes over traffic zones, so we need to distribute
twice in every OD circulation update: the first distribution calculate flow, the
second update OD flow.

Link flow get from 
mobile navigational 
software

Line geographical 
file
1.line layer
2.road attribute

Surface geographical 
file
1.traffic zone
2.centroid of district

Initial OD matrix Modes of traffic 
distribution
1.stochastic user 
equilibrium
2.System
Optimization
3.SCHOOH
algorithms
4.All-or Nothing 
Assignment
Method

Estimated
link flow

Calculate error 
of link flow

Meet the criterion?

Best OD matrix

Process of OD estimation by transCAD 

no

yes

Fig. 3 Process of OD estimation by transCAD
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4 Example Analysis

This paper uses the central areas in Nanchang as test region, amount to about
300 km including DongHu District, QingYunpu District, and some areas of
QingShanhu District. By means of mobile navigational software can get the link
flow of every road in study area, utilize TransCAD estimate OD matrix over traffic
zones based on known link flow, which can be the basis for city road planning to
study the travel distribution (Fig. 4).

4.1 The Division of Traffic Zones

In order to describe travel distribution of NanChang resident, combine the distri-
bution of facilities such as business, travel, entertainment with actual situations,
divided the research area to 18 traffic zones (Fig. 5). The specific result is as below:

4.2 Input of Fundamental Road Network Information

At present, the urban roads in NanChang have already reached 850, the total length
of road is about 919.3 km. This paper considers expressway, arterial road, minor
arterial road, some branches of higher vehicle flow. Unite TransCAD with sche-
matic diagram of division in research area, then draw the traffic network, create a
geography file of lane types. The traffic network of NanChang can show in Fig. 6:

Fig. 4 The link flow of research area
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Before finish the chart of road section layer, input the own attribute of roads.
Compared with geography file of surface types which has more attributes, line layer
has fields when estimates OD matrix (Table 5):

Combine the demand of standard with a real situation of roads and then get the
capacity of every link and design speed. Impedance function chooses BPR

Fig. 5 Schematic diagram of division in research area

Fig. 6 The traffic network of research area
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impedance function ta vað Þ ¼ tað0Þ 1þ a va
ca

h ib� �
,a and b are undetermined parame-

ters, according to the previous study a ¼ 0:15; b ¼ 4 therein, over the above
attributes, length of road can rough estimate from measurement tools inside the
software of map.

An important datum of OD estimate this paper used is the vehicle flow in every
link, in order to guarantee the accuracy of the OD matrix which was obtained from
estimate, choose those links of high flow to get more comprehensive travel infor-
mation over traffic zones from survey data. This paper chooses the main arteries in
research area, the flows are relatively large, so that satisfy above demands; at the
same time, every link is independent, there not exists linear relations, so that satisfy
the principle of independence (Figs. 7, 8 and 9).

Table 5 Attribute of roads Fields Content Type

name Road name character

Time Form time Real number

Type Road grade Integer

AB-count Vehicle flow in one direction Real number

BA-count Vehicle flow in another direction Real number

capacity Design capacity Real number

speed Design speed Real number

Length Length of road Real number

Fig. 7 The first picture of rush hour in NanChang
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Owing to the statistics about each road traffic condition from mobile navigational
software, we can have a whole understand about traffic conditions about the link
flow. Generally speaking, the crowding phenomenon is kind of serious in
NanChang, the statistical result shows in Table 6, crowding roads concentrate on
most parts of the Honggutan New District, central Castle Peak Lakes, station in the
East Lake area, roads near square of Bayi.

Edit the attribute of every link with the statistical data what is said above
(Fig. 10).

Fig. 8 The second picture of rush hour in NanChang

Fig. 9 The third picture of rush hour in NanChang
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Table 6 Statistical table about road traffic condition

Link
color

Traffic
condition

Related links Proportion
(%)

Dark
red

Close-packed Honggutanzhong street, Fenghezhong Street, Bayi
Street, Lushannan Street (linking to the Bayi Bridge),
Bayi Bridge, Taohua Road, Beijingxi Road,
Zhanqianxi Road, Changdongnan Street, Ximazhuang
Street, Yongshu Road, Shanghai Road, Huizhan Road,
Zhongshan Road, etc.

8

Light
red

Crowded Ruzi Road, Yiyuan Road, Luyin Road, Chunhui Road,
Hongcheng Road, Minfeng road, Xiangshanbei Road,
Dieshan Road, Yangming Road, Qingshanhuzhong
street, Jingdongnan Street, Hongdubei Street,
Xiangshanbei Road, Shunwai Road, Shanghaibei
Road, Jiefangxi Road, Beijingdong Road,
Yangmingdong Road, Supu Road, Erqibei Road, etc.

15

Yellow Move slowly Jinggangshan Street, Taoyuan Road, Jiefangdong
Road, Changnanxi Street, Nanjingdong Road, Fuhebei
Road, Gaoxinzhong Street, Gaoxinnan Street,
Yanjiangnan Street, Minqiang Road, Huoju Road,
Yingbinbei Street, Xiangshan Road, Erqinan Road, etc.

30

Green Unblocked The rest of the road 47

Fig. 10 The attribute of some links
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4.3 OD Estimation in Different Method of Traffic
Assignment

In order to estimate OD matrix, not only must finish the above work, but also
prepare initial OD matrix. The ID of lane and line in the initial OD matrix must
match centroid of district. There exist two methods to get initial OD matrix when
the travel information of traffic zones cannot acquire:

Every corresponding element in the initial OD matrix assigned to 1 which is
minimum.

Travelers’ trips always influenced by the travel impedance between traffic zones,
therefore calculate initial OD matrix through travel impedance between traffic
zones:

tij ¼ 1� fijP
i

P
j fij

fij is the impedance value between the traffic zone I and j, use TransCAD screen out
nodes and then get the centroid of district, therefore impedance matrix can easily
get.

The initial OD matrix in this paper is the matrix whose elements are all 1, OD
estimation considers travel circumstance not including the circumstance inside
zones, set the diagonal elements as zero.

1. Estimate OD by stochastic user equilibrium assignment

User equilibrium assignment supposes all of the travelers master traffic infor-
mation comprehensively, then choose the route which spend time least. However,
travelers always calculate wrong about road impedance because they lack of
comprehensive traffic information. Error of road impedance can regard as a random
variable, this kind of circumstance is stochastic user equilibrium assignment, when
travelers adopt this method they can’t reduce the time by changing their own
choice, so this method is more close to reality. Use successive algorithm to dis-
tribute traffic in TransCAD need large iterative loop, the picture below is the result
of estimate by this software (Table 7):

2. Estimate OD by STOCH Algorithm

STOCH Algorithm applies logit model to traffic assignment. This algorithm
doesn’t calculate selection probability, only calculate the probability of connecting
efficient paths. Now described STOCH Algorithm in detail:

First step: initial step
Defined rðiÞ, sðiÞ as time when following the shortest path move from starting

point r (node i); downðiÞ as the set of all the downstream nodes related with i, upðiÞ
as the set of all the upstream nodes related with i.
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Calculate the least travel time from point r to node i and least travel time from
node i to end point s, get the r ið Þ and sðiÞ of every node.

Calculate all of the link weight Lði ! jÞ in effective link i ! j:

L i ! jð Þ ¼ eh½r jð Þ�r ið Þ�ti!jÞ�; for effective links r ið Þ\r jð Þand s ið Þ[ s jð Þð Þ
0; other links

�

tði ! jÞ is the real traffic time of link ði ! jÞ. For point j, when r ið Þ[ r jð Þ, i is
the upstream node of j, otherwise, i is the downstream node of j

Second step: forward estimate
Start from starting point r, arrange nodes according to the value of rðiÞ, calculate

path weight wði ! jÞ for every node i,j 2 downðiÞ,

w i ! jð Þ ¼
L i ! jð Þ; i ¼ r

L i ! jð Þ P
m2up ið Þ

w i ! jð Þ; i 6¼ r

(

If narrate this formula to words:
The path weight of every lane equal to product of link weight multiplies the sum

of all over the path weight upstream;
For the lane which includes starting point, path weight equal to link weight.
Third step: estimate
Start from final point s, arrange nodes according to the value of sðjÞ, then

distribute the link flow xði ! jÞ to i 2 f ðiÞ

x i ! jð Þ ¼
qrs

w i!jð ÞP
m2up ið Þ w m!jð Þ ; j ¼ s

P
m2down jð Þ

x j ! mð Þ
" #

w i!jð ÞP
m2up jð Þ w m!jð Þ ; j 6¼ s

8>><
>>:

The formula looks complex, but it can be summarized with two sentences.
for every node, the sum of flow which come from upstream lane equal to the sum

of flow which come from downstream lane;
For every node, there exists the direct proportion of all the upstream lane flow

with their path weight.
This is the result of estimation through link flow use STOCH Algorithm in

TransCAD (Table 8):

3. Estimate OD by System Optimum Traffic Assignment

The optimal system actually is an ideal mode of distribution, stochastic user
equilibrium assignment what mentioned before is according to travelers, while
system optimum traffic assignment is according to planners. In fact, crowded link
flow usually influence a lot to the travel time of travelers, planners offer a kind of
distributable scheme, add up to mutual cooperation of travelers therefore result to
least total time in network (Table 9).
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Table 10 Statistic table of OD estimation

Method of traffic assignment Serial number 1 2

Stochastic user equilibrium assignment Origin 1387.12 1468.9

Destination 1843.16 1054.04

STOCH algorithm Origin 1466.74 1545.59

Destination 1761.22 1158.09

System optimum traffic assignment Origin 1277.61 1182.27

Destination 1862.75 1157.04

Sum of OD 9599.6 7567.93

Ave of OD 3199.86 2522.64

Method of traffic assignment Serial number 3 4

Stochastic user equilibrium assignment Origin 872.48 5182.22

Destination 803.98 5058.91

STOCH algorithm Origin 982.73 4610.42

Destination 931.3 4503.2

System optimum traffic assignment Origin 982.03 4173.95

Destination 831.85 4559.03

Sum of OD 5407.37 28,091.73

Ave of OD 1802.45 9363.91

Method of traffic assignment Serial number 5 6

Stochastic user equilibrium assignment Origin 2193.17 1554.77

Destination 2772.77 1904.91

STOCH algorithm Origin 2410.76 1103.06

Destination 2788.09 1325.32

System optimum traffic assignment Origin 1720.15 1269.83

Destination 2643.55 2543.2

Sum of OD 14,533.49 9707.09

Ave of OD 4844.49 3235.69

Method of traffic assignment Serial number 7 8

Stochastic user equilibrium assignment Origin 1240.12 3379.62

Destination 765.34 2776.69

STOCH algorithm Origin 1136.39 3102.74

Destination 842.56 2352.58

System optimum traffic assignment Origin 1096.98 3292.81

Destination 762.86 2391.41

Sum of OD 5851.25 17,303.85

Ave of OD 1950.41 5767.95

Method of traffic assignment Serial number 9 10

Stochastic user equilibrium assignment Origin 2159.32 1295.64

Destination 1996.66 1170.45
(continued)
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Table 10 (continued)

STOCH algorithm Origin 1717.58 1182.75

Destination 1772.42 1127.76

System optimum traffic assignment Origin 2323.13 1263.65

Destination 1768.49 1159.84

Sum of OD 11,746.6 7210.09

Ave of OD 3915.53 2403.36

Method of traffic assignment Serial number 11 12

Stochastic user equilibrium assignment Origin 3332.52 624.37

Destination 3827.63 813.62

STOCH algorithm Origin 2481.5 892.89

Destination 3028.7 1048.28

System optimum traffic assignment Origin 3260.06 903.58

Destination 3510.58 1108.96

Sum of OD 19,451.99 5403.7

Ave of OD 6483.99 1801.23

Method of traffic assignment Serial number 13 14

Stochastic user equilibrium assignment Origin 1780.36 1783.39

Destination 1950.63 1541.67

STOCH algorithm Origin 1747.71 1433.17

Destination 1809.59 1286.79

System optimum traffic assignment Origin 1608.8 1844.79

destination 2129.19 1508.63

Sum of OD 11,039.3 9412.44

Ave of OD 3679.76 3137.48

Method of traffic assignment Serial number 15 16

Stochastic user equilibrium assignment Origin 3458.37 2003.5

Destination 2529.8 2247.58

STOCH algorithm Origin 2627.67 1962.56

Destination 2577.21 2089.88

System optimum traffic assignment Origin 3024.18 2508.7

Destination 2423.13 863.55

Sum of OD 16,655.36 11,691.8

Ave of OD 5551.78 3897.26

Method of traffic assignment Serial number 17 18

Stochastic user equilibrium assignment Origin 1582 1429.59

Destination 2299.2 1370.92

STOCH algorithm Origin 1284.78 1456.56

Destination 1685.84 1416.94

System optimum traffic assignment Origin 1583.63 1510.61

Destination 2323.11 1279.59

Sum of OD 10,775.56 8482.21

Ave of OD 3591.85 2827.4
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4.4 Data Analysis

4.4.1 Data Analysis Based on the Number of Traffic Zones

Before estimate OD in three different method of traffic assignment, this form is an
OD summary of traffic zones in different method of traffic assignment (Table 10).

Figure 10 is the OD estimation summary of 18 traffic zones according to pop-
ulation density. Related to above data therefore get OD matrix, from which can
acknowledge the travel circumstance of NanChang residents. Large travel areas
mainly include Donghu District, middle of Qingshanhu District, Gaoxin District
and Honggutan New District (Figs. 11 and 12).

4.4.2 Data Analysis Based on Different Method of Traffic Assignment

Observe statistical data will find out that results from three different method of
traffic assignment are nearly same in magnitude, although there still exist difference,
this software not only estimate OD but also assign traffic in the same assignment
(Fig. 13).

Analyze the data in Table 11, three traffic assignment methods exist error in
different degrees, but for most of path, the error rate between repeat traffic
assignment and original link traffic assignment is less than 30 %, accuracy meet the
requirement. Compare three traffic assignment, the error of STOCH algorithm is a

Fig. 11 OD of traffic zones
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little larger, the error of single road section also larger than others, so it’s best not
choose STOCH algorithm. In contrast, average error of both stochastic user
equilibrium assignment and System Optimum Traffic Assignment are less, results

Fig. 12 Flow of traffic zones

Fig. 13 Comparison diagram of link flow before distribution
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Table 11 Comparison diagram of the error in link flow before distribution

Best path Direction AB (%) Direction BA (%)

STOCH algorithm

1 12.6 8.5

2 −24.5 −16.4

3 −8.4 −13.9

4 17.9 16.1

5 12.5 30.8

6 −14.3 24.6

7 −22.1 −12.4

8 11.8 22.1

9 −7.4 −6.4

10 21.3 −19.1

11 −15.1 22.4

12 24.3 −13.7

13 15.6 9.8

14 −16.2 −29.5

15 −17.2 −13.8

16 12.1 −15.4

17 15.4 18.3

18 38.4 33.3

Error-sum 56.7 45.3

Average error 3.2 2.5

Stochastic user equilibrium assignment

1 5.3 13.2

2 8.6 6.4

3 −11.1 −12.3

4 −6.3 −8.4

5 9.8 5.6

6 −12.9 −8.8

7 −12.7 −10.3

8 7.6 5.8

9 8.9 6.7

10 −8.4 −4.9

11 −8.1 −10.9

12 −13.3 −12.9

13 11.2 15.8

14 −24.1 −14.4

15 15.9 14.3

16 −16.4 −8.1

17 10.4 −6.7

18 9.7 6.4
(continued)
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more actualize. The error of stochastic user equilibrium assignment is least. So
stochastic user equilibrium assignment is the best traffic assignment in OD esti-
mation based on link flow.

5 Conclusion

This paper put forward theory of calculating flow of road segments by mobile
navigation software, maximal improve the fussy condition when obtaining link
flow. Based on the link flow, estimate OD through the traffic planning software
TransCAD, then verify the feasibility of this method in example analysis.

Example analysis based on Nanchang central urban area, adopt STOCH algo-
rithm, stochastic user equilibrium assignment and system optimum, and analyze
around 200 link flow statistical data which assigned by software, compare with
origin link flow and error analyzing, in a conclusion, stochastic user equilibrium

Table 11 (continued)

Best path Direction AB (%) Direction BA (%)

Error-sum −25.9 −23.5

Average error −1.4 −1.3

System optimum traffic assignment

1 −20.3 −12.4

2 −8.6 2.6

3 −6.6 4.2

4 33.2 −16.2

5 −18.4 −5.7

6 15.2 21.4

7 −9.4 −13.5

8 4.3 33.1

9 −6.4 −12.6

10 11.3 5.8

11 14.6 −6.1

12 13.5 −1.6

13 −24.1 −12.4

14 18.3 −14.7

15 −8.6 −12.3

16 19.4 20.4

17 −14.7 −19.4

18 12.6 11.3

Error-sum 25.3 −28.1

Average error 1.4 −1.6
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assignment is the best traffic assignment in OD estimation, system optimum sec-
ondly, STOCH algorithm was not often recommended because the result of it has
larger difference.

References

1. Lu, H.: Transport Management and Planning. Tsinghua University Press (2006) (In Chinese)
2. Shao, C., Gu, Y.: Transportation Planning. Beijing Jiaotong University Press (2012) (In

Chinese)
3. Lu, H., Huang, H.: Transportation Planning Theory Research Front. Tsinghua University Press

(2007) (In Chinese)
4. Wei, C., Yueming, C., Yupei, D.: OD matrix estimation algorithm with consideration to

uncertainty of link flows. Urban Trans China 3, 79–81 (2008) (In Chinese)
5. Chen, Z., Li, K., Sun, J.: Count location selection for OD matrix estimation. Trans. Comput.

China 1, 104–106 (2007) (In Chinese)

250 T. Wei et al.



Weight-Dependent Equilibrium Solution
for Weighted-Sum Multiobjective
Optimization

Yang Wu, Zhiyong Zhang, Jianhua Yuan and Qing Ma

Abstract As a popular approach to solve Multiobjective Optimization Problem
(MOP), weighted-sum (WS) method obtains a series of weight-dependent Pareto
Optimalities (i.e. multi-objective global optimums) forming Pateto Front. Each
priori (preset) combination of single-objective (SO) weights stands for a certain
way to compromise all of SO, e.g. a popular opinion is “Balanced weights lead to
the equilibrium solution”. To verify this notion, this paper proposes a method to
obtain adaptive posteriori weights derived from heuristic search rather than
human-judged priori weights, so as to generate an unique Equilibrium Pateto
Optimality (Equi-PO) out of the Pareto Front of multiobjective-function (MOFunc),
where mutual interest of every single-objective- function (SOFunc) is achieved to a
certain “equal” extent. The numerical example reveal that an unique Equi-PO is
obtainable with adaptive weights converging towards an unique end, and: (1) For
and only for the WS-MOP whose Pareto Front is symmetric to the Equiangular
Utopia Ray, “balanced weights” results in “equilibrium solution”; (2) For other
conditions, “balanced weights” can’t.

Keywords Weighted-Sum multiobjective optimization problem (WS-MOP) �
Adaptive weight � Equilibrium pare to optimality

1 Introduction

As a popular scalarized modeling, Weighted-sum (WS) method converts
Multi-objective Optimization Problem (MOP) into a Single-objective Optimization
Problem (SOP), using a certain combination of weights to compose all of
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Single-Objective-Functions (SOFunc) into a Multi-Objective-Function (MOFunc).
A generalized Weighted-Sum MOP (WS-MOP) is formulated as:

min
X

JðW;XÞ ¼ min
X

W � FðXÞ ¼ min
X

Xm
i¼1

xifiðXÞ ð1:1Þ

s:t ckðXÞ ¼ 0; k ¼ 1; 2; . . .; kE ð1:2Þ

ckðXÞ� 0; k ¼ kE; kE þ 1; . . .; kX ð1:3Þ

X 2 Rn ð1:4Þ

Where: JðW;XÞ the scalarized weighted-sum MOFunc; FðXÞ ¼ ½fiðXÞ�m�1 ¼
½f1ðXÞ; f2ðXÞ; . . .; fmðXÞ�T 2 Rm and W ¼ ðxiÞ1�m ¼ ðx1;x2; . . .;xmÞ 2 Rm

respectively the objective function vector and the the weight vector, with fiðXÞ andxi

respectively the ith SOFunc and its weight for i = 1, 2, …, m with
Pm

i¼1 xi1; X ¼
ðxjÞn�1 ¼ ðx1; x2; . . .; xnÞT 2 Rn the decision-variable point (also known as design
point) for j = 1,…, n; ckðXÞ for k ¼ 1; 2; . . .; kE and ckðXÞ for k ¼ kE; kE þ 1; . . .; kX
respectively the Equality and the Inequality constraint (linear/non-linear), with kX = 0
and kX>0 respectively representing an Unconstrained and Constrained WS-MOP.

Given one combination of weights W�, diversified methods including
Mathematical Programming of Operational Research and Evolutionary
Computation (e.g. Genetic Algorithm or Particle Swarm Optimization) [1], can
generate one “trade-off” global-minimum at X ¼ Xglobal ¼ ðxglobalj Þn�1 ¼
ðxglobal1 ; xglobal2 ; . . .; xglobaln ÞT, as: JðW�;XglobalÞ ¼ min

X

Pm
i¼1 x

�
i fiðXÞ ¼Pm

i¼1 x
�
i fiðXglobalÞ, i.e. so-called “Pareto-Optimality/Pareto-Efficiency (also known

as Non-dominated/Non-inferior solution)”. Given diversified W�, a number of
Pareto-Optimalities can be obtained for decision maker to select from, all of which
construct “Pareto Front” (which is curve/surface/hyper-surface in
2/3/multi-dimension objective-space).

In form of line/plane/hyper-plane in 2/3/multi-dimension objective-space,
weighted-sum MOFunc can’t approach possible non-convex part of Pareto Front.
Therefore, in order to generate the entire Pareto Front, scalarized WS-modeling and
its Mathematical-programming or Evolutionary-computation methods (or
quasi-scalarized “Stratified/Sequential” modeling and methods such as
“Lexicographic/Multi-layer” or “Goal” Programming) was dominated by
non-scalarization model-free methods such as Evolutional Computing Approaches,
for solving each and every SOFunc simultaneously by decomposing MOP into a
number of sub-MOP within fragmented feasible region in differential-geometry
level [1–3]. Until adaptive Weighted-Sum methods (AWS) was proposed [4, 5]) as
a kind of Pareto-based posteriori methods, combining the easy-to-interpret of
scalarization and the fragmentation of feasible region in differential-geometry level,
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both convex and non-convex part of Pareto Front for WS-MOP can be generated,
then Weight-sum is led to a new life.

Based on abovementioned abundant methods producing Pareto Optimalities for
WS-MOP with a certain combinations of weights, the relation between the ways to
combine weights and the meaning of the trade-off among SOFuncs, becomes an
issue worth digging. Each priori (preset) combination of weights stands for a certain
way to compromise all of SOFunc. E.g. 1st/2nd/… largest weights 0.5/0.3/… are
respectively assigned to 1st/2nd/… most valued SOFunc by empirical means e.g.
Expert Knowledge, without sufficient mathematical grounds. Another example is
the popular opinion as “Balanced weights (8i: xi = 1/m) lead to the equilibrium
solution”, which is prevalently considered as the sole prerequisite to obtain a
“win-win” solution for a check- and -balance WS-MOP with each SOFunc standing
for a stakeholder. It also needs to be verified.

To figure out whether “balanced weights” contribute to “equilibrium solution” or
not, this paper propose a method to seek a certain combination of weights and
Pareto Optimality, where mutual interest of every SOFunc is achieved to an equal
extent, in a evolutionary computation way rather than human-judged way.

2 Understand the Equilibrium Solution for WS-MOP
Using Adaptive Weights

“What an equilibrium solution (Equilibrium Pareto Optimality, Equi-PO) means for
a WS-MOP” and “How to combine weights to realize the Equi-PO” are analyzed in
this section.

2.1 The Concept of Equilibrium Solution for WS-MOP

At the X ¼ Xglobal, ith SOFunc value is fiðXglobalÞ which in most cases can NOT
achieve ith SOFunc’s own ideal local-minimum fiðXilocalÞ generated by Xilocal. The
deviation devi ¼ fiðXilocalÞ � fiðXiglobalÞ

�� �� is chosen to stand for the extent to which
ith SOFunc’s local-minimum is achieved: Smaller devi represents higher opti-
mization of fiðXilocalÞ, down to devi=0 representing accomplishing the utmost ideal
optimization of fiðXilocalÞ. The concept of “Equilibrium Pareto Optimality” of this
paper on check- and -balance basis, means an unique Pareto Optimality at which
every SOFunc’s deviation devi equals each other.

Within the 2-dimension objective-space of WS-MOP As shown in Fig. 1,
ðdeviÞm�1 (for i = 1, 2, …, m) represents a vector originating form Utopia Point and
pointed at a global minimum point ½fiðXglobalÞ�m�1 (with a length called “Utopia
Distance” in this paper), further devi=represents Utopia-Distance’s projection on ith
axis. If Utopia Point acts as the origin of coordinates, then Equi-PO JðWequi;XglobalÞ
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in geometric terms is the intersection point between: The (hyper-)curve/surface of
Pareto Front, and such a (hyper-)ray originating from Utopia Point that the included
angles between this ray and every axis are equal (called “Equiangular Utopia Ray”
in this paper). Consequently, Equi-PO signifies an unique Utopia-Distance vector
with equal projections on every axis 8i:devi, in contrast to another unique
Utopia-Distance vector with the shortest Utopia-Distance as in the related study [6].
Our studies indicate 2 kinds of vector abovementioned equal each other for and
only for symmetrically-structured WS-MOP.

Where: The sole (only one) Utopia Point is ½f1ðX1local;uncÞ;
f2ðX2local;uncÞ; . . .; fmðXmlocal;uncÞ�T, ith out of m Anchor Points is ½f1ðXilocal;uncÞ;
f2ðXilocal;uncÞ; . . .; fmðXilocal;uncÞ�T.

2.2 The Weights Self-adapted to Equilibrium Solution

Whether balanced ðxiÞ1�m ¼ ð1mÞ1�m can lead to the Equi-PO or not? If not, what
kind of weights can? To answer the questions, we design a kind of adaptive
posteriori weights derived from heuristic search rather than human-judged priori
weights coming with disputes between conflicting values.

Initiated by a random weights’ combination leading to a certain Pareto
Optimality, the weights W = (xi)1�m is iterated as (and normalized in the range of
[0,1]):

(a) Local extremes of fi (Xi local) (i=1,2) (b) Utopia Point, Equiangular Utopia Ray,
Pareto Front in 2-D objective space

Fig. 1 Extremes of X ¼ ðxjÞn�1 (n = 1) and ½fiðXÞ�m�1 (m = 2) for (un)constrained WS-MOP
Note Constrained Utopia/Anchor/Nadir points distribute closer to each other, Constrained Pareto
Front is more narrow, than unconstrained
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xi ¼ xi þ kis
weight: ð2:1Þ

Where: the iteration step sweight 2 [0, 0.1] is pre-set as a constant depending on
weights’ converging speed, the iteration speed ki of ith SOFunc is defined by
devi ¼ fiðXilocalÞ � fiðXglobalÞ�� �� and devsum ¼ Pm

i¼1 fiðXilocalÞ � fiðXglobalÞ�� ��, in the
way as follow. During each iteration step, according to a new combination of
iterated weights dependent on the CURRENT Pareto Optimality and Utopia
Distance, the NEXT Pareto Optimality and Utopia Distance are solved by mathe-
matical planning until the approximation of Equi-PO is obtained.

Design ki: static ki ¼ �1 (with a faster iteration speed), as follows: All of devconi
are sorted into a array fdevconi gdescend in descending order; the number of the
weights to be increased/decreased by sweight is respectively Mincre and Mdecre, where
Mincre ¼ Mdecre ¼ floorðm2Þ (equals m

2 if m is even number, and m
2-1 if m is odd

number); xiðfor i = 1,2,. . .,MincreÞ matched to 1st/2nd/3rd/…/and Mincreth element
of fdevigdescend designed to be increased as xi ¼ xi þ sweight (for i = 1, 2, …,
Mincre), whereas xiðfor i = m�Mdecre þ 1; . . .;m� 1;mÞ matched to correspond-
ing ith element of fdevconi gdescend designed to be decreased as xi ¼ xi � sweight (for
i = m-Mdecre +1, …, m-1, m); therefore, with half of weights increased and another
half decreased, the sum of weights stays as

Pm
i¼1 xi=1.

The Xilocal at which SOFunc obtains local-minimum fiðXilocalÞ, exist in two ways
as follow:

(1) For and only for constrained WS-MOP, at certain Xilocal ¼ Xilocal;con ¼
ðXilocal;conj Þn�1 located within or at the boundary of a constrained feasible

domain (closed space), fiðXÞ obtain its local minimum fiðXilocal;conÞ ¼
Pn

j¼1 ðxilocal;conj � xitargetj Þ2
h i1=2

subject to constraints e.g. formula (1.1–1.2)

and (1.1–1.3). In this condition of Constrained Utopia Point, devconi ¼
fiðXilocal;conÞ � fiðXglobalÞ�� �� or Pm

i¼1 fiðXilocal;conÞ � fiðXglobalÞ.
(2) For unconstrained or constrained WS-MOP, there always exist a certain

Xilocal ¼ Xilocal;unc ¼ ðxilocal;uncj Þn�1 located within an unconstrained feasible

domain (open space), where fiðXÞ obtain its local minimum fiðXilocal;uncÞ ¼
Pn

j¼1 ðxilocal;uncj � xitargetj Þ2
h i1=2

despite any constraint. In this condition of a

Unconstrained Utopia Point, devunci ¼ fiðXilocal;uncÞ � fiðXglobalÞ�� �� orPm
i¼1 fiðXilocal;uncÞ � fiðXglobalÞ�� ��.
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3 Exemplify the Equilibrium Solution for WS-MOP Using
Adaptive Weights

Assuming fiðXÞ ¼ X � Xitargetk k ¼ P2
j¼1 ðxj � xitargetj Þ2

h i1=2
the Euclidean

Distance between the decision-variable point X ¼ ðxjÞ2�1 ¼ ðx1; x2ÞT 2 R2 and ith
target point (fixed-point) Xitarget ¼ ðxitargetj Þ2�1 ¼ ðxitarget1 ; xitarget2 ÞT 2 Rn for j = 1
and 2, then a constrained WS-MOP is described as:

min
X

Xm
i¼1

xifiðXÞ ¼ min
X

Xm
i¼1

xi X � Xitargetk k ¼

min
X

Xm
i¼1

xi½
X2
i¼1

ðxj � xitargetÞ2�1=2 m ¼ 4 ð3:1Þ

s:t: c1ðXÞ ¼ x21 þ x22 � 22 � 0 ð3:2Þ

c2ðXÞ ¼ ðx1 � 1Þ2 þ x22 � 22 � 0 ð3:3Þ

X ¼ ðxjÞ2�1 2 R2: ð3:4Þ

The heuristic search of adaptive weights approaching the Equi-PO is applied for
WS-MOP with (a)symmetric structure, using two kinds of local optimum i.e.
constrained fiðXilocal;conÞ and unconstrained fiðXilocal;uncÞ for a contrast, to calculate

devi as devconi ¼ fiðX local;con
i Þ � fiðXglobalÞ

���
��� and devunci ¼ fiðX local;unc

i Þ � fiðXglobalÞ
���

���.

3.1 Example 1: Symmetrically Structured WS-MOP

It can be verified that the Eqi-PO for a symmetrically structured WS-MOP results
from balanced weights i.e. (0.25, 0. 25, 0. 25, 0.25), e.g. assuming
½X1target;X2target;X3target;X4target�T ¼ ½ð�1;�2Þ; ð�1; 2Þ; ð2; 2Þ; ð2;�2Þ�T sym-
metric to the point (0.5, 0) in the 2-dimension variable-space, no matter the iterative
initial-weights are balanced (0.25, 0. 25, 0. 25, 0.25) or unbalanced (0.1, 0.1, 0.3,
0.5).
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3.2 Example 2: Asymmetrically Structured WS-MOP

Assuming ½X1target;X2target;X3target;X4target�T ¼ ½ð�2:5; 0Þ; ð�1:5; 2:2Þ; ð2; 2:2Þ;
ð2:5;�1Þ�T asymmetric to any point in the 2-dimension variable-space, this
WS-MOP can be considered asymmetrically-structured compared to example 1.

No matter weights’ iteration starts from balanced initials (as in Fig. 2) or
unbalanced initials (as in Fig. 3), finally adaptive weights converge at unbalanced
(0.40, 0.28, 0.20, 0.12) corresponding to Equi-PO; and Equi-PO results from an
unbalanced combination of weights, because Pareto Front (including Anchor
Points) stays asymmetric with respect to the “Equiangular Utopia Ray”
abovementioned.

Whereas decision-variable points converge towards different destinations,
respectively nearby at Xglobal; unc ¼ 0:1; 0:3ð Þ and Xglobal; con ¼ 0:6; 0:2ð Þ. Where:
The difference of Xglobal as between Figs. 2 and 3, reflects the distinction between
the two designs of Utopia Point/Distance on which the heuristic measure devi is
based.

Fig. 2 Asymmetric WS-MOP: the evolution and convergence of the X obtaining Equi-PO, given
balanced initial weights
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4 Conclusions

(1) Despite diversified initial-weights, the convergence of Pareto Optimalities
towards an unique Equilibrium Pareto Optimality driven by the heuristic
Utopia Point/Distance, reveals that an equilibrium solution within Pareto Front
is obtainable for a given WS-MOP.

(2) The adaptive weights converge towards different distributions contingent on
the structure of WS-MOP: For and only for the condition in which Pareto
Front stays symmetric with respect to “Equiangular Utopia Ray”, the balanced
weights can lead to the Equi-PO; otherwise, the balanced weights show no
connection with the Equi-PO. Therefore the so-called “Equilibrium
Pareto-solutions” consist not in the balanced quantities of weights, but in the
symmetric structure of WS-MOP.

Acknowledgments Supported by National Key Technology R&D Program of China “Key
Technologies and System Integration of Network-based Coordinated Control of Freeway Traffic
Safety (Project No.: 2014BAG01B04)”, Key Laboratory of Road Traffic Safety of Ministry of
Public Security of China.

Fig. 3 Asymmetric WS-MOP: The evolution and convergence of the X obtainning Equi-PO,
given Unbalanced initial weights
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Research on Urban Spatial Structure
of Nanchang City Based on Mobile
Communication Data

Yu-ping Xu, Zheng Zhang and Tian-tian Wu

Abstract With the advent of the age of social mobile and big data, communication
devices not only become the necessity of modern life, but also permeate almost
every facet of people’s lives. The arrival and development of the information era
has brought a series of revolution to people’s special activities, thus causing the
change in the cities’ special structure. In recent years, the studies on urban internal
spatial structure have always been the hot field of architecture, economics, geog-
raphy and etc. This paper first explains the internal space structure of the city.
According to the situation of limitations of traditional researching methods, the
article based on the big data of mobile location-based service that mesh divides the
cities and defines the regions where the density of mobile usage is higher than the
average as mobile hotspot. Then through the observation of grid mobile hotspot, we
can acquire the recognition of urban public system and internal functional divisions
under different space and time law. Taking Nanchang City for example, through
mobile hotspot method, we can come to the conclusion that the CBD business area
in Honggutan region, industrial area in Xiaolan region, and most living area in the
eastern part of River Fu qualifies the current city planning of Nanchang, which
could provide reference for the planning department.

Keywords Urban spatial structure � Big data � Mobile location-based service

1 Introduction

Urban space structure is the expression of the relationship between the material
environment, the function and the cultural value of the city. Some experts also call
it “urban internal space”. Urban spatial structure can affect the time and space habits
of the residents, and the time and space habits of the residents can also change the
structure of urban space. Including architecture, economy, geography and other
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disciplines are hot fields of the subject. However, most of the scholars of our
country start to study the urban space structure from the macro level at present.
Take Nanchang City as a example, from the study of the spatial structure of
Nanchang City, Zhongrong MIN and Xianfang YANG started with the dynamic
mechanism of urban spatial structure evolution to study the optimization of urban
spatial structure in 2011 [1]; Xiujuan YI [2]; researched on the mechanism of
interaction between urban spatial structure and urban road traffic development from
road traffic in 2007 Jiang LV studied the urban spatial structure formation mech-
anism and the relevant laws of the various elements from the change of the land use
in 2013 [3]. Qin GUO [4] analyzed the spatial organization relationship between the
various elements of the tourism system in Nanchang in 2007. But employment and
living population, land use are both the macro level of the residents of the time and
space.

In this paper, a new method based on mobile location data is proposed, which is
based on the analysis of the characteristics of urban residents’ behavior, and
through the analysis of data, exploring the scale of urban spatial structure and urban
function zoning. With the gradual improvement of the mobile communication
network construction, the proportion of mobile phone has reached a very high
proportion of urban and rural residents. Take Nanchang City as an example, as of
the end of 2013, the number of mobile phone users has reached 4,900,000, and in
Nanchang City, the resident population is 5,180,000 [5], mobile phone penetration
rate has reached 95 %. Due to the high rate of mobile phone use, and mobile
positioning is the most powerful and the most widely used data in mobile infor-
mation technology, so that the social and economic attributes of the mobile phone
positioning observation can be reflected in the urban space structure.

2 Traditional Methods of Urban Space Structure

From the perspective of the behavior of the residents, traditional studies of the
internal structure of the city are mostly methods for the census, transportation, and
remote sensing data and other related technologies. So the study is based on the
small sample size of the survey or census and other statistical data, compared with
the new mobile positioning technology, the traditional technology is an extensive
data, that is, through the input of production factors to achieve the accumulation of
data, the way to collect data consumption, higher cost, product quality is difficult to
improve, the efficiency is low.

On the other hand, because of the low availability of the traditional data format,
the data cannot be transmitted synchronously, so the traditional method is mostly
static data, But we want to explore the law of urban internal structure, we must
grasp the dynamic population distribution law, real-time reflect the mobile phone
holder’s dynamic activity space position, which provides the possibility to describe
the holders of employment, residence, entertainment and other activities of the time
and space.

262 Y. Xu et al.



3 Mobile Hot Spot Identification Method

In recent years, according to the analysis of large scale mobile phone positioning
data to get residents’ activity characteristics has been widely representative, which
has become the international forefront of research hotspot. According to Nielsen’s
statistical report �The mobile consumer� in 2012, the United States, Britain,
China’s 16 year old people’s use of mobile phone has reached 94, 97, and 89 %. So
mobile phones become the most populous, the use of the most widely used, more
convenient to carry, and the impact of the most widely used mobile communication
equipment terminal. And mobile positioning data coverage of a wide range of data,
real-time data generated, the sampling period is long, can be a large scale of the
objective and long-term records of urban residents’ activities of the time and space
characteristics, and will not cause a burden to be investigated. So the academic
community that mobile positioning can continue to effectively analyze the support
of large-scale resident activities; The use of large scale mobile positioning data
access to the distribution of residents, on the one hand, it can support the large-scale
sample of job balance and other related empirical studies, which increases the
completeness and diversity of the study population and reduce the cognitive bias
caused by the sample size and sample deviation; On the other hand, real time data
can also be updated to support continuous observation and rapid update. So it can
provide a mature technology base for the research of the urban internal spatial
structure by using the data of the mobile phone.

In view of the shortcomings of the traditional method, this paper based on Louail
Thomas of the method, mobile communication based on big data, and it is first
defined, then set the threshold value, when the user density is greater than a set
value, it can be called hot spot. The number of hot spots can determine the size of
the city, while the time distribution of regional hot spots, from which we can
identify the function of the city, to identify the industrial area, commercial area,
residential area, etc.

3.1 Definition of Mobile Hot Spot Identification Method

Under the background of big data, the data scale is huge, huge number, variety. It
can be said that big data for data extraction and access to open up a new way of
thinking, which is bringing the third industrial revolution. However, in the face of
such a large database, the selection of effective information and the way of data
acquisition has brought about a certain degree of confusions, only the fast, accurate
and efficient processing of information, which can ensure the value of information,
making the data play a greater value and function.
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Using the mobile data to survey the city space structure, the analysis takes the
city as the main body, and divides each city through the grid, and then analyzes the
whole characteristic of the city by the weighted distance. On the micro level, the
city area is divided into several grids, and the distribution of the important position
of the city is obtained by analyzing the information of the mobile phone users.

As shown in the Fig. 1, the analysis is based on the summary of the 11 Jiangxi
provincial cities in the area covered by the city of the weekend in the mobile phone
mobile data, these cities on the geographical features, the number and density of
urban population are not the same, the blue area indicates that the city’s hot spots.
From the map is not difficult to analyze, Nanchang City is the most active mobile
hot city in Jiangxi province, and its central economic zone in Jiangxi Province as a
comprehensive economic center, transportation, logistics, research and develop-
ment, consumption and the center of the high-tech industry is not unrelated.

Table 1 shows the relationship between the major cities in Jiangxi province and
the city population, the map can be found in Nanchang City, a substantial increase
in the area of the city, the most popular, the most active area of mobile hotspot.
Ganzhou ranks second because of the big population. We can understand the size of
the city by a mobile hotspot. We can understand the size of the city by a mobile
hotspot.

Fig. 1 Hotspots for 11 cities
in Jiangxi Province
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3.2 The Model of City Hot Spot Analysis on Macro Level

On the macro level, we mainly focus on the specific regional structure system of the
urban development and the surrounding area. The development of any city, in
addition to its own specific conditions (such as the location of urban location,
historical basis, construction conditions and the city and adjacent areas of resources
conditions, etc.), and its regional economic basis is closely related to the region.
Through the observation of the hot spot in the research, we can find the relationship
among the city. Here we introduce two concepts [6].

1. Average distance between individual and dilatation index:

v = sisjdij ð3:1Þ

With si(t) = ni(t)/N(t) the share of individuals present in cell i at time t, and dij
the distance between i and j. When all activity is concentrated in one spatial unit
only, the minimum value zero of v is reached. An important point of this
dilatation index is that one doesn’t need to determine hotspots to compute it.

2. Weight coefficient of urban area:

DðvÞt ¼
P

siðtÞsjðtÞdijP
siðtÞsjðtÞ ð3:2Þ

With si(t) = ni(t)/N(t) the share of individuals present in cell i at time t. In order
to compare the value of D(y) across cities, we compute Dy(t)/√A with A the area
of the city. Dy(t) signals how much the important places of the city at time t are
distant from each other.

3.3 The Model of City Hot Spot Analysis on Micro Level

Most hot spot analysis of the micro level is the study of the distribution and
combination of different functional areas within the city. We observe the grid by

Table 1 The major city hot spots science and technology in Jiangxi province
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dividing the number of cities by the number of cities. Figure out the weighted
average density of mobile phone use in urban resident qAVG. When the density of
the grid user q is greater than the average density of the user qAVG, it can be
determined that the grid range is more active than the active area.

1

0 Favg 1

L(F) =
1
m

ZF

0

qðFÞ dF ð3:3Þ

m ¼ q (FAVG) ð3:4Þ
dL
dF

¼ 1 ð3:5Þ

The research shows that grid cell phone user density is distributed in the Lorenz
curve and to observe the grid mobile hotspot activity by the tangent of F value,
according to the different time under the condition of hot spots of active rules can to
the urban center and urban functional zoning recognition function.

4 Application of Mobile Hotspot Analysis Method
in Nanchang City

According to �Nanchang overall planning(2001–2020)�, Nanchang city will
build to the urban center of the city, the Changleng area and periphery of the five
towns group (Liantang, Wangcheng, Wanli, Lehua, Maqiu) constitute the
metropolitan area of Nanchang. About 510 square kilometers and 3,500,000 people.

Public center main function includes commercial and business office, we choose
the average density at working days 10:00 to identify business office activities
agglomeration situation, choose the average density at weekend 15:00 days to
identify commercial activities agglomeration status. Areas with high average den-
sity at working day 10:00 usually would be the administrative area; Areas with high
average density at weekend 15:00 usually would be the commercial area. By
observing the average density distribution of multiple mobile phones at working
day 10:00 and weekend 15:00, we found that the Bayi square is the center of
Nanchang city public system, because of being as the center of Nanchang City and
main business district.
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As for the identification of urban functional zoning of Nanchang city, we use the
density ratio of day and night and population density at night to reflect the distri-
bution of urban employment area, recreation area and residential area. Calculate the
mean ratio of user density at working day 10:00 23:00, and weekend 10:00 23:00. If
density ratio is higher at working day 10:00 23:00, it shows that the employment of
this area is more than the resident population: the higher the ratio, the more the
employment function of area is. If density ratio is higher at weekend 10:00 23:00, it
shows that Recreation or shopping consumption is more than the area of the
population: the higher the ratio, the more recreation functional. Through compar-
ative analysis we found that Honggutan region is the CBD business district, xiaolan
dominated industrial zone, area east of the Fu river consist of residential district.
The research is in accordance with the existing urban structure in Nanchang City,
and it is verified that the mobile hotspot analysis method is a new way of thinking
to the traditional method of investigation.

5 Conclusion

This article only raised a new thought for studying urban special structure. Through
mobile bid data and mobile hotspot method, the usage density of average user and
the characteristics of regions under different time and space law, we could effec-
tively recognize the urban public system and urban internal spatial structure. From
the current results, we can see that mobile big data can be a good substitute of the
traditional method whose renew cycle is longer and sampling costs is also high. In
contrast, mobile hotspot analyzing method has the advantage with low data sam-
pling costs and high reliability of data acquiring. Also it can master the law reg-
ularity dynamically. The structure of informational society will change the rule of
traditional planning, thus making the planning more fit into human needs.

Acknowledgments This work has been supported by Youth Foundation of China Ministry of
Education and Social Science Project (grant 15YJAZH091) and Social science planning project of
Jiangxi province (grant 14YJ24) and 2014 Jiangxi Provincial Department of education scientific
and technological research project (grant GJJ14355) and 2015 Jiangxi provincial science and
Technology Department of foreign cooperation research project (grant 20151BDH80015)

References

1. Ming, Z., Yang, X.: Optimization of urban spatial structure and control division of urban space:
a case study of Nanchang, pp. 43–47 Modern Urban Research, Nanjing (2011)

2. Yi, X.: Study on the interactive influence between urban spatial structure and road traffic—a
case study of Nanchang. Jiangxi Teacher College, Nanchang (2007)

3. Lv, G.: The urban spatial structure based on land use research of Nanchang perspective. Jiangxi
Teacher College, Nanchang (2013)

Research on Urban Spatial Structure of Nanchang City Based … 267



4. Guo, Q., Huang, P.: On the spatial structure of Nanchang’s tourism. J. Jiangxi Agric. Univ.
Nanchang 9(2) (2010)

5. All data showed on this paper comes from the Statistical Yearbook of Jiangxi Province
6. Louail, T., Lenormand, M., Ros, O.G.C.: From mobile phone data to the spatial structure of

cities. Sci Rep. 4 (2014)

268 Y. Xu et al.



Deterrent Effect of Fixed-Site Speed
Enforcement in Freeways

Mengdie Yang, Jun Ma, Qiang Chen, Yichi Yang and Ning Shen

Abstract Speeding is common in freeways. Speed cameras have limited coverage
and the effect of them on speed behavior is unclear. This may lead to irrational
decision making on the investment and configuration of enforcement facilities. In
this study, required sample speed data were collected in five cross-sections around a
speed camera in G45 (Daguang Freeway) of China. Statistics showed that the
distance effect model of the speed camera is a concave parabola function. Speeding
drivers begin to slow down to speed limits when they approach advance warning
signs and then immediately speed up after passing the enforcement site. The
deterrent effect of fixed-site speed enforcement is limited to a 300-m range. It was
concluded that there is an obvious distance halo effect of fixed-site speed
enforcement by deterrence theory. The findings imply that the deterrent effect of
fixed-site speed enforcement is weak due to its short effective distance and overt
form of control. Reasonable configuration of enforcement facilities and combina-
tion with mobile speed enforcement will be appropriate to reduce speeding.

Keywords Fixed-site speed enforcement � Deterrent effect � Distance halo effect

1 Introduction

Speed enforcement technology, which refer to off-site enforcement in China,
consists of fix-site speed enforcement and point to point speed enforcement. Fix-site
speed enforcement is used more commonly than point to point speed enforcement
to target speeding violation in freeways in China. The coverage of speed camera in
freeways is limited so their effect on speed behavior is unclear. The use and effect of
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this technology is argumentative. Zhang [1], Zhang [2], Li [3] and Tian [4] discuss,
in law perspective, problems of obtaining evidence, the procedure and the value that
off-site speed enforcement have on law-executor. Wang [5] conducted a ques-
tionary survey on drivers’ attitude to off-site enforcement technology, and they
conclude the importance of effectiveness in enforcement in off-site enforcement.
Hess [6] studied the number of traffic accidents by quantitative analysis, and proved
that the effective range of a camera can make the accident quantity less than before.
But in terms of evaluating the effect of law enforcement based on reducing acci-
dents is not convincing.

This study mainly evaluates the deterrence effect of fixed-site enforcement has
on drivers and, by analyzing the speed data from the five sections around the
enforcement site, five sections around The purpose is to provide a quantitative basis
of the development of fix-site enforcement.

2 Deterrent Effect of Traffic Enforcement Technology

Fixed-site speed enforcement is usually being set up in hot spots or special places in
freeways, to monitor passing vehicles’ instantaneous speeds and records the speeds
of illegal speeding vehicles.

Velocity measurement detectors always sets both radar detectors and camera.
Since a freeway is always closed and very long, it is not economical to set detecting
points to realize covering needs in freeways. In order to expand enforcement scope,
it is necessary to emphasize the deterrence effect of automatic speeding enforcement
technology.

Deterrence effect is a kind of psychological effect. Its cause is based on human’s
psychological change of relevant driving behavior punishments, which would make
people actively take measures to avoid punishments.

Chen [7], by integrating deterrence effect’s development process, estimated its
foreground. An [8] studied the deterrence effect from criminal law perspective and
found the relationship between them. Jiang [9] built a cloud model of deterrence
effect of automated enforcement on drivers in signalized intersections, and con-
cludes that automated traffic enforcement can effectively decrease the numbers of
drivers’ traffic law violations.

Fixed-site speed enforcement will have deterrence effect on drivers. When dri-
vers see a warning sign, they will decelerate gradually in order to have enough time
to control vehicle velocity in limit speed before arriving at velocity enforcement
sites, and avoid punishment of speeding.

The objective of speed enforcement is to decrease probability and risk level of
traffic accidents. In order to avoid drivers’ violation behavior, deterrence effect
should be used in these aspects:
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1. Drivers’ safe-driving behavior habits can be redressed by detecting vehicle
speed;

2. Make drivers understand and actively obey to laws and regulations by punishing
and warning them;

3. With punishments being used in regulating drive behavior, deterrence effect
about laws and regulations on drivers will be more effective.

In a word, deterrence effect of fixed-site speed enforcement guarantees traffic
safety.

3 Method

Fixed-site speed enforcement to produce a deterrent effect’s manifestation is the
“distance halo effect”. “Distance halo effect” can be explained as a multicyclic
model, around enforcement site. Vehicle velocity which is firstly high and then
decreases and at last gradually increases along distance. This model starts from the
warning sign and ends at some distance after enforcement site, and it can influence
driver’s behavior.

3.1 Background

The objective of speed: the selected location is the confluent area of Niutuo service
area and Daguang freeway from 1378 km + 500 m to 1379 km + 300 m. These
five speed detection positions are 1378 km + 500 m (A1), 1379 km (A2),
1379 km + 100 m (A3), 1379 km + 200 m (A4) and 1379 km + 300 m (A5).
Warning sign is located in 1378 km + 500 m (A1) and velocity measurement
instrument are set in 1379 km (A2). This section’s maximum speed limit is
120 km/h and survey sites are in Fig. 1.

1. The time of survey: May 13, 2015.
2. Instruments: Hand-held radar velocimeter. This instrument needs to be cali-

brated before using in order to detect velocity accurately.

Sampling and sample size: since the purpose of the survey is to detect the
deterrent effect about fixed-site speed enforcement, so the samples are selected in
cars which drive in the free flow state and at a speed of 100 km/h or higher.

During the survey, each velocity measurement point’s sample size needs to be
greater than the minimum number of samples required. Therefore the number of
samples need to be tested sufficient or not by the theory of samples survey. The
minimum number of samples formula is as follows:
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1378km+500m
(A1)

1379km(A2)

1379km+100m
(A3)

1379km+200m
(A4)

1379km+300
m  (A5)

Fig. 1 The survey schematic figure

Table 1 Measured sample
size and the minimum
sample size

Measured Std Required

A1 333 9.15 322

A2 170 6.46 161

A3 250 7.75 231

A4 250 7.64 225

A5 250 6.82 179

Nmin ¼ xS2=e2

where:
Nmin minimum sample size of survey;
S sample standard deviation;
e tolerance.

Takes a confidence level of 95 %, x = 3.84, e = 1.0, then the required minimum
sample size determined in Table 1.

Table 1 shows that the numbers of samples in every location meets the need
measured sample volume.

3.2 The Distance Halo Effect

The analysis of these data obtained in each detect point accordance with the fol-
lowing data comparison above Table 2.
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Table 2 shown:

1. From the point A1 to A2, average speed and proportion of speeding show a
decline trend, which shows the deterrent effect is good. It can achieve the
purpose of reduce the vehicle speed effectively.

2. Seen the detect results from A3 to A4, average speed and proportion of speeding
shows an upward trend. The results also show that the maximum speed at detect
point A3 has exceeded the speed A1, the speed of A4 overdrive ratio points. It is
close to the level of detect point A1.

3. In A3 the maximum speed beyond the speed of the remaining instrument
position, indicating that some of the drivers at detect point immediately accel-
eration after this point, speed points for such drivers slow down the speed just to
avoid speeding violation.

4. Above these analysis shows that, A4 point after 300 m, the driver of the
speeding proportion will be close to the value of A1; A3 point after 300 m, the
driver’s average speed is almost the same speed as the A1 point.

4 Conclusion

This research verifies the enforcement technology’s deterrence effect on drivers by
analyzing data of five detect point vehicle speed samples in five detect points. The
deterrence effect’s manifestation is the distance halo effect that happens in the area
from notice sign to some distance the detect point. The research shows if a faster
vehicle meets a slower one, it will overtake the slower one. And vehicles sur-
rounded phenomenon will happen if these faster vehicles do overtaking one by one.
In this situation, velocity detectors can hardly measure an overtaking vehicle’s
speed, what’s more, collected data is influenced by the surrounding environments,
velocity measurement detector and anonymous vehicles, sampling data analysis
result is not ideal. But deterrence effect is still obvious based on these data and,
combined with the distance halo effect, explains positive effect that fixed-site speed
enforcement has on speed law enforcement.

This researches results would provide references for traffic management
departments to make appropriate decision about automatic speeding enforcement.

Table 2 Speed data statistics

Mean (km/h) Max (km/h) Min (km/h) Speeding (%)

A1 113.46 147 100 23.00

A2 109.21 134 100 5.59

A3 111.18 156 101 12.64

A4 111.78 141 101 16.89

A5 112.27 144 101 12.00
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Weather-Responsive Freeway
Speed-Limits Using Approximated
Friction Coefficient of Road Surface

Jianhua Yuan, Yang Wu, Zhiyong Zhang and Qing Ma

Abstract The regular weather-responsive design of variable speed limit (VSL, as a
subsystem of Intelligent Transport System) of freeway relys on expensive realtime
detection of road surface friction coefficient, not available for economy-
underdeveloped regions. A low-cost approach is proposed to design 2 types of
weather-responsive VSL (straight-running VSL subject to visible distance, and
curve-running VSL aimed at skid-avoidance) in the absence of friction coefficient,
using equivalently-approximated discrete friction coefficient (thresholds) depending
on the types and intensities of adverse weather elements (i.e. the road surface
conditions of dry or wet, further of water or snow/ice covering adhered on road
surface), in stead of expensive realtime-detected continuous friction coefficient.

Keywords Variable speed limit (VSL) � Adverse weather � Visible distance �
Radius of curve � Friction coefficient

1 Introduction

Under circumstances of adverse weather, declined visibility caused by fog/haze or
rain/snow, along with decreased friction coefficient of road surface due to
rain/snow/ice, result in lower speed limit (i.e. permitted ceiling speed) of vehicle on
freeway than normal weather, thus necessitate the weather-responsive design of
variable speed limit (VSL, as a subsystem of Intelligent Transport System).

Prevailing weather-responsive design of VSL uses approximately 2 methods:
(1) To suit different thresholds of VSL to 85 % of the statistical mean of speed
distribution (in unlimited regions) corresponding to different adverse weather
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intensities [1], if large-scale statistical data available; (2) To analyze the permitted
ceiling speeds at beginning of braking subject to declined stopping-sight-distances
and decreased friction-coefficients [2] (as in Fig. 1), if statistic not available.

Besides directly realtime-detected stopping-sight-distance (factor A as in Fig. 1),
the 2nd method requires another fundamental factor: friction coefficient (factor
B1/B2 as in Fig. 1), the realtime-detection [2, 3] technologies of which are
expensive for economy-underdeveloped urban/rural areas—for example, the prices
of Finland Vaisala™ Remote Road Surface State Sensor (DSC) is around 40- to
80-times of the expense of regular meteorological sensors (of water/snow/ice
thickness or temperature/humidity of road surface).

A low-cost approach is proposed by this paper to design 2 types of
adverse-weather-responsive VSL when friction coefficient not available, using
equivalently-approximated friction coefficient depending on the types and intensi-
ties of adverse weather elements, in stead of expensive realtime-detected friction
coefficient.

2 Normal Friction Coefficient Dependent VSL Under Dry
Weather

Combining the “straight-running VSL” subject to visible distance, and the
“curve-running VSL” aimed at skid-avoidance, the overall (comprehensive) VSL is
determined by the minimum amongst 3 speed-limits as in Fig. 1: “straight-running
VSL”, “curve-running VSL”, “general legal VSL”.

2.1 Straight-Running VSL Subject to Visible Distance

Vehicle’s stopping sight distance from a certain speed v0 to full halt, shall be no
longer than visible distance dvisible, as shown in Eq. 1 and Fig. 2:

Fig. 1 The cause-effect (dotted arrow) and computating logic (solid arrow) between adverse
weather and speed limit using directly realtime-detected friction coefficient
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v0
3:6

tr þ v0
3:6

� �2 1
2gðf þ iÞ þ dsafe � dvisible: ð1Þ

Where: dvisible (m) realtime-detected visible distance, i.e. permitted ceiling stopping
sight distance; v0 (km/h) permitted ceiling speed at beginning of braking; tr = 1.5
(s) driver response time(normal value = 1–2 s in free/steady traffic flow condition);
dsafe = 5–10 (m) safe space between vehicles; g = 9.8 m/s2; f ¼
vehicle weight
friction force ð100%Þ, the longitudinal friction coefficient between road surface

and vehicle tire; i (100 %) the field-measured longitudinal gradient (i > 0 if uphill,
i = 0 hereinafter).

Under adverse dry (e.g. fog/haze) weather (i.e. no rain/snow/ice detected,
meanwhile visible distance is detected reduced down to or below a normal standard,
e.g. 500 m hereinafter), the longitudinal friction coefficient f can be considered as a
constant of 0.8–1.0 (proposed = 0.8), showing no difference from the case of dry
road surface in normal weather as Factor B1 in Fig. 1.

Therefore, straight-running speed limit VLS (kmph), as the combination of
Eqs. 1 and 2, depends on v0 resulting form the visible distance dvisible (m) detectable
by a variety of economic means.

VLS ¼ VLinterval � intfloor v0=VLintervalð Þ ð2Þ

where: VLinterval a multiple of 10 (kmph), the interval between each and every
speed-limit grade, hereinafter = 20; intfloor the operator of integer-conversion at the
floor value.

Fig. 2 Correlation between visible distance and f and the permitted ceiling speed at beginning of
braking
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2.2 Curve-Running VSL Aimed at Skid-Avoidance

The critical condition of vehicle’ skidding [2] (as shown in Eq. 3 and Fig. 3),
confines the permitted ceiling speed of curve-running vcurve (kmph):

v2curve � 127 � rðuþ eÞ ð3Þ

where: r(m) the field-measured radius of vehicle path conforming to road curvature;
e the field-measured super-elevation (default value = 0 representing the most
dangerous horizontal surface); u the transverse friction coefficient (in lateral
direction) between road surface and vehicle tire (can be considered equal to the
longitudinal friction coefficient f).

Under adverse dry (e.g. fog/haze) weather, the transverse friction coefficient u
can be considered as a constant of 0.8–1.0 (proposed = 0.8), identical to longitu-
dinal friction coefficient f of dry road surface in normal weather as Factor B1 in
Fig. 1.

Therefore, curve-running speed limit VLC (kmph), as the combination of Eqs. 3
and 4, depends on vcurve resulting form the radius of vehicle path r
(m) field-measured.

VLC ¼ VLinterval � intfloor vcurve=VLintervalð Þ ð4Þ

Fig. 3 Correlation between radius of vehicle path and u and the permitted ceiling speed of
curve-running
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2.3 Overall VSL

The overall speed limit VL is determined by the minimal amongst 3 speed-limits:
longitudinal VLS, transverse VLC, and general legal VLg, as Eq. 5.

VL ¼ min VLS;VLC;VLg
� � ð5Þ

3 Decreased Friction Coefficient Dependent
VSL Under Wet Weather

Under adverse wet (e.g. rain/snow) weather (i.e. any of rain/snow or water/snow/ice
adhered onto road surface detected), the varying longitudinal/transverse friction
coefficient f ðuÞ is significantly lower than the case of normal dry weather. Given a
certain DECREASED f, Eqs. 1 and 3 can calculate longitudinal v0 (kmph) and
transverse vcurve (kmph) subject to adverse wet weather.

In the absence of realtime-detection of Friction Coefficient (Factor B2 as in
Fig. 4), we require: ① The low-expense realtime-detection of the thickness/depth
of Water/Snow/Ice adhered onto road surface, i.e. Factor F as in Fig. 4; and ② The
equivalent-approximation (by Factor F) of Factor B2 (Friction Coefficient).

3.1 Approximation of Friction Coefficient in the Absence
of Real-Time Detection

3.1.1 The Mapping of “Rainfall-Related Water Thickness”
to “Friction Coefficient”

Railfall in different intensities give rise to Water Film with different Thickness
adhered onto road surface (detected by regular meteorological sensor with a typical

Fig. 4 The cause-effect and computating logic between adverse weather and speed limit in the
absence of realtime-detected friction coefficient
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range of 0–6 mm and the precision of 0.5 mm), reducing the road surface friction
coefficient f, unbalancing vehicle’s equilibrium between transverse friction and
centrifugal force, causing skid of vehicle to different extents.

The research results from Ref. [2] indicates that: (i) a Water Film Thickness
(WFT) of at least 0.025–0.05 mm can reduce f by 20–30 % up to 60 % of the dry
friction coefficient; (ii) f decreases EXPONENTIALLY as WFT increases, fur-
thermore, the rate at which f decreases generally becomes smaller as WFT
increases; (iii) When WFT ≧ 0.5 mm, Friction coefficient f remains around 0.40
with slight volatilities less than 5–10 % subject to pavement micro/macro/
mega-texture and tire tread depth, etc., as in Fig. 5; (iv) As WFT increases fur-
ther up to the range of 2.5–5.0 mm, Aquaplaning or so-called Hydroplaning phe-
nomenon (i.e. a vehicle tire is separated from the pavement surface by the water
pressure building up at the pavement–tire interface) can occur, causing friction
coefficient drop to a near-zero level around 0.15–0.25, on incorporated grounds of
the research results of Air Accidents Investigation Branch UK and NASA US
[4–6].

In contrast to the realtime-detected continuous spectrum of friction coefficient,
the equivalently-approximated discrete thresholds of friction coefficient resulting
form realtime-detected WFT can be concluded as Table 1, applied in Eq. 1/3 to
design the speed limit under rainfall-related adverse weather.

3.1.2 The Mapping of “Precipitation-Related Conditions of Snow/Ice”
to “Friction Coefficient”

As long as ice, caused by snowfall and/or rainfall, is detected (by regular meteo-
rological ice and temperature/humidity sensor, mechanically-vibrational or
thermo-dynamics or photoelectrical or ultrared, with a typical range of 0–6 mm and

Fig. 5 The correlation between WFT (in./25.4 mm) and friction coefficient (100 %) from Ref. [2]
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the precision of 0.5 mm, plus the function to recognize the featured types between
“wet/loose ice including the complex of ice and snow” and “dry/compacted ice”),
no matter in form of the wet/loose or the dry/compacted, the decreased friction
coefficient ranges from 25 to 50 % of the dry condition, with a floor value around
0.1–0.2 [6]—this principle learned by field studies is officially applied by Finland
Vaisala™ friction coefficient sensor.

Using the minimal floor value of friction coefficient 0.1 and Eq. 1/3, the speed
limit subject to the conditions of rain/snow/ice covering under precipitation-related
adverse weather can be calculated.

3.2 VSL Based on Approximated Friction Coefficient

Depending on the types and intensities of adverse weather (i.e. the road surface
conditions of dry or wet, further of water or snow/ice covering adhered onto road
surface), the threshold-partitioned discrete friction coefficient are concluded as in
Table 2, applied in Eq. 1/3 to design the speed limit under adverse weather in the
absence of realtime-detected continuous friction coefficient.

Table 1 The discrete thresholds of Friction coefficient f subject to WFT

Realtime-detected
ceiling of WFT (mm)

Aquaplaning occurs? Threshold-partitioned friction
coefficient f (100 %)

<0.5 Negative Exponential decrease from the
value of dry condition (i.e. 0.8–1.0)

0.5–2.5 Negative 0.4

� 2.5 Yes 0.2

Table 2 The threshold-partitioned discrete thresholds of Friction coefficient f under adverse
weather

Rainfall
detected?

Water
covering
detected?

Ice
covering
detected?

Realtime-detected
ceiling of
WFT/mm

Aquaplaning
occurs?

Threshold-partitioned
friction coefficient
f (100 %)

N N N – – 0.8 (normal dry
condition)

N/Y Y N 0.5–2.5 Negative 0.4

N/Y Y N � 2.5 Yes 0.2

N/Y N/Y Y – – 0.1
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4 Conclusion

1. A low-cost method is proposed to design 2 types of weather-responsive VSL
(straight-running VSL subject to visible distance, and curve-running VSL aimed
at skid-avoidance), using threshold-partitioned discrete friction coefficient
depending on the types and intensities of adverse weather elements (i.e. the road
surface conditions of dry or wet, further of water or snow/ice covering adhered
onto road surface), in stead of expensive realtime-detected continuous friction
coefficient.

2. A series of supplements to the method is in progress, adaptive to more varieties
of contaminant e.g. dust and/or sand (along with wind, etc.) on road surface.
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Algorithm of Speed-up Turnout
Fault Intelligent Diagnosis Based
on BP Neural Network

Kai Zhang, Yongfeng Ju, Kai Du and Xu Bao

Abstract Based on analysis of action current curves change law when the
speed-up turnout is normal and fault, this paper summarized the current curve
eigenvalues, proposed the turnout fault intelligent self-diagnostic algorithms based
on change characteristics of the turnout action current curve. Then mapping sample
set between action current curve eigenvalues and turnout fault types, and using BP
neural network to establish speed-up turnout fault intelligent diagnosis algorithm.
The results show that: the fault diagnosis algorithm of the speed-up turnout is high
precision and adaptability.

Keywords Speed-up turnout � Fault diagnosis � Action current curve � Neural
network

Railway signal and communication system is an important technical means to
ensure traffic safety, improve transport efficiency and improve railway staff working
conditions. Turnout, signal, track circuit is the 3 big items outside the signal and
communication system, in which the turnout is conversion and locked, is critical
equipment directly related to traffic safety, and is the equipment directly affect rail
transport [1]. Statistical Report about National Railway signal and communication
system fault on China Railway Transport Bureau of 2014 and 2015 displays that
turnouts equipment failures in 2013 totaled 184, accounting for 18 % of the total
number of signal and communication system failure, turnouts equipment failure in
2014 is 1124, accounting for 36.76 % in all the signal and communication system
failure, which is the highest railway signal and communication system failure rate.
Existing turnout fault diagnosis mainly depends on indoor and outdoor staff col-
laboration to develop manual troubleshooting process. The phenomenon of mis-
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carriage of justice and missing is higher by artificial troubleshooting, making
troubleshooting occurred too long time which has a serious impact on the efficiency
of rail transport. With the rapid development of science and technology and uni-
versal application of artificial intelligence, the existing turnout troubleshooting
mode has not adapted to the development needs of the railway.

In recent years, domestic and foreign experts, scholars have begun to research
turnout fault intelligent diagnosis. In 2009, Atamuradov et al. [2] proposed using
expert system to diagnose turnout fault; 2012, Li and Wei [3] developed turnout
fault diagnosis system research based on fuzzy neural network; 2012, Zhang and Ji
[4] modeled and analysed fault diagnosis based on fuzzy probability Petri nets;
2012, Di [5] applied bayesian network to the turnout control circuit fault diagnosis;
2013, Li and Dong [6] used information fusion to research turnout fault diagnosis;
2015, Guan [7] proposed the high-speed railway turnout troubleshooting based on
FOA-LSSVM; 2015, Tian [8] proposed high-speed railway turnout fault diagnosis
based on Fuzzy Neural Network. In this paper, divided the speed-up turnout action
current curve into N time zones by time, extracted the eigenvalues to form
eigenvectors, then created the sample set which eigenvectors corresponding with
the fault. Finally, using BP neural network algorithm designed speed-up turnout
intelligent fault diagnosis algorithm. Algorithm can effectively intelligently diag-
nose speed-up turnout typical faults, greatly reduced fault delay, thus improved
transport efficiency.

1 Action Current Curve Analysis of Speed-up Turnout

S700 K electric switch machine, ZYJ-7 type electro-hydraulic switch machines and
ZDJ9 electric switch machine is suitable for speed-up turnout, this paper use the
type S700K electric switch machine as an example to analyse. Type of S700K
speed-up turnout, the motor adopts three-phase ac power supply, in the action
current curve use red, green, blue three lines representing respectively ac 380 v
power supply of A, B, C three-phase current. Normal turnout action current curve
can be divided into: unlock area—action area—locking area—slowly release area.
T0–T1 is the unlock area: turnout starting current is large, complete the unlock
process. In this process, when the motor starts, there is a large starting current,
accompany with produce larger torque at the same time. T1–T2 is the action area:
which is the conversion process of turnout. If the current action is small, then show
the resistance is small; if the current action is slightly larger, indicate convert
resistance is large or jammed. T2–T3 is the locking area: the turnout turn into the
locking process. The process for turnout point rail is driven to the other side and
point rail post with stock rail tightly, locking block is pop-up, cut the action current.
T3–T4 is the slow release area: The fourth session is stage of 1DQJ slow release.
Turnout conversion is completed, the snap switch contact group convert to a
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predetermined position, disconnect the starting circuit, 1DQJ autistic circuit
breaking into the slow release state. Within 1DQJ slow release time, the two-phase
small current still exist in start-up circuit, which is due to automatic opening and
closing contacts connecting a outdoor indication circuit when the turnout is in
place, slow release area varies depending on 1DQJ slow discharge time, current
value depends on a circuit resistance, usually is 0.5 A (Fig. 1).

After the actual site investigation and analysis, turnout typical faults of S700K
type electric switch machine are summarized in Table 1 and turnout action current
curves are shown in Fig. 2.

0T 1T 2T 3T 4T

Fig. 1 The turnout action
current curve decomposition

Table 1 Summary of turnout typical faults

Type code
(figure no.)

Phenomenon Fault reason

1(E1) Turnout action current curve is normal,
but a turnout circuit fault

Indicates relay parallel branch open

2(E2) Action current curve is idling curve, idle
time is about 13 s

Dense paste strength or card gap

3(E3) It represents three-phase current curves
are zero value curve

Outdoor indication circuit open

4(E4) It represents two-phase current curves
are slightly over switching current curve

Diode and a resistor shorted in
outdoor indication circuit

5(E5) Action current curve is a zero value
curve

Turnout DBQ are bad plug or a
two-phase, three-phase power outage

6(E6) One phase current curve is zero value
curve, the other two-phase current curve
down quickly after rising rapidly

Power supply missing one phase
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With the acceleration of railway, speed-up turnout will be the development
direction of the future, which S700K electric switch machine is mainly used for
speed lines or high-speed lines turnout, and ZYJ-7-type electro-hydraulic switch
machine action current curve is basically the same with S700K type electric switch
machine action current curve, this study also apply for turnouts fault diagnoses of
ZYJ-7-type electro-hydraulic switch machine. Also series of ZD6 electric switch
machine action current curve and S700K electric switch machine has some simi-
larities, so this study also has reference value for series of ZD6 electric turnout
switch machine fault diagnosis.

2 Algorithm of Speed-up Turnout Fault Intelligent
Diagnosis Based on BP Neural Network

2.1 Selection of Eigenvectors

S700K type action current curve is constituted of a three-phase current curve. The
raw data is divided into N time segment according to the time sequence, so that each
time zone can be extracted fault characteristics difference relatively weaker com-
pared with the whole sample. Then extract three-phase current value when the
current is maximum, minimum, mean for every time segment, There totaled
6 * N parameter statistical characteristics, and then add the actual turnout

(E1) (E2) (E3) 

(E4) (E5) (E6) 

Fig. 2 The action current curve of turnout fault (the microcomputer monitor actually screenshot
when turnout fault)
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conversion time into eigenvectors, so each curve corresponds to a length of
6 * N + 1 eigenvectors. Extracting a feature for each time zone, save the details of
the characteristic curve of every section.

Set actual conversion time is T, then the time length of each segment was
t = T/N, N takes 2n, where n = 1, 2, 3, …, n. If the value of n is too large, resulting
in an increase in the time zones N, the length of time segment t reduced, along with
the feature vector will be excessive, causing the input eigenvectors dimension
algorithm increases, prolonged training, and important eigenvectors of action cur-
rent curve are ignored. Turnout action current set I is divided into N matrixes with
three rows and M = ceil(t/0.04) columns, which is shown in equation.

IN ¼
IA1 IA2 � � � IAM
IB1 IB2 � � � IBM
IC1 IC2 � � � ICM

2
4

3
5; N ¼ 1; 2; 3; . . .; 2n ð1Þ

Calculate the sample eigenvector within IN matrix according to the following
formula:

1. Maximum of time zones: in the Nth time zone, when max(IK) is maximum,
collection time is P, select the three-phase phase current value of the same
time P.

ImaxðKÞ ¼ max IKð Þ where K ¼ 1; 2; 3; . . .;N

ImaxðAÞ ¼ IAP

ImaxðBÞ ¼ IBP

ImaxðCÞ ¼ ICP

The method matlab program to calculate P values are as follows:

3; k½ � ¼ size Ikð Þ;

P ¼ ceil find IK ¼¼ max max Ikð Þð Þð Þ=3ð Þ

2. Minimum of time zones: in the Nth time zone, when min(IK) is maximum,
collection time is p, select the three-phase phase current value of the same
time p.

IminðKÞ ¼ min IKð Þ where K ¼ 1; 2; 3; . . .;N

IminðAÞ ¼ IAp

Algorithm of Speed-up Turnout Fault Intelligent … 287



IminðBÞ ¼ IBp

IminðCÞ ¼ ICp

The method matlab program to calculate p values are as follows:

3; k½ � ¼ size Ikð Þ;

p ¼ ceil find IK ¼¼ min min Ikð Þð Þð Þ=3ð Þ

3. Mean of time zones:

ImeanðAÞ ¼ IA1 þ IA2 þ IA3 þ � � � þ IAMð Þ=M

ImeanðBÞ ¼ IB1 þ IB2 þ IB3 þ � � � þ IBMð Þ=M

ImeanðCÞ ¼ IC1 þ IC2 þ IC3 þ � � � þ ICMð Þ=M

When turnout actual conversion time is T, n takes 2, action current curve is
divided into four sections with the time period, extract the current value when
the current is maximum, minimum, mean for every time segment, establish
speed-up turnout eigenvectors, constitute the sample set with fault type.

2.2 Intelligent Diagnosis Algorithm Implementation

Step 1: Set samples of (X, Y), where X is a speed-up turnout fault feature vector,
Y is the fault type code.

Step 2: When the system starts to run, h1, h2, w1, w2 are designed to be a random
number in [−0.5,0.5].

Step 3: Calculate the output of the hidden layer Qj.

Qj ¼ f
Xm
i¼1

w1
jixi � h1j

 !
ð2Þ

Then afferent the output layer with the hidden layer neuron output Qj,
calculate the output layer Zk.

zk ¼ g
Xl
j¼1

wi
kjQJ � h2K

 !
ð3Þ

where the hidden layer function f(�) is tansig, and output layer function g
(�) is purelin.
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Step 4: According to the error of the network output Zk and the desired output
Yk, constantly adjusting h1, h2, w1, w2, until the error meets the
requirement of precision. The error between the network output and the
desired output is E [9, 10].

E ¼ 1
2

Xn
k¼1

ðyk � zkÞ2

¼ 1
2

Xn
k¼1

yk � g
Xl
j¼1

w2
kjf

Xm
i¼1

w1
ij � h1j

 !
� h2k

" #( )2

ð4Þ

w1
jiðtþ 1Þ ¼ w1

jiðtÞþ g1d1j xi ð5Þ

w2
kjðtþ 1Þ ¼ w2

kiðtÞþ g2d2j Qj ð6Þ

where η1 and η2 are the learning step length of hidden layer and output
layer respectively.

h1j ðtþ 1Þ ¼ h1j ðtÞþ g1d1j ð7Þ

h2kðtþ 1Þ ¼ h2kðtÞþ g2d2k ð8Þ

3 Experiment and Analysis

The collection of turnout fault action current curves is very difficult, but in order to
ensure the validity of the sample diversity and verification algorithm, the research
requires a lot of samples. This article is divided into the training sample and test
sample sets with random method. Use the MATLAB toolbox to achieve the
establishment of BP neural network model algorithm. As shown in Fig. 3, training
process of the algorithm is convergence quickly, the error is small, which indicating

Fig. 3 Three times in the training process of the algorithm
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good performance established by BP neural network. This paper unfolds three tests,
three total correct rate are 100 %. Experiments show that algorithm of speed-up
turnout indication circuit fault diagnosis based on BP neural network of S700K
electric switch machine has better fault recognition (Figs. 4, 5 and 6).

Fig. 4 First test results

Fig. 5 Second test results
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4 Conclusion

This article summarizes under typical turnout fault the S700K type electric switch
machine action current curve which is divided into N time zone, extract eigen-
vectors in each time zone, establish the sample set of a eigenvectors corresponding
to the type of fault, using BP neural network to intelligently diagnose turnout faults.
Experiments show that the algorithm has high accuracy, and can meet the actual
needs of railway, the algorithm is suitable for ZYJ-7 electro-hydraulic switch
machines and ZDJ9 electric switch machine turnout, also has reference to the use of
electric switch machine ZD6 turnout.
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Research and Application of Traffic
Visualization Based on Vehicle GPS Big
Data

Xin Wang, Shuxu Zhao and Liang Dong

Abstract GPS data of vehicle on the road can reflect the actual road status, its
analysis can be help to urban road planning, but the multi-source, mass and high
dimension features of GPS big data has restricted its application for road traffic.
Aiming that, a GPS big data visual computation architecture has been design in this
paper, speed attribute and two-pass corner detection has been introduce to improve
map matching and clustering analysis methods. Vehicle GPS data of Zibo city has
been selected as the case, the relevant result shows that the improved methods can
be effective and visual, and can get a better effect than flow map method for vehicle
GPS big data processing.

Keywords Visual analysis � GPS big data � Clustering analysis � Map-matching
algorithm � Traffic data

1 Introduction

With the continuous development of urban traffic and positioning technology, the
increasing of vehicle has leaded to a explosive growth of trajectory data, it is
important that how to induce information and rules from these complex data in
order to service urban transportation development [9]. Visualization method men-
tioned in this paper mainly is used to grasp the whole scene of the massive GPS
trajectory data, help users to balance conflicts, and get the implicit knowledge data
to improve road traffic planning.

Tobler [8] has studied the flow map, finished population migration map based on
the population data from 1965 and 1970. Kapler has exploited the development of
visualization software called GeoTme [4], which can show each attribute of the
trajectory data and track incidents involving a particular attribute, this method not
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only can not break the trajectory space attribute features but also introduce the time
attribute, this method makes utilizing trajectory data fully to be possible.

2 Visualization Algorithm Architecture

2.1 Map Matching

Vehicle GPS (Global Position System) trajectory data needs to be rebuilt and
calibrated before its visualization [10], and then its attributes, such as space, time,
and others can be visualized. Map matching is a kind of technology which can
make use of network information to modify the original track data, the basic idea of
this method aims to serialize vehicle position by comparing with the electronic
position data of road network, and acquire the related location in the road electronic
map. The process includes the trajectory data rebuilding, data cleaning, data saving,
and so on.

Generally vehicle GPS data acquired at first time have some features, such as
poorer accuracy, serious loss signal, massive volume, and lower sampling rate. All
these features makes it difficult to locate vehicle trajectory on the electronic map
correctly. At the same time, lower sampling rate enlarges the distance of two
adjacent GPS points, so the connection of two adjacent GPS points can not meet
with the real electronic map, if both points have been connected with each other
directly. Low sampling rate of GPS data matching algorithm [3] makes some
improvements, which has introduced the network topology information to solve
connection of two trajectory points for lower sampling rate. At the same time,
because of the vehicle positioning error, the probability of GPS point located at
adjacent sections is increasing, it is difficult to locate the accurate track of vehicle
on the road, the algorithm shows a higher accuracy and shorter computing time in
dealing with this problem. In this paper, the low sampling rate of GPS data
matching algorithm has been used and improved.

Map matching including road network data and GPS data. Road network data
including road network element and topology (node, link, connectivity and other
information). Given the vehicle trajectory L: p1 → p2 → ��� → pn and candidate
points set P related with each GPS point data: cj11 ! cj22 ! � � � ! cjnn ; c

j
i is the jth

candidate point of pi. Firstly, retrieves the candidate road sections which is a circle
range (for each point pi, the circle’s centre is pi, its radius is r, 1 ≤ i ≤ n).Then the
candidate points can be calculated, which are projection of pi to these road sections.
Distance calculation is as formula (2.1).

d ¼ 2pRc=36 ð2:1Þ

c ¼ 2 arcsin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 ðx� x1Þ=2½ � þ sin2½ðy� y1Þ=2� cos x cos x1

q
ð2:2Þ
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In the formula (2.2), x1 and y1 are coordinates of point n1ðx1; y1Þ in the candidate
road section, R is the earth radius. After retrieving the track all over the sampling
points on the L and completing the candidate point set P calculation, the next step is
how to choose a candidate point from each set to make P : cj11 ! cj22 ! � � � ! cjnn
match with L : p1 ! p2 ! � � � ! pn perfectly.

There need to join in the road topology information to evaluate the candidate in
the matching process. This paper, observation probability is used to improve the
road topology constraints, it is described as the possibility of GPS sampling points
pi matching with the candidate point c ji , its value is based on the distance between
the two points distðc ji ; piÞ. The observation probability of c ji to pi is as (2.3).

N c ji
� � ¼ 1ffiffiffiffiffiffi

2p
p

r
e
ðx j
i
�lÞ2

2r2 0� x ji � þ1 ð2:3Þ

x ji ¼ distðc ji ; piÞ is the distance between pi and c ji . In this paper, the zero mean
normal distribution is used (µ = 0), the standard deviation r is set as 50 based on
experience. About the final path, the transmission probability described as (2.4) is
combined with the observation probability to determine the combination of space
and topological constraints of optional sections set G0ðV ;EÞ, V is candidate points
set with each GPS data, E is the road edge candidate set.

V cti�1 ! csi
� � ¼ di�1!i

wði�1;tÞ!ði;sÞ
ð2:4Þ

di�1!i ¼ distðpi�1; piÞ is the Euclidean distance between pi�1 and pi, wði�1;tÞ!ði;sÞ
is the length of the shortest path between cti�1 and csi . Based on two formulas, the
definition of spatial analysis function Fs cti�1 ! csi

� �
can be described as (2.5).

Fs cti�1 ! csi
� � ¼ N csi

� � � V cti�1 ! csi
� �

; 2� i� n ð2:5Þ

cti�1 and csi are the candidate points of pi�1 and pi respectively, in (2.5) two
probability has been included, so the geometry and topology attributes has been
shown in the model. But in fact, moving objects are unable to always follow the
shortest path strictly, so the observation probability N c ji

� �
can’t be ignored in

formula (2.5). Through spatial analysis, a set of candidate paths for the two arbitrary
GPS points pi�1 and pi can be got, and a spatial value can be obtained via formula
(2.5). The shortest route from G0 can be calculated from p0 to pn, and as the travel
path matching results. If route is unreachable, the matching process fail, if many
routes exist, the shortest route can be as the matching result. Algorithm process is as
the following.

Input: Road network data G, GPS data ðp1 ! p2 ! � � � ! pnÞ; Output:
Matching sequence G0ðcj11 ! cj22 ! � � � ! cjnn Þ
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1. Initialize candidate paths list.
2. Calculate the candidate route of pi 1� i�mð Þ based on formula mentioned

above.
3. Add the satisfied points into G0ðV;EÞ, then the candidate route set can be got.

4. Calculate the best matching route G0 based on N cji
� �

and the shortest route

constraints.

2.2 Trajectory Clustering Computation

Clustering analysis is an important method of data mining [6], mainly used to
aggregate on the whole trajectory space. Visual analysis of paper mentioned mainly
aim to reduce the vehicle trajectory data to road network and display the state of the
vehicle through UI as far as possible, so that traffic state and driver behavior
characteristics can be find out.

In this paper, DBSCAN [5] clustering algorithm based on density is referred and
some improvement has been finished. Traditional DBSCAN clustering method
mainly adopts the whole path of clustering, speed attribute of track section has been
ignored. The improvement of paper has introduced speed attribute and two-pass
corner detection [2].

Firstly, a trajectory is separated according to the following process. Supposed
that in distance (Dmin, Dmax), if the included angle value of points (P�, P, Pþ ) is
less than or equal to a given value amax, or the speed difference between any point
and point P is equal to or greater than e2, the point P is named key point. It is
described in Fig. 1. So if a point P is key point, it must meet requirements, such as
d2min � jp� p�j2 � d2max, d2min � p� pþj j2 � d2max, a� amax or Vp � Vpþ

�� ��
� e2; Vp � Vp�

�� ��� e2. The definition of parameters follows the literature [5].
And then to compare the distance within determined trajectories, Discrete’

Freshet distance method has been used, the constraint conditions is
ddf Li; Lj

� �� e1; jVLi � VLj j � e2 (Discrete’ Freshet between P and Q is ddf P;Qð Þ ¼
mincoupling maxC pi;qjð Þ2C pi � qj

�� ��; Ne Lið Þ ¼ fLj 2 Djddf ðLi; LjÞ� e1; jVLi � VLj j
� e2Þ. Algorithm process is described as follows.

−P P
α

2ab
arccos

cba 222 −+
=α

a

−P
P

+

+

P

pV

 Open Angle point (b)(a) Speed change point

Fig. 1 Determine the key point
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Input: divided trajectory set D={L1; L2; . . .; Lnumln , e1, e2, and MinLns.
Output: cluster set ()={C1;C2; . . .;Cnumclus}
For each(L 2 D)do{
If(L is unclassified) then
Compute Ne1;e2ðLÞ;
Assign clusterID to 8X 2 Ne1;e2ðLÞ;
ExpandCluster(Q,clusterID,e1,e2,MinLns);
Increase clusterID by 1;
Else Mark L as noise;}
check the clusters cardinality.

3 Visualization Analysis Scheme

3.1 GPS Data Preprocessing

Vehicle GPS trajectory data and road network data is used as input to calculate and
analyze traffic jams in this paper. GPS trajectory data includes massive track points.
Each trace contains a series of sampling points. Each sampling point contains IP
vehicle identification, location, record (longitude and latitude), time, speed, current
instantaneous direction Angle, submitting time and a series of random attributes
(a0; a1. . .an�1. The sampling point is arranged by the time series, each region
between two adjacent sampling points is called a track section. GPS abnormal data
mainly includes anchor point drift error, lot of useless information, if the vehicle is
at a gas station or parking, at the same time the transmission signal and the blind
spots can cause lack of GPS data. This application is adopted the vehicle GPS data
from Zibo city of Shandong province. Because of the GPS data are sampling data,
the time interval of data submitting is about 1–2 min, so several groups of filter
conditions (F1–F5) is set to eliminate the noise data in Fig. 2.

Fig. 2 Filter setting
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3.2 Road Network Data Preprocessing

The OpenStreetMap [1] source map tool is used, it allows users via API interface to
customize individualized maps. The road network data preprocessing has followed
the following rules:

1. Filter the road which can not connected to the main road network and to ensure
all roads connected together.

2. The relationship between two roads is clear and one-way.
3. In order to ensure the spatial resolution, the length of each road is less than 50 km.

3.3 Algorithm Implementation

3.3.1 Map Matching

According to the low sampling rate of GPS data. the following constraints has been
defined:

1. GPS trajectory section L is composed of continuous GPS track points, and the
sampling interval is not more than the DT DT � 10 minð Þ, L: p1 → p2 → …
→ pn, pi 2 L. In this paper, the time interval is 1–2 min.

2. Not only single GPS points and the distance between candidate section but also
the road network topology information has been considered.

3. Considering the GPS error and the width of road network, the error range of the
radius is set as 50 m.

Take No. 77110 vehicle matching process for example. F C1
1 ! C41

1

� � ¼
0:034; F C1

2 ! C33
2

� � ¼ 0:027; F C1
3 ! C29

3

� � ¼ 0:013; F C1
4 ! C36

4

� � ¼ 0:041. In
the experiment, when the buffer radius is 40 m, quantity of roads in the buffer
becomes stable. If l ¼ 0 and σ = 50 m, trajectory recovery rate of about 91 %
vehicles is higher than 80 %, the GPS data in a straight road or cross the intersection
have been matched successfully.

3.3.2 Vehicle GPS Data Clustering Analysis

Based on the algorithm mentioned above, in order to observe computing time, track
segmentation and clustering number, six parameters, such as dmin; dmax; amax;
e1; e2; and MinLns, has been set as 5 different sets of values. (1) amax ¼ 160; e1 ¼
4:4; e2 ¼ 45; MinLns ¼ 35; dmax ¼ dmin þ 1; (2) e1 ¼ 4:4; e ¼ 45; MinLns = 35,
dmax ¼ 6; dmin ¼ 3; (3) amax ¼ 160; e2 ¼ 45; MinLns = 35, dmax ¼ 6; dmin ¼ 3;
(4) amax ¼ 160; e1 ¼ 4:4; MinLns = 35, dmax ¼ 6; dmin ¼ 3; (5) amax ¼ 160; e1 ¼
4:4; e2 ¼ 45; dmax ¼ 6; dmin ¼ 3

The results is as Table 1.
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Table 1 Clustering results

Set (1)

dmin Time (s) NumTraj Numclus

1 389.783 2993 1

2 1223.67 2829 2

3 1976.33 2797 3

4 2368.07 2611 4

5 2487.63 2577 5

6 2314.51 2434 6

7 2765.97 2452 7

8 2787.77 2468 8

Set (2)

amax Time (s) NumTraj Numclus

125 1945.90 2573 2

130 1991.23 2592 2

135 1945.11 2596 2

140 1886.78 2632 2

145 1812.05 2655 2

150 1876.03 2674 2

155 1844.57 2711 1

160 1465.21 2760 1

Set (3)

e1 Time (s) NumTraj Numclus

4.1 1971.00 2774 9

4.4 1971.42 2774 9

4.5 1971.23 2774 5

4.6 1971.97 2774 4

4.9 1971.51 2774 2

5.0 1971.48 2774 2

5.2 1971.58 2774 1

5.4 1971.17 2774 1

Set (4)

e2 Time (s) NumTraj Numclus

17 1903.337 2789 4

21 1991.500 2766 5

25 1936.740 2701 3

29 1912.830 2715 3

33 1974.621 2693 2

37 1909.520 2662 2

41 1884.010 2674 2

45 1755.255 2 638 3

Set (5)

MinLns Time (s) NumTraj Numclus

27 1867.06 2774 2

28 1867.55 2774 2

30 1867.12 2774 4

32 1867.33 2774 3

33 1867.41 2774 4

35 1867.88 2774 4

41 1867.75 2774 4

42 1867.27 2774 5
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The experiment shows that according to dmin increasing, the clustering results
has increased, and according to amax increasing, the number of the trajectory has
increased respectively, values of e1; and MinLns affect clustering result, according
to e2 enlargement, the trajectory segment and the number of cluster have decreased.
All above, set (2.4) can be as the input of algorithm parameters.

4 Result Analysis

4.1 Method in This Paper

In this paper, the experimental environment includes R i386 3.1.3, Windows 7,
CPU (2.2 GHz the CORE 2 DUO), RAM 2 GB. The data quantity of GPS is about
21,000 items. Zibo city includes Zhangdian, Linzi, and Zhoucun 3 main districts,
and about 453 roads, about 3000 points in the map is used to describe the average
traffic congestion state. Figure 3 is the visual interface of average road traffic state
from 1:30 to 24:00, which is based on the method mentioned in this paper, the color
from blue to red presents the traffic state from clear to congestion. Figure 3 shows
that traffic jam phenomenon is more serious along with Lutai avenue, Shiji road,
Zhongrun avenue, and Jinjing avenue, vehicles’ speed is about 10–15 km/h.

Figure 4 has shown the average traffic state in the whole time, in which morning
and evening peaks was included. Road traffic state has become better from 0:00 to
6:00, become worse from 6:00 to 9:30 and gradually got ease until 1:00 p.m.

Finally, the traffic flow of Jiqing highway between Zhangdian and Linzi has
increased obviously, the vehicles’ speed keep the 60–100 km/h in this section, that
shows the section of highway plays a very important role between the two districts,

Fig. 3 Visual interface based on method mentioned
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if permitted, a new road between the two districts should be planned to meet the
increasing urban traffic pressure.

4.2 Compared with Flow Map Method

Flow map method is the current mature data visualization method [7]. With the
same GPS data, the visual interface based on flow map has been shown in Fig. 5.

Fig. 4 Road traffic state in a whole day

Fig. 5 Visual interface based on flow map method
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The results shows that route overlap has appeared in Zhangdian district for heavy
traffic flow, with traffic flow increasing, the track becomes more and more heavy, it
is difficult to recognize change of traffic flow visually and quickly. Compared with
Fig. 3, with the data increasing, method mentioned in this paper can be more
effective and visual than flow map method.

5 Conclusions

With the increment of large scale traffic data (GPS data), the data visualization has
become a challenge. The visual computation method mentioned in this paper aims
to visualize large scale complex trajectory data, through the improved map
matching and clustering analysis methods. It can be effective for traffic GPS big
data visualization.
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A CA Model with Variable Cell Size
for Passengers Behavior in Subway

Yifan Zhuang, Yichen Zheng, Yi Zhang and Xudong Xie

Abstract The Cellular Automaton (CA) is a kind of discrete system whose
dynamic performance depends on simple reactions among single cells. It has been
widely applied in many fields nowadays because it can mimic some intricate sit-
uations. The present designs of cellular automaton, however, are mostly such
systems with stationary cell size. In particular cases, there could be some huge
differences between simulation and real statistics. The CA model with variable cell
size (CA-VCS) then becomes significant, and the design for extended CA based on
the existing model is proposed to simulate the movement of passengers in subway.
In most cases, the cell size is referred to psychological size not actually physical
body size. With the consideration of high density in subway in rush hours, Cells
could alter their cell size based on the normal CA models to describe passengers
much accurately according to the condition around. When meeting highly dense
population, cells will be compressed and transformed into small size until they
could find enough space to enlarge their size. The simulation based on the defined
movement rules of cells shows the necessary processes for the cell transformation.
The relative research and its results provide the proof to apply the proposed model
in analysis of subway.

Keywords Cellular automaton � Variable cell size � Passenger behaviors
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1 Introduction

Cellular Automaton (CA) is a sort of dynamic system, which is discrete both in time
and space and widely applied recently in transportation systems to investigate the
behaviors and movement of passengers. It divides the space into the regular net-
work. Each cell corresponding to each element in this network has limited status
and follows the same rules. Depending on those well-defined regulations, cells
update their own status concurrently. It is well known that CA is not conducted by
strict mathematical equations or functions but a series of certain rules to determine
the next status at every certain moment. There are some mature designs in various
fields like Game of Life [1]. To be more specific, CA model is also utilized in the
transportation field to mimic or predict the population flow [2]. In order to better
explain the complex pedestrian behavior, several theories are put forward to support
the construction of CA model [3–6].

Kazuhiro and etc. proposed a real-coded cellular automata (RCA) model based
on real-coded lattice gas (RLG) model, and cells in this model have continuous
velocity distributions, which means the collision does not constrained by the
explicit lattice structure [7]. What’s more Song Weiguo and etc. did researches in
the evacuation behaviors at exit [8]. Fang Weifeng and etc. did simulations of
bi-direction pedestrian movement [9]. Thus, much work has been done on almost
all aspects of pedestrian movement, and these results also prove that CA model is a
very effective tool.

Although CA is widely employed and could simulate a large of practical events
well, it is constrained in some particular situations due to the unchangeable cell size
[10]. Take the passenger movement in subways as an example where population
density will change a lot at different time. During the peak hour, the great popu-
lation density will lead to a huge decrease of the area occupied by each passenger.
In addition, passengers in different areas of a subway carriage would not possess the
same area size. Obviously, the original CA model could not solve these conditions
perfectly because of its fixed size and this feature is contradicted to the real fact
[11–13]. Suppose our cell size matches the normal situation where there are only
few people, but when the carriage becomes crowded each person will occupy less
area soon. The area size discussed here is not physical area as usual but psycho-
logical area which is always larger than the former area. According to our life
experience, most people would like to have more space and thus they will choose to
stay a distance from others rather than close to each other. In addition, the degree of
comforts is obviously different due to different distance from other passengers. We
will feel more comfortable when having more space. Therefore the psychological
distance is a very important index of estimating comfortable degrees. And the
improvement on CA is expected to satisfy the demands above with the cell size for
cells changeable during the simulation, and put forward the idea of CA-VCS.

In this paper, an available thought is proposed in Sect. 2 firstly. The simulations
are then made to check whether this model coincide the real situation in Sect. 3.
Finally, conclusions are drawn in Sect. 4.
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2 System Model

2.1 General Parameters

Compared with the basic model whose behavior is only related to the surrounding
area and fixed cell size, the pedestrian movement in subway is much more com-
plicated. The latter question involves the destination of each cell and trend of others’
movement. So, more parameters should be introduced to simulate passenger
behavior suitably. The general parameters for basic models are shown in the Table 1.

In this model, a passenger can only move to one of eight cells around it at every
step. After defining the passenger is currently at the position, p0;0, it could move to
eight cells around or just stand still, as shown in Fig. 1. The parameter Pi;j depicts the
probability of moving to the cell pi;j. As a result, passengers would choose a cell with
the maximum possibility to move in at the next step if there will not be collision
happening for no more than one passenger is going to move to the same place.

The calculation of Pi;j is shown as follows.

Pi;j ¼ aDisi;j þ bEi;j þ cFi;j; aþ bþ c ¼ 1:

where Disi;j indicates the distance of the possible cell (i; j) to the final target cell
(iT ; jT ), Ei;j defines whether the possible cell is occupied or not, and Fi;j represents
the density of occupied cells on the way to the target cell. They are described as:

Disi;j ¼ i� iTj j þ j� jTj j

Ei;j ¼ 1; if cell i; jð Þ is occupied
0; if cell i; jð Þ is empty

�

Fi;j ¼ m� n
i� iTj j þ 1ð Þ � j� jTj j þ 1ð Þ

where m represents the total number of cells occupied while n stands for the number
of those empty cells.

Where N represents the total number of passengers in a carriage. The maximum
principle is that choose the cell that owns the maximum possibility to occupy the
square.

The collision free situation is an ideal hypothesis, so we must consider the
collision rules. The rule process is simply shown in the Fig. 2.

Table 1 General parameters

Symbol Description

Pi;j Evaluate the possibility of a passenger moving to cell (i; j) in next step

Disi;j Contribution to approaching destination cell by moving to cell (i; j)

Ei;j Symbol whether cell (i; j) is occupied

Fi;j Congestion level of the area from cell (i; j) to destination
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In conclusion, the fundamental rules for movement of cells have been stated
above. Furthermore, to change its cell size during the simulation properly, some
special parameters should be introduced in this model. The quantitative indicators
should be then adopted instead of qualitative description, which results in our
models more accurate.

The status of congestion in subway can be defined when people in a subway
carriage are exceeding a well-set threshold. It also can be easily described using
mathematical descriptions as follows.

if Npred ¼ Ncurr � Noff þNon [Nthre

the status ¼ crowded
or

the status ¼ uncrowded

where Npred is the total number of passengers who are supposed to be able to appear
in the subway, Ncurr is the total number of passengers who are in the subway
currently, Noff is the number of passengers who will get off the subway, Non is the

Fig. 1 All possible cells for the passenger at p0;0

Calculate next position without 
considering collision n++ n < N

Yes

n = 1 Position 
collision

Handle collision according to 
maximum possibility principle

Position 
exchange

Yes

No

Fig. 2 Collision rules
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number of passengers who will get on the subway, Nthre is the threshold used to
evaluate the subway crowded or not.

The size of cells will change on the basis of their location in carriage and their
moving speed while their step length would also be changed along with that at the
same time. That is, one big square can be divided into a four-rectangle-grid if
necessary. When the carriage has more free space to accommodate passengers, each
cell occupies the whole square and its movement rules are kept the same. When the
carriage has a pretty high population density, the cell size would probably be
changed from four squares to one square. Their size status can be described using
the parameter Esize to represent whether one cell is in small size. Take Esize ¼ 1
when the cell has the small size while Esize ¼ 0 when it indicates that the cell stay in
large size.

The comparison for cells in different sizes is shown in Fig. 2. The different parts
of the carriage have different possibilities to change the cell size, and detailed rules
would described in the next part of this article.

The triangle in the large cell in Fig. 3 suggests the referring location of the big
cell and it is always on the upper left corner of one big square.

2.2 Movement Rules

After the introduction of general status parameters and moving rules, the rules for
size changing can be achieved, which represent the most particular features dif-
fering from the original models. These rules could guarantee the new model to be
closer to our real situations.

Rules for cell size changing:

• The step length of each movement is determined by the size of cells. In order to
make it more clearly and accurately, we suppose that the basic unit length of
each step is equal to the diameter of the small cell. To be more specific, the large
cell parallel to the area occupied by passengers when the subway is pretty in real

Fig. 3 Comparison of Two types of cells

A CA Model with Variable Cell Size for Passengers Behavior … 307



moves forward two unit lengths at each stage. Meanwhile, the small cell which
indicates the crowded conditions moves forward only one unit length.

• To make our description more clearly, we would firstly define a population
threshold. Only when the total population is higher than Tpopu, the cell could
change its size. The different area in the carriage has different possibilities for
cell size changing. We suppose that there are three kinds of possibility PC1, PC2

and PC3 for three parts of a carriage. Their location distribution is shown in the
Fig. 4.
Where the value relationship among them is PC1 [PC2 [PC3. And it also
coincides well with our observations the population density on the passageway
is much higher than it nears the seat.

• When the carriage is crowded, the situation that cells change from big size to
small size is shown in the Fig. 5. In order to move forward without enough
room to keep its original size, the cell has to change into small type. Unless it
makes some changes, the only solution is to stand still and let others leave first.
Where the part in gray in the figure stands that the cells are occupied, and cellA
could not move to that section

• Each passenger who is represented by cell in the simulation has his or her rights
to decide whether to stay close to each other in most cases. We use the possi-
bility PCi i ¼ 1; 2; 3ð Þ of changing size to mimic their decisions. However, in a
few extremely crowded situations, they have no choice but to stay really close to
other people due to social force. One of the great feature of this situation is that
passengers move so slowly when they want to get off the subway. Therefore, we

Fig. 4 Possibilities of
different areas
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could also define a speed threshold Tspeed . When both the average speed of a
single cell is lower than Tspeed and the total population is higher than Tpopu, the
cell must compress its size.

• Only when the carriage becomes un-crowded, cells could transform from small
one to big one. The size transformation of cell is obviously restricted by its
surroundings. In specific, if no enough room for transforming, the cell would not
change its size. Figure 6 shows all procedures happening for cell transformation,
and comparison of advantages and disadvantages is listed in the following
Table 2.

Fig. 5 Two kinds of status of cells

Decide next 
step

Calculate  the 
congestion level N > Thre_popu Change into 

small sizeYes Starting moving

Whether in small 
size

No

Enlarge its sizeWhether enough 
room to expandYes

Starting moving

Yes

No

V < Thre_speed Yes

No

Change into 
small size with 
possibility Pci 

No

Fig. 6 Process of the size change

Table 2 Advantages and disadvantages

Advantages Disadvantages

Simple movement rules Hard to determine the cell status

Mimic the real situation well Complex collision rules
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3 Simulation

3.1 Typical Status

There are two typical cases shown in Figs. 7 and 8. The case described in Fig. 7
indicates the most ideal condition where only a few people are in the carriage and
then everyone can hold the maximum space, the big size in four squares. The
second case shown in Fig. 8, however, indicates a totally opposite condition where
there are too many passengers in carriage and each passenger hold the minimum
space, the small size.

Fig. 7 Uncrowded situation

Fig. 8 Crowded situation
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In most situations, both large cells and small cells existing in the same carriage
means some passengers will occupy more spaces than others. After some passen-
gers get off, the population density might fall down below the threshold, in which
people are likely to occupy the larger space, that is, in a whole rectangle. This
process is similar to our real life where more room for people leads to a more
comfortable feeling. The moderate crowded situation described above can be shown
in Fig. 9.

The notations of the signals of Figs. 7, 8 and 9 are in the following Fig. 10.

3.2 Simulation

Based on the typical cases stated above, the simulation for all cases can be
undertaken and their processes are achieved as shown in Figs. 11, 12 and 13, which
are adopted to describe the process for the extremely crowded situation happening
in subway systems. The subway door in this simulation is on the left top side. To
make our simulation more clearly, some facilities in the carriage are simplified,
such as seats and handrails. All white area is passageway because the target of this
simulation is the observation of basic regularity of cell movements.

In this situation, the carriage is filled with passengers and the population density
is mighty high. So each person has to occupy less area in order to get on or get off

Fig. 9 Moderate crowded
situation

Fig. 10 Notation of typical
status figures
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the subway successfully. The following figures shows the process of passengers
getting off and each picture represents three different stages (step 9, step 42 and step
87). The first figure shows the initial condition where all people are waiting to
leave. The second figure shows that half of people have already got off. And the last
figure shows almost all people have left from the carriage. As a result, the CA-VCS
could well mimic the pedestrian flow when the subway is extremely crowded.

Fig. 11 Step 2 of the most crowded situation

Fig. 12 Step 42 of the most crowded situation
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The ideal situation, in which there are only a few passengers in the carriage, is
also explored here. Figures 14, 15 and 16 shows the simulation processes to display
the movement of passengers. The reason that some cells do not change their size
like what they do in Fig. 18 is that the fundamental assumption of this part is the
population density would keep in high level and would not change due to cell
movement. The explanation for this phenomenon is that other passengers are get-
ting on subway but not showed in the simulation because it will make a chaos if

Fig. 13 Step 87 of the most crowded situation

Fig. 14 Step 1 of the emptiest situation
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showed and become hard for us to figure out two groups of getting on and getting
off.

In this situation, there are only a few passengers in the subway, so each person
could occupy more area in order to gain a more comfort feelings. Compared to the
previous situation, people have more freedom to move to next place. The following
three figures show that passengers will get off the subway and each picture stands
for three different stages (step 1, step 11 and step 19). The meaning of each figure is

Fig. 15 Step 11 of the emptiest situation

Fig. 16 Step 12 of the emptiest situation
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similar to the crowded situation. According to the simulation result, the CA-VCS
model could fit this situation well.

In most cases, the population density in subway is between empty situation and
really crowded situation, which is named moderate crowded situation here.
Figures 17, 18 and 19 shows the simulation process where there is someone
changing their psychological size when there is enough space. And this procedure
can be divided into three obvious stages (step 0, step 22 and step 69).

At the beginning, there are a lot of passengers in the carriage and each one has to
occupy less area. This stage is similar to the most crowded situation. After some
passenger get off the subway, the space is not crowded as before. So people at the

Fig. 17 Step 0 of moderate situation

Fig. 18 Step 22 of moderate situation
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end of group have more space and could expand their size in order to obtain more
freedom. This stage is a transient process that links the crowded condition and
empty condition. At last, most people get off and the people remained could have as
much as they want. And this situation is similar to the empty situation. According to
the simulation result, the CA-VCA morel could fit the most common situation.

3.3 Analysis

Based on the description and simulation above, we get to know that the proposed
model in the paper, CA-VCS, can be used and expended to define more situations
well than traditional ones.

The running process of traditional CA model is showed in the Fig. 20. The cell
size is fixed whenever there is enough space, and it is obviously not corresponding
to the real situation in subway. Because passengers would alter their psychological
area due to surrounding environment. So our CA-VCS could suit more situations
than traditional CA models.

According to results above, time for all passengers getting off increases due to
the increase of population density, which we use step number to represent. This
regularity of variance of population density is shown in the Fig. 21.

Where the step number in the Fig. 21 is the average number of about 10 tests
with same parameters. The population density is the ratio of initial total number of
pedestrian and the maximum number which a carriage could contain.

And this trend is corresponding to our life experience. The cell size for CA-VCS
would be changeable in the simulation depending on the population density. When
there are a lot of passengers in the carriage, corresponding to our peak hours, almost

Fig. 19 Step 69 of moderate situation
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each passenger is trying to keep its minimum space in order to get on the subway.
At this moment, subway clients would also push as many people as possible into
the carriage. In this situation one subway could carry much more people on rush
hour and even beyond the required number. And traditional model could only reach
the maximum number which could not reflect the extreme situation and this is also
common in most big cities. Only after some people get off the subway, the pop-
ulation density will decrease and some people are keen to occupy more space in
order to gain higher comfortable degree. This transformation is well displayed in
the simulation part 3, which includes Figs. 17, 18 and 19. In addition the traditional
and modified model could produce the similar result when all latter model cells
recovered to usually large size or are compressed into small size. In conclusion, the
new CA-VCS could suit more conditions and expand the application ranges.

4 Conclusion

The simulation of passenger behaviors in the subway is significant, because the
passenger density in most China cities subway changes a lot during different time
especially in the peak hours. The traditional fixed cell size automaton model is
obviously not suitable for this situation and CA-VCS model is thus proposed to

Fig. 20 Simulation process of traditional CA
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Fig. 21 Step number versus
population density
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make up its weakness. In this paper, a new model of CA with the variable cell size,
CA-VCS, is proposed and its features have been investigated to describe the dif-
ference compared with the original CA. And the largest difference is that CA-VCA
model could show the transient process from small size to big size or the opposite.
Based on CA-VCS, most situations can be simulated to represent the real world,
which might not happen for the traditional CA. There are, however, some disad-
vantages of this model existing, such as the small cell might walk farther than big
one at one step. And as we all know, the CA model is not a traditional mathematic
model which is strictly defined by equation. The value of parameters thus is not set
by scientific calculation but expert experience. As a result, CA-VCS model is
meaningful to implement the analysis of passengers in subway and more efforts will
be expected to improve its performance.

Acknowledgment This work was partially supported by the National Key Basic Research and
Development (973) Program of China (No. 2012CB725405), and the National Natural Science
Foundation of China (No. 61273238).

References

1. Bak, Pek: Self-organized criticality in non-conservative models. Phys. A Stat. Mech. Appl.
191(1), 41–46 (1992)

2. Benyoussef, A., Chakib, H., Ez-Zahraouy, H.: Anisotropy effect on two-dimensional
cellular-automaton traffic flow with periodic and open boundaries. Phys. Rev. E 68 (2003)

3. Helbing, D., Farkas, I., Vicsek, T.: Simulating dynamical features of escape panic. Nature
407, 487–490 (2000)

4. Zou, B., Hu, J., Wang, Q., Ke, G.: A distributed shortest-path routing algorithm for
transportation systems. In: 7th International Conference on Traffic and Transportation Studies,
vol. 1 (2010)

5. Blue, V.J., Adler, J.L.: Emergent Pedestrian streams and cellular automata microsimulation.
In: Transportation research record 80th Annual Meeting, Washington D.C., 2001, TRB CD

6. Helbing, D., Molnar, P.: Social force model for pedestrian dynamics. Phys. Rev. E 51, 4282–
4286 (1995)

7. Yamamoto, Kazuhiro, Kokubo, Satoshi, Nishinan, Katsuhiro: Simulation for pedestrian
dynamics by real-coded cellular automata. Phys. A Stat. Mech. Appl. 379, 654–660 (2007)

8. Weiguo, S., Yanfei, Y., Binghong, W., Weicheng, F.: Evacuation behaviors at exit in CA
model with force essentials: a comparison with social force model. Phys. A Stat. Mech. Appl.
371, 658–666 (2006)

9. Weifeng, Fang, Lizhong, Yang, Weicheng, Fan: Simulation of bi-direction pedestrian
movement using a cellular automata model. Phys. A Stat. Mech. Appl. 321, 630–633 (2003)

10. Jiang, Y.-P., Philip Chen, C.L.: A novel approach for designing intelligent transportation
system. In: IEEE International Conference on System, Man, and Cybernetics, October, 2012

11. Zheng, Y., Guo, W., Zhang, Y., Hu, J.: A generalized comfort function of subway systems
based on a nested logit model. Tsinghua Sci. Technol. 19(3), 300–306 (2014)

12. Wang, Y., Long, D., Shi, F.: Cellular automaton model for analyzing capacity of branch road
section. J. Central S. Univ. Technol. 18(5), 1744 (2011)

13. Dijkstra, J., Jessurun, J., Timmermans, H.: A multi-agent cellular automata model of
pedestrian movement. Pedestrian Evacuation Dyn. 173–181 (2001)

318 Y. Zhuang et al.



Erratum to: Proceedings of the Second
International Conference on Intelligent
Transportation

Huapu Lu (Ed.)

Erratum to:
H. Lu (ed.), Proceedings of the Second International
Conference on Intelligent Transportation, Smart Innovation,
Systems and Technologies 53, DOI 10.1007/978-981-10-2398-9

The original version of the bookwas inadvertently publishedwithoutAcknowledgment
in Chaps. 14 and 15, which has to be included. The erratum chapter and the book have
been updated with the change.

The updated online versions of these chapters can be found at
http://dx.doi.org/10.1007/978-981-10-2398-9_14
http://dx.doi.org/10.1007/978-981-10-2398-9_15

© Springer Science+Business Media Singapore 2017
H. Lu (ed.), Proceedings of the Second International Conference
on Intelligent Transportation, Smart Innovation, Systems and Technologies 53,
DOI 10.1007/978-981-10-2398-9_29

E1

http://dx.doi.org/10.1007/978-981-10-2398-9
http://dx.doi.org/10.1007/978-981-10-2398-9_14
http://dx.doi.org/10.1007/978-981-10-2398-9_15

	Contents
	1 A New Feature Evaluation Algorithm and Its Application to Fault of High-Speed Railway
	Abstract
	1 Introduction
	2 Basic Feature Ranking Criterion
	2.1 Representation Entropy, RE
	2.2 Fisher’s Ratio
	2.3 Fuzzy Entropy
	2.4 Mahalanobis Distance

	3 Multi-criterion Feature Evaluation Based on D-S Theory
	3.1 The Motivation of Using Theory
	3.2 Dempster-Shafer (D-S) Evidence Theory
	3.3 Multi-criterion Fusion Based on D-S Theory
	3.3.1 Fusion Procedure


	4 Experiment and Results
	4.1 High Speed Train Data Experiment Design
	4.2 Experimental Result Analysis

	5 Conclusion
	References

	2 Steering Angle Balance Control Method for Rider-Less Bicycle Based on ADAMS
	Abstract
	1 Introduction
	2 Rider-Less Bicycle Dynamic Model
	2.1 Model Building
	2.2 State Equation

	3 Control System Design
	4 Simulation by ADAMS
	4.1 The Simulation of Balance Control Under Different Target Speed
	4.2 Steering Simulation

	5 Conclusion
	References

	3 The Management of Slight Traffic Accident Based on the Internet
	Abstract
	1 Introduction
	2 The Current Slight Traffic Accident Processing Mode
	2.1 The Traffic Police Brigade Module
	2.2 The Accident Driver’s Module
	2.3 The Insurance Company Module
	2.4 The Vehicle Maintenance Station Module

	3 The Processing Pattern of Slight Traffic Accident Based on the Internet
	3.1 Network Topology
	3.2 Accident Treatment System Module Partition
	3.2.1 The Traffic Police Brigade Module
	3.2.2 Owners Module
	3.2.3 Insurance Company Module
	3.2.4 Vehicle Maintenance Station Module

	3.3 The Example of APP—“Accident E Processing” Trying in Parts of Beijing

	4 Optimization “Accident E Processing” Mobile Phone APP
	5 Conclusion
	Acknowledgments
	References

	4 Application of FBG Sensors in High-Pile Wharf Structure Monitoring System
	Abstract
	1 Introduction
	2 The Performance of FBG Sensors
	2.1 FBG Strain Sensors
	2.2 FBG Displacement Sensors
	2.3 FBG Displacement Sensors

	3 The Monitoring System
	3.1 Support Project
	3.2 Monitoring Items
	3.2.1 Strain Monitoring
	3.2.2 Relative Displacement Monitoring
	3.2.3 Terminal Displacement Monitoring
	3.2.4 Vibration Monitoring

	3.3 Monitoring Items Installation of FBG Sensors

	4 Monitoring Data and Simulation Data of FBG Sensors
	4.1 Finite Analysis of Strain Changes
	4.2 Load Test on Support Project
	4.3 Performance of FBG Sensors

	5 Conclusions
	References

	5 The Rail Transportation and Bus Intelligent Connection Under the Comprehensive Transportation System
	Abstract
	1 Introduction
	2 The Analysis of Connection Status
	3 The Analysis of Rail Transit and Bus Interchange Requirements
	4 Discuss About Rail Transportation and Public Traffic Intelligent Connection Mode
	4.1 The Analysis of Intelligent Connection Patterns
	4.2 Intelligent Feeder Systems

	5 Conclusion
	Funding
	References

	6 Development of a Surrogate Conflict Indicator for Freeway Exits Using Trajectory Data
	Abstract
	1 Introduction
	2 Conflict Detection and Identification
	2.1 Model Assumption
	2.2 Space-Based Conflict Detection
	2.3 Time-Based Conflict Detection
	2.4 Distance-ΔV Combined Indicator

	3 Conflict Probability
	3.1 Procedure
	3.2 Sample Case

	4 Conclusions
	Acknowledgments
	References

	7 A More Practical Traffic Lights Cellular Automata Model for Traffic Flow Simulation
	Abstract
	1 Introduction
	2 Investigation and Analysis
	3 Model
	3.1 Consideration of the Model
	3.2 Definition of the Model
	3.2.1 Have a Countdown
	3.2.2 No Countdown


	4 Simulation and Discussion
	5 Conclusion
	Acknowledgments
	References

	8 Robot Driver’s Motion Analysis and Simulation Based on Vehicle Speed Control
	Abstract
	1 Introduction
	2 Dynamics Analysis of the Robot
	3 Simulation Model
	3.1 Dynamic Simulation Model of Mechanical Leg
	3.2 Co-simulation Model of the Robot Driver and Vehicle

	4 Simulation Experiment and Analysis
	5 Results
	Acknowledgments
	References

	9 Comparative Analysis the Rectifier Part of Electric Locomotive Auxiliary Converter
	Abstract
	1 Introduction
	2 Introduction of Auxiliary Power Supply System [1]
	2.1 Auxiliary Power Supply System Based on Split-Phase Motor
	2.2 Auxiliary Power Supply System Based on Static Converter

	3 Phase-Controlled Rectifier Scheme
	3.1 Basic Principle of Phase-Controlled Rectifier Circuit
	3.2 Phase-Controlled Rectifier Scheme Control Strategy
	3.3 Simulation of Single-Phase Controlled Rectification Circuit

	4 PWM Rectifier
	4.1 Basic Principle of PWM Rectifier Circuit [3]
	4.2 The Control Strategy of PWM Rectifier Circuit
	4.3 Simulation of Single-Phase PWM Rectifier Circuit

	5 Comparison and Analysis of Two Sets of Rectification Schemes
	6 Conclusion
	References

	10 An Improved Multi-Kernel Estimation Method for Vehicle Localization
	Abstract
	1 Introduction
	2 Road Matching
	3 Marking Based Vehicle Localization
	4 Results
	5 Conclusion
	Acknowledgments
	References

	11 The Calculation Method with Grubbs Test for Real-Time Saturation Flow Rate at Signalized Intersection
	Abstract
	1 Introduction
	2 The Motion Law of Traffic and the Composition of Queue at Signalized Intersection
	3 The Motion Law of Traffic and the Composition of Queue at Signalized Intersection
	4 The Calculation of the Saturated Headway with Grubbs Test
	5 Comparison of Saturation Flow Rate Estimations
	6 Conclusion
	Acknowledgments
	References

	12 Traffic Optimization Design and Simulation Evaluation of Isolated Intersection
	Abstract
	1 Introduction
	2 Data Collection
	3 Intersection Status Analysis and Evaluation
	3.1 Status Analysis
	3.2 Status Evaluation

	4 Intersection Simulation
	4.1 Intersection Simulation Scheme
	4.1.1 Bus Station Adjustment
	4.1.2 Traffic Organization Optimization
	4.1.3 Signal Control Optimization

	4.2 Simulation Evaluation

	5 Conclusions
	References

	13 Characteristics of Intelligent Transportation Development in Cities
	Abstract
	1 The Current Situation of Intelligent Transportation Technology in Smart Cities in Different Countries
	1.1 Current Situation of Intelligent Transportation in Smart Cities in Some Asian Countries
	1.2 Current Situations of Smart Cities in the United States, Canada, Australia, the UK

	2 Intelligent Traffic in the Smart City with Chinese Characteristics
	2.1 In August 2014, the National Development and Reform Commission
	2.2 The Future Development of Urban Intelligent Transportation According to the Country’s Future Development Plan, the Construction of an Urban Intelligent Transportation System Will Continue to Develop

	3 Development Status and Trend of Vehicle Terminal Market
	4 The Development Trend of Road Traffic Intelligent Systems
	4.1 Electronic Toll Collection (ETC) Market
	4.2 The Development Trend of Road Traffic Intelligence

	References

	14 An Appointment Scheduling Method for China’s Driving License Exam Using Network Flow Modelling
	Abstract
	1 Introduction
	1.1 Preliminaries on Graph and Network Flow [2, 3]

	2 Problem Description
	3 Appointment Scheduling Using Network Flow Modelling
	3.1 Extensions

	4 Experimental Results
	4.1 Appointment Scheduling with No Priority: A Maximum Flow Problem
	4.2 Appointment Scheduling with Priorities: A Minimum Cost Maximum Flow Problem

	5 Conclusion
	Acknowledgments
	References

	15 Integration Design of Highway Traffic Safety Networked Control System
	Abstract
	1 Introduction
	2 Highway Traffic Safety Active Prevention and Control Platform
	2.1 Road Traffic Safety Information Integration System
	2.2 Multi-scale Traffic Safety Risk Assessment System
	2.3 Wide Range Traffic Flow Intervention System
	2.4 Police Command and Guard Control System
	2.5 Traffic Safety Comprehensive Service System

	3 Key Technologies Used for Highway Traffic Safety Active Prevention and Control Platform
	3.1 Semantic Standardization of Traffic Safety Information and Interoperability Between Heterogeneous Platforms
	3.2 Analysis and Prediction of Network Traffic Flow by Multiple Sources of Traffic Information
	3.3 Prediction of Spatial and Temporal Influences of Emergency on Traffic Flow with Traffic Flow Intervention

	4 Conclusions
	Acknowledgments
	References

	16 Analysis of Vehicular Behavior at Bottlenecks Considering Lateral Separation
	Abstract
	1 Introduction
	2 Analysis of Vehicular Behavior
	3 Numerical Experiment
	3.1 Data Processing
	3.2 Experiment and Result Comparison

	4 Conclusion
	Acknowledgments
	References

	17 Research on the Method of Driver’s Eye Location Based on MATLAB
	Abstract
	1 Introduction
	2 Image Preprocessing
	3 Established the Mixed Color Model
	4 Eye Location
	4.1 Face Location
	4.2 Rough Eyes Location
	4.3 Precise Eyes Location

	5 Conclusion
	References

	18 Catenary Poles Detection and Occlusion Reasoning for Electric Railway Infrastructure Visual Inspection
	Abstract
	1 Introduction
	2 Related Researches
	3 Catenary Poles Detection by Motion Layer Decomposition
	4 Problem Simplification and Optimization
	4.1 Railroad Manhattan Scene Model
	4.2 Motion Estimation by Edge Flow
	4.3 Prediction and Updating

	5 Experiments
	5.1 Datasets Preparation
	5.2 Experimental Results

	6 Conclusion
	Acknowledgments
	References

	19 Detection and Tracking of Vehicles Based on Video and 2D Radar Information
	Abstract
	1 Introduction
	2 System Design
	3 Video Detection of Vehicles
	4 Radar Information Calibration
	5 Experimental Result
	6 Conclusion
	Acknowledgments
	References

	20 Research on Route-Choice Behavior of Unexpected-Destination Trip Under Random Dynamic Conditions
	Abstract
	1 Introduction
	2 Dynamic Bayesian Network and Inference
	2.1 Dynamic Bayesian Network Model
	2.2 Model Dynamic Inference

	3 Radiation Field Method
	4 The Engendering of the Unexpected Radiation Field and Characteristics
	4.1 Unexpected Radiation Field
	4.2 The Characteristics of Unexpected Radiation Field

	5 Drivers’ Route-Choice Modeling in Unexpected Destination Trip
	6 Experimental Verification
	7 Conclusion
	Acknowledgments
	References

	21 OD Matrix Estimation Based on Mobile Navigation Technology
	Abstract
	1 Introduction
	2 Theory of Calculating Flow of Road Segments by Mobile Navigation Technology
	3 Essential Process and Principle About OD Estimation Based on Link Flow
	4 Example Analysis
	4.1 The Division of Traffic Zones
	4.2 Input of Fundamental Road Network Information
	4.3 OD Estimation in Different Method of Traffic Assignment
	4.4 Data Analysis
	4.4.1 Data Analysis Based on the Number of Traffic Zones
	4.4.2 Data Analysis Based on Different Method of Traffic Assignment


	5 Conclusion
	References

	22 Weight-Dependent Equilibrium Solution for Weighted-Sum Multiobjective Optimization
	Abstract
	1 Introduction
	2 Understand the Equilibrium Solution for WS-MOP Using Adaptive Weights
	2.1 The Concept of Equilibrium Solution for WS-MOP
	2.2 The Weights Self-adapted to Equilibrium Solution

	3 Exemplify the Equilibrium Solution for WS-MOP Using Adaptive Weights
	3.1 Example 1: Symmetrically Structured WS-MOP
	3.2 Example 2: Asymmetrically Structured WS-MOP

	4 Conclusions
	Acknowledgments
	References

	23 Research on Urban Spatial Structure of Nanchang City Based on Mobile Communication Data
	Abstract
	1 Introduction
	2 Traditional Methods of Urban Space Structure
	3 Mobile Hot Spot Identification Method
	3.1 Definition of Mobile Hot Spot Identification Method
	3.2 The Model of City Hot Spot Analysis on Macro Level
	3.3 The Model of City Hot Spot Analysis on Micro Level

	4 Application of Mobile Hotspot Analysis Method in Nanchang City
	5 Conclusion
	Acknowledgments
	References

	24 Deterrent Effect of Fixed-Site Speed Enforcement in Freeways
	Abstract
	1 Introduction
	2 Deterrent Effect of Traffic Enforcement Technology
	3 Method
	3.1 Background
	3.2 The Distance Halo Effect

	4 Conclusion
	Acknowledgments
	References

	25 Weather-Responsive Freeway Speed-Limits Using Approximated Friction Coefficient of Road Surface
	Abstract
	1 Introduction
	2 Normal Friction Coefficient Dependent VSL Under Dry Weather
	2.1 Straight-Running VSL Subject to Visible Distance
	2.2 Curve-Running VSL Aimed at Skid-Avoidance
	2.3 Overall VSL

	3 Decreased Friction Coefficient Dependent VSL Under Wet Weather
	3.1 Approximation of Friction Coefficient in the Absence of Real-Time Detection
	3.1.1 The Mapping of “Rainfall-Related Water Thickness” to “Friction Coefficient”
	3.1.2 The Mapping of “Precipitation-Related Conditions of Snow/Ice” to “Friction Coefficient”

	3.2 VSL Based on Approximated Friction Coefficient

	4 Conclusion
	Acknowledgments
	References

	26 Algorithm of Speed-up Turnout Fault Intelligent Diagnosis Based on BP Neural Network
	Abstract
	1 Action Current Curve Analysis of Speed-up Turnout
	2 Algorithm of Speed-up Turnout Fault Intelligent Diagnosis Based on BP Neural Network
	2.1 Selection of Eigenvectors
	2.2 Intelligent Diagnosis Algorithm Implementation

	3 Experiment and Analysis
	4 Conclusion
	Acknowledgments
	References

	27 Research and Application of Traffic Visualization Based on Vehicle GPS Big Data
	Abstract
	1 Introduction
	2 Visualization Algorithm Architecture
	2.1 Map Matching
	2.2 Trajectory Clustering Computation

	3 Visualization Analysis Scheme
	3.1 GPS Data Preprocessing
	3.2 Road Network Data Preprocessing
	3.3 Algorithm Implementation
	3.3.1 Map Matching
	3.3.2 Vehicle GPS Data Clustering Analysis


	4 Result Analysis
	4.1 Method in This Paper
	4.2 Compared with Flow Map Method

	5 Conclusions
	Acknowledgments
	References

	28 A CA Model with Variable Cell Size for Passengers Behavior in Subway
	Abstract
	1 Introduction
	2 System Model
	2.1 General Parameters
	2.2 Movement Rules

	3 Simulation
	3.1 Typical Status
	3.2 Simulation
	3.3 Analysis

	4 Conclusion
	Acknowledgment
	References

	29 Erratum to: Proceedings of the Second International Conference on Intelligent Transportation
	Erratum to:&#6;H. Lu (ed.), Proceedings of the Second International Conference on Intelligent Transportation, Smart Innovation, Systems and Technologies 53, DOI 10.1007/978-981-10-2398-9




