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New Decoupling Conditions for Arbitrary
Systems Based on Transcale Coupling
to the Time-Derivative Order

Mingxing Li and Yingmin Jia

Abstract This paper proposes new coupling concepts: transcale coupling to the

time-derivative order to give new decoupling conditions for a general system

described by (A,B,C,D) quadruples. Based on these new coupling concepts, novel

conditions for the diagonal/diagonal block decoupling and triangular/triangular block

decoupling are obtained in the time domain.

Keywords Linear system ⋅ Transcale coupling ⋅ Time domain ⋅ Unifying

conditions

1 Introduction

The decoupling problem is extensively investigated over several decades and arises

in four class decoupling results which are diagonal/diagonal block and triangu-

lar/triangular block. The diagonal decoupling problem (DDP) was first initiated in

[1], a necessary and sufficient solvability condition was presented by [2] in state

domain, and a numerically verifiable necessary and sufficient solvability condition

was given in [3] recently. The triangular decoupling problem (TDP) was first for-

mulated by [4]. Numerically reliable methods were developed by Chu [5–7] in time

domain recently. The diagonal block decoupling (DBDP) was presented firstly by

Sato in [8] and the triangular block decoupling problem (TBDP) was presented in

[9] by a transfer matrix approach and a stable coprime factorization method in [10].

Above mentioned and other decoupling methods such as [11–13] are all very valid

and valuable for solving the decoupling problem, separately. However, the solvabil-

ity decoupling conditions are quite different. It leads us to study the problem that

whether there is a unifying condition or index to describe the four different decou-
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pling results. This problem is answered partly in [14] by a frequency domain method.

We will give a whole answer in time domain.

The paper is organized as follows: Sect. 2 provides some preliminary results.

Section 3 establishes necessary and sufficient conditions of the four class decou-

pling results. Section 4 gives two examples to show the effectiveness of our results.

Finally, Sect. 5 presents conclusions.

2 Problem Statement and Preliminary Results

Consider a proper LTI system described by

{
ẋ = Ax + Bu
y = Cx + Du (1)

where x ∈ Rn
, u ∈ Rm

and y ∈ Rp
are the state, input, and output. For v ∈ Rmv , per-

mutation matrix PyI , and full rank G, substituting the state feedback law

u = Fx + Gv (2)

into system (1) while let a new output yI = PyI y, we obtain a closed-loop system

which is {
ẋ = (A + BF)x + BGv
yI = (CI + DIF)x + DIGv

(3)

where CI = PyIC and DI = PyID. The transfer function of system (1) while its output

is taken as yI is T(s) = CI(sI − A)−1B + DI . Relative to (p1,… , pk), we partition T(s),
CI and DI into

T(s) =
⎡⎢⎢⎣
T1(s)
⋮

Tk(s)

⎤⎥⎥⎦
,CI =

⎡⎢⎢⎣
C1
⋮
Ck

⎤⎥⎥⎦
,DI =

⎡⎢⎢⎣
D1
⋮
Dk

⎤⎥⎥⎦
, yI =

⎡⎢⎢⎣
yp,1
⋮
yp,k

⎤⎥⎥⎦
. (4)

where Ci ∈ Rpi×n
,Di ∈ Rpi×m, pi ∈ Z+

, and

k∑
i=1

pi = p.

Definition 1 The static state feedback TBDP is solvable if there are F,G and per-

mutation matrix PIy such that the transfer function of system (3) shown as

̂T(s) ≜ (CI + DIF)(sI − A − BF)−1BG + DIG (5)

has the following triangular block form relative to partitions (4) while G ∈ Rm×mv is

full rank
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̂T(s) =
⎡⎢⎢⎢⎣

̂T11(s) 0 … 0
̂T21(s) ̂T22(s) … 0
⋮ ⋮ ⋱ ⋮

̂Tk1(s) ̂Tk2(s) … ̂Tkk(s)

⎤⎥⎥⎥⎦
(6)

where ̂Tii(s) ∈ Rpi×mi
,
̂Tii(s) ≠ 0, i = 1,… , k. Furthermore, if A + BF is stable, then

the static state feedback TBDP with stability is solvable.

Remark 1 We just give the TBDP definition since the DDP, DBDP and TDP are spe-

cial cases of the TBDP. Notice that, if pi = 1, ̂Ti,j = 0, i ≠ j then the DDP is obtained,

if there is pi > 1, ̂Ti,j = 0, i ≠ j then the DBDP is obtained, and if pi = 1 and there

are ̂Ti,j ≠ 0, i ≠ j then the TDP is obtained.

From [15], if rank(D) = m̄0 then there exist orthogonal matrix T ∈ Rm×m
, permu-

tation matrix P ∈ Rp×p
, matrix L with non-zero rows, invertible Dt and m̄1, m̄2 ∈ Z,

such that m̄0 + m̄1 + m̄2 = p and

PDT =

m̄0 m − m̄0⎡⎢⎢⎣
Dt
0

LDt

0
0
0

⎤⎥⎥⎦
}m̄0
}m̄1
}m̄2

.

(7)

Taking yp = Py and partitioning P, yp,PC and T−1u into

P =
[
PT
1 ,P

T
2 ,P

T
3
]T

, yp =
[
yTp,1, y

T
p,2, y

T
p,3

]T
(8)

PC =
[
CT
p,1,C

T
p,2,C

T
p,3

]T
,T−1u =

[
uTt,1, u

T
t,2
]T

(9)

give ⎧⎪⎨⎪⎩

yp,1 = Cp,1x + Dtut,1
yp,2 = Cp,2x
yp,3 = (Cp,3 − LCp,1)x + Lyp,1.

The coupling of yp,1, yp,2 and yp,3 has three type, one is there are no coupling, another

is L ≠ 0 and Cp,3 − LCp,1 ≠ 0, the last one is L ≠ 0 and Cp,3 − LCp,1 = 0. Thus, we

have following three new coupling conceptions

Definition 2 Complete transcale coupling to the time-derivative order
(CTCTDO) If there are yi, yi0 which satisfy yi(s) = l0(s)yi0 (s) for a rational frac-

tion matrix l0(s), then we call this type coupling complete transcale coupling to the

time-derivative order.

Definition 3 Transcale coupling to the time-derivative order (TCTDO) If there

are yi, yi0 which satisfy yi(s) = l0(s)yi0 (s) + gi(s)u(s), yi0 (s) = gi0 (s)u(s) and Rank
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([gTi0 (s), g
T
i (s)]

T ) > Rank(gi(s)) is physically realizable for rational fractions l0(s) and

g(s), then we call this type coupling transcale coupling to the time-derivative order.

Definition 4 Coupling without transcale to the time-derivative order
(CWTTDO) If there are no yi0 such that yi(s) = l0(s)yi0 (s) + g(s)u(s) where l0(s)
and g(s) are physically realizable rational fractions, then we call this type coupling

without transcale to the time-derivative order (CWTTDO).

Without loss of generality, let G full column rank and mv ≤ min{m, p}. In [9], the

necessary and sufficient conditions for the TBDP of system (1) with partitions (4)

while mv = m are obtained which are the following lemma:

Lemma 1 The system (1) with transfer function T(s), which is partitioned into
Eq. (4) relative to (p1,… , pk), is triangularly block decouplable by a m × m proper
admissible precompensator if and only if

∙ dim

(
j−1⋂
i=1

Ker(Ti(s))

)
> dim

(
j⋂

i=1
Ker(Ti(s))

)
, j = 2,… , k.

∙ dim(Ker(T1(s))) < m.

Remark 2 If rank(T(s)C(s)) = rank(T(s)) then physical realizable C(s) is an admis-

sible precompensator of T(s).

3 Necessary and Sufficient Conditions of the Decoupling

The necessary and sufficient conditions of the four class decoupling results are given

in this section. To achieve this goal, we define

D∗
1 =

[
(d∗1,1)

T
,… , (d∗1,p)

T
]T

(10)

d∗1,1 =
⎧⎪⎨⎪⎩
d1, if d1 ≠ 0
c1A𝜌1B, if d1 = 0 and c1A𝜌1B ≠ 0
0, if d1 = 0 and c1AiB = 0, i = 1,… , n

(11)

d∗1,i =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

di, if rank
[
D∗

1,i−1
di

]
> rank(D∗

1,i−1)

ciA𝜌iB, if rank
[
D∗

1,i−1
ciA𝜌iB

]
> rank(D∗

1,i−1)

and rank
[
D∗

1,i−1
di

]
= rank(D∗

1,i−1)

ciAn−1B, if rank
[
D∗

1,i−1
ciAjB

]
= rank(D∗

1,i−1)

here j = 1,… , n

(12)
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D∗
1,i =

[
(d∗1,1)

T
,… , (d∗1,i)

T]T
(13)

𝜌i =
{−1, if d∗1,i = di

min{j|d∗1,i = ciAjB, j = 0,… , n − 1}. (14)

With D∗
1 of system (1), we have

Lemma 2 rank(T(s)) = k0 if and only if rank(D∗
1) = k0.

The sufficiency is easily proved. The necessity is deduced by Corollary 1 in the fol-

lowing content, thus it is omitted here. Lemma 2 indicates that there are two groups

positive integers (̄i1,… ,
̄ik0 ), (𝜌̄i1 ,… , 𝜌

̄ik0
) and l = 2,… , k0 such that

̄ij < ̄ij+1, j = 1,… , k0 − 1 (15)

̄D∗
k0
=
[
(d∗

1,̄i1
)T ,… , (d∗

1,̄ik0
)T
]T

(16)

̄i1 = min{i|rank(D∗
1,i) = 1} (17)

̄il = min{i|rank(D∗
1,i) > rank(D∗

1,i−1), i > ̄i }. (18)

and rank( ̄D∗
k0
) = k0. Moreover, for i = 1,… , p define

𝜎i =
{

−1, if di ≠ 0
min{j|di = 0, ciAjB ≠ 0, j = 0,… , n − 1} (19)

then 𝜌i ≥ 𝜎i. Moreover, by combining (13) and (14) with Lemma 1, we get

Theorem 1 For system (1) with partitions (4) relative to (p1,… , pk), the TBDP is
solvable if and only if there exist y

̄ij , j = 1,… , k0 which is a vector component of
yp,i, i = 1,… , k.

Proof From (4), partitions of T(s) can be rewritten as

Ti(s) = Ci(sI − A)−1B + Di, i = 1,… , k (20)

There are at least one y
̄ij , j = 1,… , k0 which is a vector component of yp,i for all

i = 1,… , k implies

∙ dim

(
j−1⋂
i=1

ker(Ti(s))

)
> dim

(
j⋂

i=1
ker(Ti(s))

)
, j = 2,… , k

∙ dim(ker(T1(s))) < m.

Thus, the sufficiency is derived by Lemma 1.

Assume there is i0 ∈ {1,… , k} such that all components of yp,i0 are not y
̄ij for any

j = 1,… , k0. Since

y(n)p,i0
= Ci0A

nx + Ci0A
n−1Bu +⋯ + Ci0Bu

(n−1) + Di0u
(n)
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and applying Lemma 2 into Ti0 (s) gives

Ti0 (s) =
n−1∑
j=0

rj+1
sj+1

Ci0A
jB + Di0

=
n∑
j=0

rj
sj

k1,0∑
l=1

tj,ld∗1,̄il (21)

where k1,0 ∈ {1,… , k0}, r0 = 1, we have

k1,0⋂
j=1

(ker(d∗
̄ij
)) ⊂ ker(Ti0 (s))

Furthermore, from Lemma 2 and above results, we get

i0−1⋂
j=1

ker(Tj(s)) ⊂
k1,0⋂
j=1

(ker(d∗ij )) ⊂ ker(Ti0 (s)) (22)

i0⋂
j=1

ker(Tj(s)) ≡
i0−1⋂
j=1

ker(Tj(s)) (23)

then for system (1) partitioned into (4), the TBDP is solvable while (23) is estab-

lished. This result conflicts with Lemma 1. Thus, the necessity is obtained and The-

orem 1 is proved.

Corollary 1 For i, i ∉ {̄i1,… ,
̄ik0} and i ∈ {1,… , p}, define

j = max{l1|l1 ∈ {1,… , k0}, ̄il1 < i} (24)

then there are hl(s), l = 1,… , j such that

yi =
j∑

l=1
hl(s)ȳil (25)

for system (1) with new output yI and feedback law (2).

Proof For i with i ∉ {i1,… , ik0}, i ∈ {1,… , p}, j defined by (24) exists. Using the

Laurent expansion gets

ti(s) =
n∑
l=0

rl
sl

j∑
̄l=1

tl,̄ld∗1,̄i
̄l



New Decoupling Conditions for Arbitrary Systems . . . 7

where r0 = 1, ti(s) is the ith row vector of T(s). Thus for any i ∉ {̄i1,… ,
̄ik0}, there

exist rational f1(s),… , fj(s) such that

ti(s) =
j∑

̄l=1

f
̄l(s)d∗1,̄i

̄l
(26)

Furthermore, we define ̄Tj(s) as

̄Tj(s) =
[
tT
̄i1
(s),… , tT

̄ij
(s)

]
. (27)

It is easy to obtain that ̄Tj(s) is full row rank and there is a rational matrix ̄Tj⊥(s) such

that ̄T1,j(s) invertible and

̄T1,j(s) =
[
̄TT
j (s), ̄T

T
j⊥(s)

]T
,
̄Tj(s)TT

j⊥(s) ≡ 0.

Defining h(s) = ti(s)( ̄TT
1,j(s) ̄T1,j(s))

−1
̄TT
j (s) gets

ti(s) = ti(s) ̄TT
1,j(s) ̄T1,j(s)( ̄T

T
1,j(s) ̄T1,j(s))

−1

= ti(s)( ̄TT
1,j(s) ̄T1,j(s))

−1
̄TT
j (s) ̄Tj(s)

= h(s) ̄Tj(s) (28)

From Eq. (28), we get Eq. (25) for system (1) with feedback law (2).

Remark 3 From (28), rank(T(s)) = rank( ̄Tk0 (s)), thus the necessity of Lemma 2 is

naturally concluded, Theorem 1 is established.

Corollary 2 The DBDP of system (1) with partitions (4) is solvable if and only if
there are only coupling without transcale to the time-derivative order between yp,i
and yp,j for i, j ∈ {1,… , k} and j ≠ i, and the DDP is solvable if and only if there are
also have k0 = p = m. TDP is solvable if there are no complete transcale coupling
to the time-derivative order and k0 = p = m.

4 Numerical Example

Two more general examples are illustrated to show the effectiveness of our method.

The first one is

A =
⎡⎢⎢⎣
−4.1476 1.4108 0.0633
0.2975 −3.1244 0.0623
−0.0429 −0.1729 −0.1325

⎤⎥⎥⎦
, B =

⎡⎢⎢⎣
0.2491 0.0969 −0.0112
0.2336 0.0335 0.0047
0.0624 0 0

⎤⎥⎥⎦
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C =
⎡⎢⎢⎣
8.7379 0 0
−3.3033 3.8052 0.0542
2.1940 −2.5749 −0.0295

⎤⎥⎥⎦
, D =

⎡⎢⎢⎣
0 0 0

0.2383 −0.2748 0.0224
−0.1455 0.0580 −0.2293

⎤⎥⎥⎦
It is easy to obtain that k0 = 3, 𝜌1 = 𝛿1 = 0 and 𝜌2 = 𝛿2 = 𝜌3 = 𝛿3 = −1, thus this

system is diagonally decouplable. By our method, we get a diagonal decoupling con-

troller as follows:

F =
⎡⎢⎢⎣
−14.7267 −1.2687 −0.2640
−23.7392 12.1478 −0.0292
12.9083 −7.3517 0.0315

⎤⎥⎥⎦
, G =

⎡⎢⎢⎣
2.1356 −2.1400 −0.4911
1.7782 −5.4974 −0.7719
−0.9054 −0.0326 −4.2447

⎤⎥⎥⎦
and the closed-loop system is stable and the transfer function is

T(s) =
⎡⎢⎢⎣
t11(s) 0 0
0 t22(s) 0
0 0 t33(s)

⎤⎥⎥⎦
.

Thus, the diagonal decoupling is achieved.

The second example is constructed to show our decoupling method further. Matri-

ces A,B,C,D of (1) are taken as

A =

⎡⎢⎢⎢⎢⎣

−1.3757 0.3261 0.4995 −0.5721 0
0.2702 −1.1435 −0.8610 0.4206 0
0.8118 −1.2524 0.3698 −0.1262 0
−0.5691 0.3981 −0.0216 −4.8505 0

0 0 0 0 1.5567

⎤⎥⎥⎥⎥⎦

B =

⎡⎢⎢⎢⎢⎣

13.1252 −6.5409 4.0484 4.0484 0
−0.4581 −14.8132 −4.3977 −4.3977 0
20.8573 18.3359 −3.7853 −3.7853 0
1.5788 −3.4030 −1.3937 −1.3937 0

0 0 0 0 2.3867

⎤⎥⎥⎥⎥⎦

C =
⎡⎢⎢⎢⎣

−0.0637 −0.0519 −0.0093 0.0041 0
0.0959 −0.1180 −0.0126 −0.0323 0
0.0537 −0.0397 −0.0101 0.3089 0

0 0 0 0 4.6789

⎤⎥⎥⎥⎦

D =
⎡⎢⎢⎢⎣

1 −1 0 0 0
−1 1 0 0 0
0 0 0 0 0
0 0 0 1 0

⎤⎥⎥⎥⎦
By directly computing, we get 𝜌1=𝜌4= − 1, 𝜌2 = 0, 𝜌3 = 4 and rank(D∗

1,k) = 2where
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D∗
1,k =

⎡⎢⎢⎢⎣

d1
c2B

c3A4B
d4

⎤⎥⎥⎥⎦
=
⎡⎢⎢⎢⎣

1 −1 0 0 0
1 1 1 1 0
625 −625 0 0 0
0 0 0 1 0

⎤⎥⎥⎥⎦
thus this system is transcale coupling. Furthermore, k0 = k = 3 < p, thus this sys-

tem is triangular block decouplable, yp,1 = y1, yTp,2 = [y2, y3], yp,3 = y4, ̄i1 = 1, ̄i2 =
2, ̄i3 = 4, and

C =
⎡⎢⎢⎣
C1
C2
C3

⎤⎥⎥⎦
=
⎡⎢⎢⎢⎣

c1[
c2
c3

]

c4

⎤⎥⎥⎥⎦
, D =

⎡⎢⎢⎣
D1
D2
D3

⎤⎥⎥⎦
=
⎡⎢⎢⎢⎣

d1[
d2
d3

]

d4

⎤⎥⎥⎥⎦
̄C =

⎡⎢⎢⎣
c1
c2
c4

⎤⎥⎥⎦
,
̄D =

⎡⎢⎢⎣
d1
d2
d4

⎤⎥⎥⎦
, P0 =

⎡⎢⎢⎣
1 0 0
0 0 1
0 1 0

⎤⎥⎥⎦
, PyI =

⎡⎢⎢⎣
1 0 0
0 0 1
0 I2×2 0

⎤⎥⎥⎦
then, we get

F =

⎡⎢⎢⎢⎢⎣

0.0035 0.0753 −0.0967 0.0190 0
−0.0594 0.0308 −0.1045 −0.0023 0
−0.1406 0.1580 0.1018 0.0481 0

0 0 0 0 0
0 0 0 0 −3.1662

⎤⎥⎥⎥⎥⎦

G =
⎡⎢⎢⎣
2.7194 −0.1090 −3.4559 2 1

0 0 −1 1 4
0.0081 0.0081 0.0993 0 0

⎤⎥⎥⎦

T

The transfer function from v to PIyy has the following form:

T(s) =
⎡⎢⎢⎢⎣

T11(s) 0 0
T21(s) T22(s) 0
T31(s) 0 T33(s)
T41(s) 0 T43(s)

⎤⎥⎥⎥⎦
Thus PyI y and v is triangularly block decoupled and stable.

5 Conclusions

New coupling concepts, CTCTDO, TCTDO, and CWTTDO, are proposed to give

new decoupling conditions for a general system described by (A,B,C,D) quadruples.

Based on these new coupling concepts, the new conditions for the diagonal/diagonal
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block decoupling and triangular/triangular block decoupling are obtained in the

time domain. The numerical computable static feedback decoupling laws should be

derived, robust decoupling and the combined problem with disturbance rejection

should be pursued in more depth in the future.
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Determination of the Vehicle Relocation
Triggering Threshold in Electric
Car-Sharing System

Guangyu Cao, Lei Wang, Yong Jin, Jie Yu, Wanjing Ma, Qi Liu,
Aiping He and Tao Fu

Abstract The electric car-sharing system is an arising and promising urban
transportation mode. Vehicle unbalance usually occurs in multi-station electric
car-sharing systems. Threshold triggering method is the most practicable approach
for vehicle relocation, while determination of thresholds is the key problem. This
paper presents a method for the thresholds determination. First, a prototype of
two-stage method is proposed to illustrate the function of upper and lower
thresholds. Subsequently, an optimization-based model is derived to determine the
thresholds under the objective of minimizing the out-of-service rate and number of
moving vehicles. Order data of EVCard system in Shanghai, China was employed
to test the method. The results indicate that the proposed calculative method lead to
relative better service rate and less moving times.

Keywords Car sharing ⋅ Electric vehicle ⋅ Vehicle relocation ⋅ Threshold
determination ⋅ EVCard

1 Introduction

Car-sharing system has been regarded as an emerging promising transportation
mode, which contains a fleet of vehicles and several stations that allows members to
access and return immediately and pay for their occupation hourly [1]. Technically,
car-sharing system requires high quality of information accessibility and high
efficiency of payment, while the popularity of mobile communication makes it
possible for users to access information freely and instantly. Economically, con-
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temporary people are becoming more inclined to share cars instead of owning a car
due to the low frequency of usage of a car and the low costs of electric vehicle
(EV) [2]. Researches also suggest that car-sharing system has advantages on
improving mobility, lowering emission, reducing traffic congestion, and saving
parking space.

During the past decade, car-sharing mode has been widely practiced in Europe,
North America, Japan, and Singapore [3–6]. Since the recent 5 years, as a result of a
combination of the Internet revolution, the sharing economy boom, the awareness
of resource and energy consumption, and the consciousness of carbon emission and
pollution, car-sharing mode have obtained more and more attention as a new
component in urban transportation structures. In China, the clear energy vehicle
encouragement policy stimulates the electric vehicle sharing mode as a frontier to
popularize the electric vehicle, which makes the electric car-sharing system as an
arising market in urban transportation in China [7].

Multi-station car-sharing systems in large scale usually allow users to pickup and
return vehicles at different stations, which will bring convenience to costumers and
improve the service quality, however, accompanied with unbalance of vehicles
location [8]. Hence, vehicle relocation is quite necessary to satisfy users’ demand,
keep the vehicle supply in balance, make full use of facilities, and maximize the
profits. With the unprecedented expansion of car-sharing services, especially
EV-sharing services in China, the vehicle relocation theory and techniques become
even more urgent. Taking the EVCard—an EV-sharing system operated by
Shanghai automobile city—as an example, the system was established and tested in
2013–2014, and started to operate in 2015. The system owned 56 stations and 120
vehicles in April 2015, and more than 200 stations and 500 vehicles by December
2015. System unbalance problem appeared more and more serious and the vehicle
relocation method is pivotal to support the system for sustainable operation and
development.

Another fact is that car relocation is not as easy as bicycle or container relo-
cation. Conventionally, bicycles or containers can be conveyed in large scale.
However, car-sharing stations are generally scattered in intensive urban area, which
disallow large freight truck to deliver [9]. Car towing and staff driving are two
typical measures, where towing refers to the pulling of one car by another, and staff
driving refers to relocating a car by a pair of staffs with a working car, but both of
them have restricted relocation capability.

These facts have made the car relocation problem attractive to many researchers.
According to the basic thinking, the vehicle relocation methods can be divided into
three categories: demand prediction-based method, dynamic optimization method,
and threshold method [10–12].

• Demand prediction-based method. It refers to acquiring the demand patterns and
deploying vehicles as predicted demand. In practice, the demand patterns are not
quite obvious and stable, and the users’ demands are somehow stochastic, which
makes demand prediction not reliable enough [13].

12 G. Cao et al.



• Dynamic optimization method. These methods have been subsequently intro-
duced to acknowledge the stochastic changing of demand, which are compli-
cated on dynamic stochastic solving [14].

• Threshold method. It is a triggering mechanism to decide whether vehicles
should move in or move out in a station, and is clearly available for operator to
practice [15].

In practice of EVCard, we have found that the threshold method appropriate and
adoptable, because of the very random demand and its request on simplex method.
For the threshold method, paper [15] presents a three-phase method which employs
station thresholds as the triggering values and regards threshold as a necessary step
of their procedure. Paper [16–18] also involve the threshold as a condition of car
relocation. However, to the best of our knowledge, these researches generally set
the thresholds as known, or decide the thresholds empirically, and there are seldom
researches that gives detail on how to determine the threshold of each station.

In this paper, the authors propose a method to determine the vehicle relocation
triggering threshold, which is the key parameters in the mechanism to decide when
the station should move in or move out vehicles (in Sect. 2). Section 3 presents the
threshold determination method: first the state transition model is constructed to
describe the dynamic process of the pickup and return phenomenon of a station,
then based on the state variables transition, a vehicle moving number minimization
model is developed to find out the optimum value of the thresholds. In Sect. 4, the
order data and the station data of EVCard in April 2015 were adopted as a cal-
culation example to demonstrate the process of the method.

2 Basic Thinking on Threshold Method

In this part, a basic two-stage prototype of threshold method is proposed to address
the car relocation problem. In this prototype, we focus on the determination of the
threshold, which is the main idea of this paper.

2.1 Stages of Threshold Relocation Method

When should vehicles be moved into or out of a station? Typically, when there is no
available car in the station (which means users cannot get a vehicle from the station
or cannot access the service), vehicles should be located in; when there is no
available parking space in the station (which means users cannot return a vehicle to
the station or the service quality is bad), vehicles should be move out from the
station.

So the number of vehicles in the station should be controlled by car relocation as
much as possible to avoid the condition out of service. For a general station, the first
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stage is to monitor the number of vehicles in the station and decide the occasion to
move in or move out; the second stage is to match proper pairs of stations where
one is to move out cars and the other is to move in cars, i.e., where the overflowing
cars should be relocate to. This two-stage method is shown in Fig. 1.

• Stage 1: state listening. The system listens to the change of the number of
vehicles (the state variable) in each station. If the number of vehicles of a station
accumulated above an upper threshold, tag the station as which need moving out
cars (overflowing); if the number of vehicles of a station decreased below a
lower threshold, tag the station as which need moving in cars (lacking).

• Stage 2: relocation listening. The system listens to the relocation tag of each
station and decides the optimum solution of path to move vehicles from
overflowing stations to lacking stations.

To this two-stage method, it should be noted that the two stages are relatively
independent, i.e., the state listening decides when it should work and the relocation
listening decide how it will work. In such case, relocating staff capability restricts
the relocation processing in stage 2, but the stage 1 should tell whether each station
should move cars in or out in advance, no matter whether the relocation would be
successful. Another concern is that the upper and lower thresholds are pre-decided
in order to make the monitoring mechanism work, so the method to determine the
upper and lower thresholds of each station is necessary.

2.2 Thinking on Threshold Determination

Define the pickup and return counter as an accumulator which plus 1 if user returns
one vehicle and minus 1 if user pickup one vehicle. If the initial number of the
counter equals the number of vehicles in the station at the initial moment, the
counter indicates the change of the number of vehicles in this station.

Figure 2 shows the pickup and return counter at two example stations in EVCard
system. Figure 2a suggests that the returned cars are more than the pickup cars that
would fill the station, which lead to the condition that user cannot return car to this
station anymore if cars were not moved out. Figure 2b suggests that the pickup

Stage 1 Stage 2

State listening Relocation listening

The number of vehicles:
If• ≥ upper threshold ,
then tag: move out
If ≤ lower threshold ,
then tag: move in

Decide with constraint on 
staff capability:

Where to move out
Where to move in
Number of vehicle to 
move out
Paths to move the cars

•

•
•
•

•

Fig. 1 The two-stage
threshold based relocation
method
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demands are more than the returned cars, which make the station unavailable for
following demands if cars were not moved in.

The aim of setting the upper and lower thresholds is to maintain the pickup and
return counter within a proper range that can satisfy the pickup and return requests
(as shown in Fig. 3).

Considering that the threshold determination is the precondition before the car
relocation, and the staff capability only restricts the stage 2 as well as the thresholds
in stage 1 only offer the if-or-not signal for stage 2, in threshold determination,
suppose that all the move in or out operations can be satisfied in each station.

For each station, there are two basic principles to decide the thresholds

• Service unavailable rate—lower. This implies that the system should satisfy the
users’ demands as much as possible.

• Number of moving cars—lower. This implies that the operator wants to lower
its costs on relocating cars.
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3 Threshold Determination Method

Generally, the pickup or return requests happen stochastically with time, so that the
pickup and return counter (or the number of vehicles in the station) would
dynamically and randomly change with time (as illustrated in Figs. 2 and 3). The
upper and lower thresholds are unknown but fixed decision variables. The solving
method for the thresholds would be quite particular to conventional optimization
method.

To solve the variables of thresholds, the first step is to establish the state tran-
sition equations for describing the feature of the change with time in a station.
Subsequently, the optimization objectives can be inferred from the state transition
equations, as well as the constraints.

3.1 Vehicle Counter State Transition Equations

Set the pickup and return counter (or the number of vehicles in the station) as the
state variable, to monitor the change of the state of the station, and the state
transition equation of the variable can be given as formula (1) and its supplementary
formulae (2)–(6), where symbols are defined in Table 1.

Xt =Xt− 1 + rt − dt + δt. ð1Þ

Table 1 Definition of the symbols in the vehicle counter state transition equations

Symbol Definition

t The tth time segment, t = 0, 1, …, T, and 0 is the initial time segment
T The number of total time valid segments
Xt The pickup and return counter in time t

rt The number of cars that are returned to the station and available in time t

dt The number of cars that are picked up at the station in time t

δt The number of cars actually moved in or out in time t

δ′t The number of cars that need to be moved in or out in time t

st The tag on whether there are cars moved in or out in time t

ut The tag on whether the pickup or return requests are satisfied in time t

tin Average moving time on moving cars into the station
tout Average responding time on moving cars out from the station
N The maximum number of the parking space in the station
Smax Upper threshold to respond cars moving out
Smin Lower threshold to respond cars moving in
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Define:

X′

t =Xt− 1 + rt − dt; ð2Þ

δ′t =
Smax −X′

t , X′

t ≥ Smax

0, Smin <X′

t < Smax

Smin −X′

t , X′

t ≤ Smin

8
<

:
; ð3Þ

δt =
δ
0
t− tout , X′

t ≥ Smax

0, Smin <X′

t < Smax

δ
0
t− tin , X′

t ≤ Smin

8
><

>:
; ð4Þ

st =
− 1, X′

t ≥ Smax

0, Smin <X′

t < Smax

1, X′

t ≤ Smin

8
<

:
; ð5Þ

ut =
− 1, Xt ≥N
0, 0 <Xt <N
1, Xt ≤ 0

8
<

:
. ð6Þ

Formula (1) implies that the number of vehicles in the station in time t equals the
number of vehicles time t – 1 plus the number of cars that are returned to the station
in time t minus the number of cars that are picked up at the station in time t then
plus the number of vehicles that are actually moved into or out of the station. It
should be noted that the number of cars that need to be moved in or out in time t is
judged by the state variable with the thresholds (given by formula (3)), but because
of the responding delay for moving cars, the actual moved number of cars at time
t is given by formula (4). st and ut are the detecting variables to summarize the
number of moved cars and the service quality.

3.2 Thresholds Determination

Optimization techniques are employed in the thresholds determination. The final
result of this model is to output the upper and lower thresholds of a station, so the
decision variables are Smax and Smin. In the state transition equations, Smax and Smin

are not explicit in equation but as the condition of the piecewise functions, which
brings peculiarity to this model. Smax and Smin are implicated in detecting variables
st and ut, which describe the performance of the model from two opposite direction.

Note that the principles to determine the thresholds include the moving costs and
the service quality. If operator wanted to keep the relocation costs lower that may
lead to more bad services, while if operator wanted to improve the service quality
that may increase the relocation times. Giving the number of moved vehicle σ as
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σ = ∑
T

t=0
stδt, ð7Þ

where σ ∈ ½0, +∞Þ and σ is an integer. To make it compatible with the other
objective, normalize σ as

σ′ = σ ̸ max
∀Smax, ∀Smin

σ. ð8Þ

To describe the service quality, give the ratio of out-of-service time to the total
time ρ as

ρ =
1
T
∑
T

t=0
utj j, ð9Þ

and ρ∈ ½0, 1�. To balance both sides of consideration, set weight ω1 and ω2. if
ω1 >ω2, the model is more likely to take the costs in account, otherwise to consider
service quality more.

miny=ω1σ
′ +ω2ρ; ð10Þ

and for both weights there is

ω1 +ω2 = 1. ð11Þ

Constraints of this model are given as follows:
Subject to

(1) Smax and Smin are integers.
(2) Lower threshold should be lower than the upper threshold

Smin < Smax. ð12Þ

(3) Upper threshold should not be higher than the number of parking space

Smax ≤N. ð13Þ

(4) Lower threshold should not be lower than 0

Smin ≥ 0. ð14Þ

(5) Give the initial condition of the pickup and return counter

X0 =X. ð15Þ
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where X is the initial number of vehicles in the station at the beginning of the study
time segments. X can be 0 if initial number of vehicles is unknown.

To solve this model, the major obstacle lies on the hidden variables in state
transition equations. The decision variables Smax and Smin are implicit in the
piecewise conditions and not explicit in optimization objectives. This feature makes
the objective function nonlinear and hard to formularize. Since the decision vari-
ables Smax and Smin are integers and finite, and other variables are determinable
through Smax and Smin, enumeration would be feasible to determine the most proper
solution.

4 Results and Discussions

To demonstrate the threshold determination method, two typical stations given in
Fig. 2—station A: Tongji University Jiading Campus and station B: Jiatinghui
Shopping Center—are taken as examples. The orders of EVCard in April, 2015,
including information about the pickup time, return time, pickup station, and return
station are involved as the input data. Upper thresholds and lower thresholds of both
stations are as the outputs. In this demonstration, we set ω1 =ω2 = 0.5 to take the
relocation costs and service quality as the same importance. The state transition of
the pickup and return counter graphs and the calculation results are shown in Fig. 4.

An interesting discovery from the results should be drawn that the station with
more returning vehicles could get lower upper threshold and the station with more
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Fig. 4 The pickup and return counter graphs and the calculation results
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pickup vehicles could get higher lower threshold. That is to say, when station has
more return requests (as phenomenon of station A), the upper threshold should be
lower to detect and respond to the returning overflowing vehicles, and the parking
space should be enough for returning cars, but the lower threshold can be 0 because
the returning cars will fulfill the pickup requests without additional cars moving in.
Station B presents a phenomenon of more pickup requests than return, so that
higher lower threshold will keep the station available on pickup cars, and returning
cars may be more likely to be picked up, so less chance would the counter meet the
maximum parking space and the overflowing cars be moved out.

To the most circumstances, we want this threshold determination solution to be
more proper than other determination strategy. A qualitative determination principle
is to ensure that there is at least one vehicle at the station and at least one parking
space, so that the service on pickup requests and return requests can be both
guaranteed. A comparison between the results by determination solution and the
qualitative principle among both stations are drawn in Table 2. With better or
similar number of moving, the calculative method achieves lower out-of-service
rate or better service quality.

Considering that the pattern of the demand of the system and the feature of the
requests of pickup and return at each station may not stable and can be influenced
by some unknown or uncertain factors change, the thresholds should not be fixed.
In practice, the thresholds need to be updated every time cycle, e.g., a week or a
month, in order to make the vehicle relocation more reasonable and optimal.

5 Conclusions

Since the threshold determination is a critical problem in the threshold method for
vehicle relocation method in electric car-sharing systems, and previous researches
did not sufficiently focus on the determination of the thresholds, this paper presents
an approach on determining the upper and lower thresholds. Upper threshold and
lower threshold are respectively triggering conditions on vehicles moving in and
out. First, a prototype of two-stage method was proposed to establish a mechanism,
including state listening and relocation listening, in which the thresholds are pivotal

Table 2 A comparison between the calculative method and the qualitative principle

Station A Station B
Calculative Qualitative Calculative Qualitative

Parking space 7 7 6 6
Upper threshold 6 6 6 5
Lower threshold 0 1 2 1
Out-of-service rate (%) 7.36 10.56 8.19 12.78
Number of moving 34 36 105 104
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to drive both stages. Consequently, an optimization model was introduced to find
out proper values of upper and lower thresholds. In this model, we established the
state transition equations to describe the changing features of car number in a
station, and involved both relocation costs and service quality into the optimization
objective, in order to resolve the best values of the thresholds.

The pickup and return counter graphs are employed to demonstrate the results of
the model, and the out-of-service rate and number of moving are evaluation indexes
to present the relocation efficiency under the decision of the thresholds. The results
showed that the method is capable to determine proper values of thresholds, and the
calculative optimal method can be more reasonable than qualitative principles.

Although threshold method makes electric vehicle relocation problem in
car-sharing system more practicable, there is still wide space to be discovered for
researchers in electric vehicle fleet control and management especially vehicle
relocation problems. Actually the threshold method involves deterministic param-
eters namely thresholds to cope with plentiful uncertainty in demand and system
changing. In the future, with the introduction of stochastic method, fleet manage-
ment, and car relocation in such systems, will become more intelligent, effective,
and efficient.
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The Study of Voice Coil Motor Position
Control System Based on Fuzzy Nonlinear
PID

Xunfeng Yin, Songfeng Pan, Shuo Liu and Fengsong Yin

Abstract In view of the requirement of modern industry for voice coil motor
(VCM) position control system’s quickness and accuracy, on the basis of the
classical PID control, this chapter which based on the working principle and
mathematical model of VCM, combined with fuzzy control method and nonlinear
PID control method, realized the rapid and precise control of position, and all these
are based on the classic control to PID. Through designing the nonlinear PID
controller in detail, and combining with the fuzzy control, it realized the parameter
setting and position control system for quick response and high precision. The
simulation and experimental results show that the fuzzy nonlinear PID controller
can get following advantages: better position control system dynamic performance
of VCM, faster response, and higher accuracy.

Keywords Voice coil motor (VCM) ⋅ Nonlinear PID ⋅ Fuzzy nonlinear PID ⋅
Position control

1 Introduction

The VCM belongs to the special linear motor. It has many characteristics, such as
simple structure, small volume, low-noise, high specific thrust, strong acceleration
(over 20 times than the force of gravity), fast response speed (millisecond class),
high precision, convenient maintenance, high reliability, etc. [1]. The traditional
VCM control used the classic PID, however, as the modern industry’s requirement
to the response speed and precision of VCM is higher and higher, the classic PID
control cannot meet the industry requirement gradually [2, 3].

This paper proposed the control structure method that combined the fuzzy
control and the nonlinear PID control on the basics of VCM’s operation principle
and mathematical model. Through designing the nonlinear PID controller in detail,
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and combining with the fuzzy control, it realized parameter setting and position
control system for quick response and high precision.

2 The Structure Principle of Voice Coil Motor

The structure chart of VCM is showed as Fig. 1. The working principle of VCM is
electric annular winding, which affected by Lorentz force in the permanent mag-
netic field and moved by rectilinear direction. So, the size and direction of Lorentz
force is decided by the strength and direction of electric current in the annular
winding [4, 5].

3 The Mathematical Model of Voice Coil Motor

According to the Kirchhoff’s voltage law, we can get the electronic equilibrium
equation [6].

ua =Raia +BLv+La
dia
dt

ð1Þ

In the equation, ua is winding voltage, Ra is winding resistance, ia is moving coil
current, B is magnetic induction intensity, L is coil length, v is the linear velocity of

active cell, La diadt is voltage drop. In the state of move, the force which the active
cell loops of VCM get has electromagnetic force fe, inertial force ma and friction
force cv. According to the relation among them, the equation is

fe =ma+ cv=m
dv
dt

+ cv=m
d2x
dt2

+ c
dx
dt

ð2Þ

Fig. 1 The structure chart of
VCM
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In the equation, m is active cell partial quality, v is active cell movement linear
speed, x is active cell movement displacement, c is dynamic friction coefficient. The
equation group of VCM is composed of Eqs. (1) and (2), it is

ua =Raia +BLv+La diadt
fe =m d2

x
dt2 + c dxdt

fe =BLia

8
><

>:
ð3Þ

Eliminate the intermediate variable fe, v and ia from the equation group of VCM,
we can get the differential equation which put linear displacement xðtÞ as generated
quantity, put voltage ua as input quantity.

BLua =mL
d3x
dt3

+ mRa + cLð Þ d
2x
dt2

+ B2L2 + cRað Þ dx
dt

ð4Þ

4 The Structure of System Control

As this control system required the fast response speed of system control, so it used
double loop control structure of position loop and current loop. As the motive
friction coefficient c was so small that it was ignored, so Eq. (2) can be

fe =m d2
x

dt2
fe =BLia

(

ð5Þ

And it’s state equation can be

x1̇ = x2
x2̇ = BL

m ia − FL
m

�
ð6Þ

In the equation, x1 is the linear displacement of active cell of VCM, x2 is the
speed of active cell of VCM. The position loop control used nonlinear PID control
and combined with fuzzy control, realized parameter setting and improved the
anti-interference performance and accuracy of system.

5 The Design of Fuzzy Nonlinear PID Controller

The classic PID has many disadvantages in some aspects [7, 8]. The error it throws
off is very big, and easy to get overshoot. The error integral feedback weakened the
response speed of closed-loop system, strengthened the vibration frequency, and
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produced SAT controlled quantity. It cannot meet the requirement of system’s
quick response and small overshoot quantity at the same time.

Thus, the control system used nonlinear PID control, combined with the fuzzy
control–fuzzy nonlinear PID control, in order to meet the requirement of control
system [9]. The fuzzy nonlinear PID control consisted of four modules: The second
order linear tracking differentiator, the second order nonlinear tracking differen-
tiator, fuzzy control link and nonlinear control link. The structure block diagram of
fuzzy nonlinear PID controller is as show as Fig. 2.

6 The Design of Tracking Differentiator

The function of nonlinear tracking differentiator where in position signal sending
office is does differential dealing with the position order, arrange reasonably and
solve the contradiction between quick response and overshoot efficiently, enlarge
the feedback gain selection, easy for realize the parameter setting of controller [10].

x1̇ = x2
x2̇ = − a1 x1j jsign(x1Þ− a2 x2j jsign x2ð Þ

�
ð7Þ

In the equation, x1 is the setting linear displacement of VCM active cell, x2 is the
setting linear displacement differential of VCM active cell (that is the speed of
VCM active cell), a1 and a2 are adjustable parameters that affect the tracking speed
of the second order linear differential tracker, improve the dynamic performance
and accuracy of system, choose the parameter by the biggest acceleration which
generated by VCM.

The tracking differentiator of feedback signal used the second nonlinear tracing
differentiator. It not only can track the controlled signal, but also it can put the
controlled signal differential. And, it can make up the disadvantage of linear
tracking differentiator enlarging the noise, improved the response speed of system.

Fig. 2 The structure block diagram of fuzzy nonlinear PID controller
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For the nonlinear system

z ̇1 = z2
z2̇ = − a1 z1j jα ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z1 − yj jp
sign(z1 − yÞ− a2 z2j jαsign z2ð Þ

�
ð8Þ

When a1, a2, and α greater then 0, the system tend to stabilization gradually. In
the equation, y is the actual linear displacement of VCM active cell, z1is the
feedback of y, z2 is differential of z1, a1, and a2 are adjustable parameters. The
adjustable parameter decides the tracking speed of the second order nonlinear
differential tracker, improves the response speed of system. We adjust the parameter
according to the response speed of VCM position sensor.

7 The Design of Fuzzy Controller

This system used the method of combination of nonlinear PID control and fuzzy
control, not only it has the characteristics of high accuracy and quick response of
nonlinear PID control, but also it has the well-adapted and high-stabled charac-
teristics of fuzzy control. As chart 2 showed us that in this control system, e1is
position error, e2 is position error rate, nonlinear PID control system put e1 and e2,
as input quantity, put ΔkP, ΔkI and ΔkD as output quantity, make real-time
parameter setting to integral parameter kI, scale parameter kP and differential
parameters kD by fuzzy control algorithm.

kI = kI0 +ΔkI
kP = kP0 +ΔkP
kD = kD0 +ΔkD

8
<

:
ð9Þ

In the equation, kI0 (equal to 5), kP0 (equal to 0.5) and kD0 (equal to 0) are the
control parameter original value. The fuzzy real-time setting process of PID three
parameters is to find out a fuzzy relationship between e1, e2, and when we get the
different input value at the different time, use the accordingly fuzzy relationship
between them to output three parameters accordingly, doing this we can accomplish
one purpose: for different e1 and e2input value, we still can output the suitable and
satisfied control parameters. According to the fuzzy relationship between e1 and e2,
we designed the parameter table which was used for amend the kp, kI and kD
parameter fuzzy adjustment rule [11].

In the fuzzy control system, we used {Negative Big, Negative Middle, Negative
Small, Zero, Positive Small, Positive Middle, Positive Big and marked {NB, NM,
NS, ZO, PS, PM, PB} to describe the error e1, error rate e2 and output quantity
(ΔkP, ΔkI, ΔkD) [3] of the nonlinear PID control system. Control rule of ΔkP, ΔkI,
ΔkD are showed as Tables 1, 2 and 3.
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ΔkP = e1, e2f g× qP
ΔkI = e1, e2f g× qI
ΔkD = e1, e2f g× qD

8
<

:
ð10Þ

e1, e2f g is the according to fuzzy reasoning, qP, qI and qD are adjustment param-
eters. In order to ensure the small overshoot and good system response speed, kP, kI
and kD values which we get cannot be overlarge or oversmall; in order to make the
stability of system good, the value of KP and KI should enlarge accordingly. In
order to make the stability of system good, the value of KP and KI should enlarge
accordingly. Besides, considering the system will vibrate around the stable value
and the system’s antijamming capability, the value of kD should properly chose the

Table 1 Control rule of ΔkP e1 e2
NB NM NS ZO PS PM PB

NB NB NB NM NM NS ZO ZO
NM NB NB NM NS NS ZO ZO
NS NB NM NS NS ZO PS PS
ZO NM NM NS ZO PS PM PM
PS NM NS ZO PS PS PM PB
PM ZO ZO PS PS PM PB PB
PB ZO ZO PS PM PM PB PB

Table 2 Control rule of ΔkI e1 e2
NB NM NS ZO PS PM PB

NB PB PB PM PM PS ZO ZO
NM PB PB PM PS PS ZO NS
NS PM PM PM PS ZO NS NS
ZO PM PM PS ZO NS NM NM
PS PS PS ZO NS NS NM NM
PM PS ZO NS NM NM NM NB
PB ZO ZO NM NM NM NB NB

Table 3 Control rule of ΔkD e1 e2
NB NM NS ZO PS PM PB

NB PS NS PB PB PB NM PS
NM PS NS NB NM NM NS ZO
NS ZO NS NM NM NS NS ZO
ZO ZO NS NS NS NS NS ZO
PS ZO ZO ZO ZO ZO ZO ZO
PM PB NS PS PS PS PS PB
PB PB PM PM PM PS PS PB

28 X. Yin et al.



smaller value. By the simulation test, we got the most suitable parameter, kP should
be 7.5, kI should be 0.9 and kD should be 14.4.

8 The Design of Nonlinear Controlling Unit

The function of nonlinear controlling unit is through nonlinear combination by
deviation’s percentage, integral and differential, generate the control quantity and
eliminate this deviation. Actually, nonlinear function fal() (when 0 < α < 1) is an
experience knowledge for control engineering: “big error, small gain; small error,
big gain” mathematic fitting.

e0 =
Rt

0
e1ðτÞdτ

e1 = x1 − z1
e2 = x2 − z2
uðtÞ= kIfal e0, α, δð Þ+ kpfal e1, α, δð Þ+ kDfal e2, α, δð Þ

8
>>>><

>>>>:

ð11Þ

In the equation,

fal(e, α, δÞ= ej jαsignðeÞ ej j > δ, δ >0
e

δ1− α ej j≤ δ, δ >0

�
ð12Þ

kI, kP and kD are integration element, percentage element and differential ele-
ment’s control parameter of nonlinear PID control accordingly. α = 0.5, δ = 0.01.

9 The Control System Simulation and Test Results

The motor used in this test is linear VCM, it’s model is VCAR 0022-0448-00A,
maximum input electric current is 5 A, winding resistance is 5 Ω, winding
inductance is 2 mH, peak thrust is 22 N, maximum stroke is 44.8 mm, rotor weight
is 52 g, stator diameter is 48 g, the enter length of loop is 75.7 mm. This system
used Matlab simulation, simulated to fuzzy PID control and fuzzy nonlinear PID
control accordingly, verified this method feasibility of system. Figure 3 showed the
simulation result of the position control system.

The simulation result showed that fuzzy nonlinear PID control method made
system response quickly, realized reserve setting quickly, shortened the time from
start to stabilization stage, improved the stability of system at the same time,
compared to the classic PID control and fuzzy PID control.

After the VCM stabled, set a new position command, the response curve of
system as Fig. 4 showed, and the simulation result showed that the fuzzy nonlinear
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PID control method can make the system reach the settled position more quickly,
stably, and accurately. It improved the disturbance rejection ability of system.

The position as shown in Fig. 5 for the system input sine signal tracking curve,
for given positions of sine signal (a), (b) for the actual position signal, (c) for the
position error of curve. Simulation results showed that the system response time is
less than 1 ms, maximal position error less 0.02 mm, improve response time and
accuracy of the system greatly.

Fig. 3 System position step response curve

Fig. 4 The response curve of system when setting the new position
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10 Conclusion

On the basics of differential equation model and system mathematical model of
VCM, this chapter used nonlinear PID control structure, combined with fuzzy
control, realized the parameter setting, improved the system stability. The system
simulation and performance result showed that in the same condition, this system
can improve the response speed of position, strengthen the stability of control
system, and meet the requirements of modern high precision industry.
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Adaptive Finite-Time Bipartite Consensus
for Nonlinear Coopetition Multi-agent
Systems with Unknown External
Disturbances

Lin Zhao, Yingmin Jia, Jinpeng Yu and Haisheng Yu

Abstract This paper studies the adaptive finite-time bipartite consensus problem

for second-order nonlinear coopetition multi-agent systems subject to external dis-

turbances. The novel continuous distributed adaptive protocols with update laws are

proposed. By using the finite-time Lyapunov stable theory, the rigorous finite-time

stable proofs and accurate expression of convergent regions of bipartite steady-state

errors are given. An example is given to demonstrate the effectiveness of the pre-

sented method.

Keywords Coopetition multi-agent systems ⋅ Signed graphs ⋅Bipartite consensus ⋅
Adaptive control ⋅ Finite-time convergence

1 Introduction

Recently, the consensus problem of multi-agent systems has drawn a lot of atten-

tion due to its potential applications in distributed computation, sensory networks,

spacecraft formation, and so forth [1–3]. The consensus problems studied in [1–3]

only focus on cooperative multi-agent systems over graphs with edge of nonnega-

tive weights. But in some real networks such as social network [4], the interaction

relationship between agents is not only cooperative but also competitive, which are

usually called as coopetition networks. Compared with the consensus problem for

cooperative multi-agent systems, one of the most important issues for coopetition

multi-agent systems is the bipartite consensus problem, that is how to design dis-

tributed protocols such that all agents converge to a value, which is the same for all

in modulus but not in sign [5]. For example, [5–7] studied the distributed bipartite
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consensus protocols design for first-order, second-order, and higher order coopetition

multi-agent systems, respectively, but the algorithms in there are all with asymptotic

convergence rate.

It is worth noting that how to ensure the states of all agents achieve finite-time

consensus is important for cooperative multi-agent systems [8–14]. Meng et al. [15,

16] studied the finite-time bipartite consensus problems for first-order coopetition

multi-agent systems, respectively. However, many real physical systems are modeled

as second-order multi-agent systems, especially for systems with nonlinear dynam-

ics [3], such as distributed spacecrafts and coupled manipulators, so the distributed

finite-time bipartite consensus problems for second-order nonlinear multi-agent sys-

tems over signed graphs should be further addressed. Moreover, in a real physical

system network, the evolutions of multi-agent systems are unavoidably affected by

external disturbances [14]. To the best of our knowledge, adaptive finite-time bipar-

tite consensus for disturbed second-order nonlinear coopetition multi-agent systems

have not been studied yet. Motivated by the above discussion, this paper is devoted to

address the adaptive finite-time bipartite consensus problems for disturbed second-

order nonlinear multi-agent systems over signed undirected graphs.

2 Problem Formulation

2.1 Algebraic Graph Theory and Some Lemmas

Signed graphs can be conveniently used to represent the coopetition networks. A

weighted signed graph  is a triple  = ( ,  ,), where  = {1,… ,N} is the node

set,  ⊆  ×  is the edge set, and  = [aij] ∈ ℜn×n
is the adjacency matrix of the

signed weights of , where aij ≠ 0 ⇔ ( j, i) ∈  .  are assumed to be no self-loops,

i.e., aii = 0,∀i ∈  . For undirected , ( j, i) ∈  implies (i, j) ∈  and  is a sym-

metric matrix. The edge ( j, i) ∈  means that there exists information flow form

j to i, and the index set of the neighbors of i is given by i = { j ∶ ( j, i) ∈ }. If

there is a finite sequence nodes i1,… , im such that (io, io+1) ∈  ,∀o = 1,… ,m − 1,

we say  has a path. Moreover, if any two nodes are linked with a path,  is said

to be strongly connected. For undirected , the strongly connected means con-

nected. From [5], the signed graph  is structurally balanced which means that the

nodes have a bipartition {1,2}, in which 1 ∪ 2 =  and 1 ∩ 2 = ∅, such that

aij ≥ 0 for ∀i, j ∈ l(l ∈ {1, 2}) and aij ≤ 0 for ∀i ∈ l, j ∈ q, l ≠ q(l, q ∈ {1, 2}).
For a given signed , the Laplacian L = C −, where C is the connectivity matrix,

and the elements of L are lij =
⎧⎪⎨⎪⎩

∑
j∈Ni

|aij|, j = i

− aij, j ≠ i
[5]. For a signed undirected graph

, ∀x = [x1,… , xn]T ∈ ℜn
, the Laplacian potential is defined by 𝛷(x) = xTLx =

1
2
∑n

i=1
∑

j∈Ni
|aij|(xi − sign(aij)xj)2.
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Lemma 1 [16] For a connected signed graph , if  is structurally balanced, then
there exists a diagonal matrix D = diag{𝜎1,… , 𝜎n} with 𝜎i ∈ {−1, 1} for all i ∈ 

such that DD is nonnegative, and the following performances is given: 1. 𝛷(x)
is semipositive definite, and 𝛷(x) = 0 means x = D1nc for some c ∈ ℜ; 2. 𝜆1(L) =
0, 𝜆2(L) > 0, and 𝛷(x) ≥ 𝜆2(L)xTx for all x that satisfies 1TnDx = 0.

Lemma 2 [8] Suppose V(x) is a C1 smooth positive-definite function (defined on
U ⊂ ℜn) and ̇V(x) + 𝜆V𝛼(x) is a negative semidefinite function on U ⊂ ℜn and 𝛼 ∈
(0, 1), then there exists an area U0 ⊂ ℜn such that any V(x) which starts from U0 ⊂

ℜn can reach V(x) ≡ 0 in finite time. Moreover, if Treach is the time needed to reach
V(x) ≡ 0, then Treach ≤

V1−𝛼(x0)
𝜆(1−𝛼)

, where V(x0) is the initial value of V(x).

2.2 System Descriptions

Consider the coopetition network which contains n agents indexed by 1, 2,… ,N,

where the ith agent is described as

ẋi(t) = vi(t)
v̇i(t) = fi(vi(t)) + ui(t) + di(t), i ∈ 

(1)

where xi(t) ∈ ℜ, vi(t) ∈ ℜ and ui(t) ∈ ℜ are the position, velocity and control input,

respectively. The intrinsic nonlinear dynamics fi ∶ ℜ → ℜ is continuously differen-

tiable function and satisfied fi(0) = 0. di(t) ∈ ℜ is the external disturbance. Regard-

ing the ith agent as the node i, the topology relationship among the N agents are

described by a weighted signed undirected graph  = { ,  ,}.

Assumption 1 For coopetition multi-agent system (1),  is structurally balanced

and connected.

Assumption 2 There exists a known nonnegative constant 𝛾i such that ‖fi(x) −
fi(y)‖ ≤ 𝛾i‖x − y‖.

Assumption 3 di(t) satisfies |di(t)| ≤ 𝜂i, where 𝜂i > 0 is an unknown constant.

Definition 1 The finite-time bipartite consensus is achieved, if the following equal-

ities are satisfied

⎧⎪⎨⎪⎩
lim
t→T

xi(t) − xj(t) = 0,∀i, j ∈ 1 or ∀i, j ∈ 2

lim
t→T

xi(t) + xj(t) = 0,∀i ∈ 1 and ∀j ∈ 2
,

⎧⎪⎨⎪⎩
lim
t→T

vi(t) − vj(t) = 0,∀i, j ∈ 1 or ∀i, j ∈ 2

lim
t→T

vi(t) + vj(t) = 0,∀i ∈ 1 and ∀j ∈ 2
, where T ∈ [0,∞) is the settling time.
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3 Main Results

Denote𝜙i = 𝜂2i , ̂𝜙i as the estimation of𝜙i, then the adaptive update law for estimating

the upper bound of 𝜙i is designed as

̇
̂
𝜙i = −2oi𝜌i ̂𝜙i +

oi

((2 − 𝛼)k
1
𝛼

i )2𝜎
2
i

|v 1
𝛼

i + k
1
𝛼

i pi|4−2𝛼, i ∈  , (2)

where pi =
∑

j∈Ni
|aij|(xi − sign(aij)xj),

1
2
< 𝛼 = 𝛼1

𝛼2
< 1, 𝛼1, 𝛼2 are positive odd inte-

gers, ki = 𝜅 + 𝜅1 + 𝜅2(1 + ni) + 𝜅3, 𝜅 > 0, 𝜅1 > 0, 𝜅2 > 0, 𝜅3 > 0, oi > 0, 𝜌i > 0, 𝜎i
> 0 are designed constants, and ni = dimNi.

Based on the adaptive update law, the following distributed protocol is presented:

ui =ûi + uiadp, i ∈  , (3)

where ûi = −((2 − 𝛼)k
1
𝛼

i )(𝛩 + 𝛹i + 𝛶i + 𝜅)(v
1
𝛼

i + k
1
𝛼

i pi)
2𝛼−1

and uiadp = − �̂�i

(2−𝛼)k
1
𝛼

i

(v
1
𝛼

i + k
1
𝛼

i pi)
2−𝛼

, 𝛩 =
𝛼(21−𝛼)

1+𝛼
𝛼 ( 1

𝜅1(1+𝛼)
)
1
𝛼

1+𝛼
, 𝛹i =

(1+𝛼)22−2𝛼𝜖i
1+𝛼

+
𝛼22−2𝛼

∑
j∈Ni
𝜍j

1+𝛼
+ 22−2𝛼ni𝜍i

1+𝛼
+

( 𝛼

𝜅2(1+𝛼)
)𝛼(21−𝛼ki𝜖i)1+𝛼

1+𝛼
+

( 𝛼

𝜅2(1+𝛼)
)𝛼
∑

j∈Ni
(21−𝛼kj𝜍i)1+𝛼

1+𝛼
, 𝛶i =

𝛾i

(2−𝛼)k
1
𝛼

i

|v 1
𝛼

i + k
1
𝛼

i pi|1−𝛼 +(
𝛾i

(2−𝛼)k
1
𝛼

i

ki|v
1
𝛼

i +k
1
𝛼

i pi|1−𝛼
)1+𝛼

( 𝛼

𝜅3(1+𝛼)
)𝛼

1+𝛼
, 𝜖i =

∑
j∈Ni

|aij|, 𝜍i = maxj∈Nj
{|aij|}, �̂�i = ̂

𝜙i

2𝜎2i
and 𝜄i >

0 is a constant.

Theorem 1 Suppose that Assumptions 1 and 2 are satisfied, then the bipartite posi-
tion and velocity errors of any two agents will converge to the region𝛺 in finite time
under the adaptive finite-time consensus protocol (3), where

𝛺 =
{|xi − xj| ≤

√
2(N − 1)√
𝛤

(
𝜙0

(1 − 𝜚) ̄𝜃
)

1
𝛼+1
,

|vi − vj| ≤ 2(
(2 − 𝛼)k

1
𝛼

i

𝛼2
(𝛼−1)(2−𝛼)

𝛼

−1
)
𝛼

2 (
𝜙0

(1 − 𝜚) ̄𝜃
)
𝛼

𝛼+1 + 2ki(2𝜆max(L))
𝛼

2 (
𝜙0

(1 − 𝜚) ̄𝜃
)
𝛼

𝛼+1
,

∀i, j ∈ 1 or ∀i, j ∈ 2

}⋃{|xi + xj| ≤
√
2(N − 1)√
𝛤

(
�̄�0

(1 − 𝜚) ̄𝜃
)

1
𝛼+1
,

|vi + vj| ≤ 2(
(2 − 𝛼)k

1
𝛼

i

𝛼2
(𝛼−1)(2−𝛼)

𝛼

−1
)
𝛼

2 (
𝜙0

(1 − 𝜚) ̄𝜃
)
𝛼

𝛼+1 + 2ki(2𝜆max(L))
𝛼

2 (
𝜙0

(1 − 𝜚) ̄𝜃
)
𝛼

𝛼+1
,

∀i ∈ 1 and ∀j ∈ 2

}

(4)
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𝜛i =
oi𝜌i(2𝜈i−1)

2𝜈i
, 𝜛min = min{𝜛

𝛼+1
2

i }, ̄𝜃 = min{𝜗1, 𝜛min}, 𝜗1 =
𝜅

𝜗

1+𝛼
2
, 𝜗 =

max{ 1
2𝜆2
,

21−𝛼

(2−𝛼)k
1
𝛼

i

}, 𝛤 = min |aij|, 𝜙0 = ∑n
i=1

𝜎

2
i

2
+
∑n

i=1 𝜌i𝜈i𝜂
2
i , 𝜈i >

1
2
, 0 < 𝜚 ≤ 1 are

designed constants.

Proof First, we consider the Lyapunov function ̄V = V0 +
∑n

i=1 Vi, where V0 =
1
2
𝛷(x) and Vi =

1

(2−𝛼)k
1
𝛼

i

∫
vi
v∗i
(𝜃

1
𝛼 − v

∗, 1
𝛼

i )2−𝛼d𝜃. It follows from [9] that ∫
vi
v∗i
(𝜃

1
𝛼 −

v
∗, 1
𝛼

i )2−𝛼d𝜃 is differentiable, positive definite and proper. Taking the time derivative

of V0 yields ̇V0 = −
∑n

i=1 kip
1+𝛼
i +

∑n
i=1 pi(vi − v∗i ), where the virtual protocol v∗i is

chosen as v∗i = −kip𝛼i .

Taking the time derivative of ̄V yields

̇
̄V = −

n∑
i=1

kip1+𝛼i +
n∑
i=1

pi(vi − v∗i ) +
n∑
i=1

𝜕Vi

𝜕vi
fi(vi) +

n∑
i=1

𝜕Vi

𝜕vi
(ui + di)

+
n∑
i=1

𝜕Vi

𝜕pi

∑
j∈Ni

|aij|(vi − sign(aij)vj),
(5)

where
𝜕Vi

𝜕vi
= 1

(2−𝛼)k
1
𝛼

i

𝜉

2−𝛼
i ,

𝜕Vi

𝜕pi
= − 1

k
1
𝛼

i

𝜕v
∗, 1
𝛼

i

𝜕pi
∫

vi
v∗i
(𝜃

1
𝛼 − v

∗, 1
𝛼

i )1−𝛼d𝜃 and
𝜕v

∗, 1
𝛼

i

𝜕pi
= −k

1
𝛼

i .

Based on Lemmas 3 and 4 in [13], we have

−
n∑
i=1

kip1+𝛼i +
n∑
i=1

pi(vi − v∗i ) ≤ −
n∑
i=1

kip1+𝛼i +
n∑
i=1
𝜅1|pi|1+𝛼 +

n∑
i=1
𝛩|𝜉i|1+𝛼, (6)

where 𝜉i = v
1
𝛼

i + k
1
𝛼

i pi.
From the definitions of 𝜖i and 𝜍i, we have ||∑j∈Ni

|aij|(vi − sign(aij)vj)|| ≤ 𝜖i|vi| +
𝜍i
∑

j∈Nj
|vj|, and based on Lemmas 3 and 4 in [13], we can further obtain 𝜖i|vi −

v∗i ||𝜉i|1−𝛼|vi| ≤ 21−𝛼𝜖i|𝜉i|𝛼|𝜉i|1−𝛼|vi| ≤ 22−2𝛼𝜖i|𝜉i|1+𝛼 +
(21−𝛼ki𝜖i)1+𝛼(

𝛼

𝜅2(1+𝛼)
)𝛼

1+𝛼
|𝜉i|1+𝛼 +

𝜅2|pi|1+𝛼 , and 𝜍i|vi − v∗i ||𝜉i|1−𝛼|vj| ≤
22−2𝛼𝜍i
1+𝛼

|𝜉i|1+𝛼 + 22−2𝛼𝜍i𝛼
1+𝛼

|𝜉j|1+𝛼 + 𝜅2|pj|1+𝛼 +
(21−𝛼kj𝜍i)1+𝛼(

𝛼

𝜅2(1+𝛼)
)𝛼

1+𝛼
|𝜉i|1+𝛼 , then, we have

n∑
i=1

||𝜕Vi

𝜕pi

∑
j∈Ni

|aij|(vi − sign(aij)vj)|| ≤
n∑
i=1

(𝜅2 + ni𝜅2)|pi|1+𝛼 +
n∑
i=1
𝛹i|𝜉i|1+𝛼 (7)

From Assumption 2 and fi(0) = 0, we can obtain
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𝜕Vi

𝜕vi
fi(vi) =

1

(2 − 𝛼)k
1
𝛼

i

𝜉

2−𝛼
i fi(vi) ≤

𝛾i

(2 − 𝛼)k
1
𝛼

i

𝜉

2−𝛼
i |vi| (8)

and from the definition of 𝜉i, we have |vi| ≤ (|𝜉i| + |v∗, 1𝛼i |)𝛼 = (|𝜉i| + k
1
𝛼

i |pi|)𝛼 ≤|𝜉i|𝛼 + ki|pi|𝛼 . From Lemmas 3 and 4 in [13], we can further obtain
𝛾i

(2−𝛼)k
1
𝛼

i

𝜉

2−𝛼
i |vi| ≤

𝛾i

(2−𝛼)k
1
𝛼

i

|𝜉i|1−𝛼|𝜉i|1+𝛼 + 𝜅3|pi|1+𝛼 +
(

𝛾i

(2−𝛼)k
1
𝛼

i

ki|𝜉i|1−𝛼
)1+𝛼

( 𝛼

𝜅3(1+𝛼)
)𝛼

1+𝛼
|𝜉i|1+𝛼 . Substituting them

into (8) yields
n∑
i=1

𝜕Vi

𝜕vi
fi(vi) ≤

n∑
i=1
𝜅3|pi|1+𝛼 +

n∑
i=1
𝛶i|𝜉i|1+𝛼 (9)

From |pi|1+𝛼 = p1+𝛼i , |𝜉i|1+𝛼 = 𝜉1+𝛼i , we can obtain

̇
̄V ≤ −

n∑
i=1

(
ki − 𝜅1 − 𝜅2(1 + ni) − 𝜅3

)
p1+𝛼i

+
n∑
i=1

(𝛩 + 𝛹i + 𝛶i)𝜉1+𝛼i +
n∑
i=1

1

(2 − 𝛼)k
1
𝛼

i

𝜉

2−𝛼
i (ui + di)

(10)

Thus, if we choose the distributed protocol as (3), we can obtain

̇
̄V ≤ −𝜅

n∑
i=1

p1+𝛼i − 𝜅
n∑
i=1
𝜉

1+𝛼
i +

n∑
i=1

1

(2 − 𝛼)k
1
𝛼

i

𝜉

2−𝛼
i (uiadp + di) (11)

From Lemma 3 in [13], we have

Vi ≤
1

(2 − 𝛼)k
1
𝛼

i

|vi − v∗i ||v
1
𝛼

i − v
∗, 1
𝛼

i |2−𝛼 = 21−𝛼

(2 − 𝛼)k
1
𝛼

i

𝜉

2
i (12)

From Lx = [p1,… , pn]T , we can obtain
∑n

i=1 p
2
i = (Lx)TLx = xT (L2 ⊗ I)x. Since

Assumption 2 is satisfied, we know that L is semipositive definite from Lemma 1,

then L can be decomposed as L = MTM = M2
, where M is also a semipositive

definite matrix. Denote MD1n = s = [s1,… , sn]T , we have sTs = (MD1n)TMD1n =
1TnDLD1n. By Lemma 2, we can obtain DLD1n = 0, which means sTs = 0 and

sT = 0T , thus we have 1TD(Mx) = 0. Then, we can obtain
∑n

i=1 p
2
i = (Mx)TLMx ≥

𝜆2xTLx = 2𝜆2V0, which means ̄V = V0 +
∑n

i=1 Vi ≤ 𝜗(
∑n

i=1 p
2
i +

∑n
i=1 𝜉

2
i ). From
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Lemma 3 in [13], we have ̄V
1+𝛼
2 ≤ 𝜗

1+𝛼
2
(∑n

i=1 p
1+𝛼
i +

∑n
i=1 𝜉

1+𝛼
i

)
, then it follows that

̇
̄V ≤ −𝜗1 ̄V

1+𝛼
2 +

∑n
i=1

1

(2−𝛼)k
1
𝛼

i

𝜉

2−𝛼
i (uiadp + di).

Next, we consider another Lyapunov function as

V = ̄V + 1
2

n∑
i=1

o−1i ̃
𝜙

2
i , (13)

where ̃𝜙i = 𝜙i − ̂
𝜙i. Thus, form (11), we can obtain

̇V ≤ − 𝜗1 ̄V
1+𝛼
2 +

n∑
i=1

1

((2 − 𝛼)k
1
𝛼

i )2
𝜉

4−2𝛼
i �̂�i +

n∑
i=1

1

2((2 − 𝛼)k
1
𝛼

i )2𝜎
2
i

|𝜉i|4−2𝛼𝜂2i

+
n∑
i=1

𝜎

2
i

2
+

n∑
i=1

2𝜌i ̃𝜙i ̂𝜙i −
n∑
i=1

1

2((2 − 𝛼)k
1
𝛼

i )2𝜎
2
i

|𝜉i|4−2𝛼 ̃𝜙2i

= − 𝜗1 ̄V
1+𝛼
2 +

n∑
i=1

𝜎

2
i

2
+

n∑
i=1

2𝜌i ̃𝜙i ̂𝜙i

(14)

From ̃
𝜙i, we can obtain 𝜌i

̃
𝜙i
̂
𝜙i ≤ − 𝜌i(2𝜈i−1)

2𝜈i
̃
𝜙

2
i +

𝜌i𝜈i

2
𝜙

2
i . Substituting it into (14)

yields ̇V ≤ −𝜗1 ̄V
1+𝛼
2 −

∑n
i=1(

𝜛i

oi
̃
𝜙

2
i )

𝛼+1
2 +

∑n
i=1(

𝜌i(2𝜈i−1)
2𝜈i

̃
𝜙

2
i )

𝛼+1
2 −

∑n
i=1

𝜛i

oi
̃
𝜙

2
i +

∑n
i=1

𝜌i𝜈i

2
𝜙

2
i +

∑n
i=1 𝜌i

̃
𝜙i
̂
𝜙i +

∑n
i=1

𝜎

2
i

2
. Thus, we have ̇V ≤ − ̄𝜃V

𝛼+1
2 + 𝜙0, where 𝜙0 =

∑n
i=1

( 𝜌i(2𝜈i−1)
2𝜈i

̃
𝜙

2
i )

𝛼+1
2 +

∑n
i=1

𝜌i𝜈i

2
𝜙

2
i +

∑n
i=1 𝜌i

̃
𝜙i
̂
𝜙i +

∑n
i=1

𝜎

2
i

2
. If

𝜌i(2𝜈i−1)
2𝜈i

̃
𝜙

2
i > 1, we

have ( 𝜌i(2𝜈i−1)
2𝜈i

̃
𝜙

2
i )

𝛼+1
2 + 𝜌i ̃𝜙i ̂𝜙i ≤

𝜌i(2𝜈i−1)
2𝜈i

̃
𝜙

2
i + 𝜌i ̃𝜙i ̂𝜙i ≤

𝜌i𝜈i

2
𝜙

2
i , if

𝜌i(2𝜈i−1)
2𝜈i

̃
𝜙

2
i ≤ 1, we

have ( 𝜌i(2𝜈i−1)
2𝜈i

̃
𝜙

2
i )

𝛼+1
2
||| 𝜌i(2𝜈i−1)

2𝜈i
̃
𝜙

2
i ≤1

< ( 𝜌i(2𝜈i−1)
2𝜈i

̃
𝜙

2
i )

𝛼+1
2
||| 𝜌i(2𝜈i−1)

2𝜈i
̃
𝜙

2
i >1

. Thus, we have

( 𝜌i(2𝜈i−1)
2𝜈i

̃
𝜙

2
i )

𝛼+1
2 + 𝜌i ̃𝜙i ̂𝜙i ≤

𝜌i𝜈i

2
𝜙

2
i , which means 𝜙0 =

∑n
i=1 𝜌i𝜈i𝜙

2
i +

∑n
i=1

𝜎

2
i

2
.

Choose a constant 𝜚 satisfies 0 < 𝜚 ≤ 1, then we have

̇V ≤ −𝜚 ̄𝜃V
𝛼+1
2 − (1 − 𝜚) ̄𝜃V

𝛼+1
2 + 𝜙0 (15)

Thus, ̇V ≤ −𝜚 ̄𝜃V
𝛼+1
2 if V

𝛼+1
2 >

𝜙0
(1−𝜚) ̄𝜃

. Then by Lemma 2, we conclude that there

exists a time T∗
1 ≤

2V
1−𝛼
2 (0)

𝜚
̄
𝜗(1−𝛼)

< ∞, such that V
𝛼+1
2 (t) ≤ 𝜙0

(1−𝜚) ̄𝜃
for all t ≥ T∗

1 , which

means V0(t) ≤ ( 𝜙0
(1−𝜚) ̄𝜃

)
2
𝛼+1 and Vi(t) ≤ ( 𝜙0

(1−𝜚) ̄𝜃
)

2
𝛼+1
, i ∈  ,∀t ≥ T∗

1 .

At last, we give the bipartite steady-state errors estimations. Since  is con-

nected, we obtain that for any nodes i, j, there exists a path i = i1, i2,… , is = j to con-

nect i and j, then, we have

√
𝛤 |xi − sign(aij)xj| ≤

√|ai1i2 ||xi1 − sign(ai1i2 )xi2 | +⋯ +
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√|ais−1is ||xis−1 − sign(ais−1is )xis |, where 𝛤 = min{|aij|}. From Lemma 3 in [13], we

can further obtain

√|ai1i2 ||xi1 − sign(ai1i2 )xi2 | +⋯ +
√|ais−1is ||xis−1 − sign(ais−1is )xis |

≤
√
2(s − 1)V0(t).Thus, for t ≥ T∗

1 , we have |xi − sign(aij)xj| ≤
√
2(N−1)√
𝛤

( 𝜙0
(1−𝜚) ̄𝜃

)
1
𝛼+1 .

Further, we have Vi(t) ≥
𝛼2

(𝛼−1)(2−𝛼)
𝛼

−1

(2−𝛼)k
1
𝛼

i

(vi − v∗i )
2
𝛼 , and for t ≥ T∗

1 , |vi − v∗i | ≤

( (2−𝛼)k
1
𝛼

i

𝛼2
(𝛼−1)(2−𝛼)

𝛼

−1
)
𝛼

2 ( 𝜙0
(1−𝜚) ̄𝜃

)
𝛼

𝛼+1 . For t ≥ T∗
1 , |v∗i | ≤ ki(2𝜆max(L))

𝛼

2 ( 𝜙0
(1−𝜚) ̄𝜃

)
𝛼

𝛼+1 and |vi| ≤
( (2−𝛼)k

1
𝛼

i

𝛼2
(𝛼−1)(2−𝛼)

𝛼

−1
)
𝛼

2 ( �̄�0
(1−𝜚) ̄𝜃

)
𝛼

𝛼+1 + ki(2𝜆max(L))
𝛼

2 ( 𝜙0
(1−𝜚) ̄𝜃

)
𝛼

𝛼+1 . Then, for t ≥ T∗
1 , we can obtain

|vi − sign(aij)vj| ≤ 2( (2−𝛼)k
1
𝛼

i

𝛼2
(𝛼−1)(2−𝛼)

𝛼

−1
)
𝛼

2 ( 𝜙0
(1−𝜚) ̄𝜃

)
𝛼

𝛼+1 + 2ki(2𝜆max(L))
𝛼

2 ( 𝜙0
(1−𝜚) ̄𝜃

)
𝛼

𝛼+1 . Thus, the

bipartite errors will converge to the region 𝛺 in finite time.

4 Numerical Results

The interactions between four agents are described over a signed undirected graph

with a12 = a21 = 0.1, a34 = a43 = 0.3, a13 = a31 = −0.2, a23 = a32 = −0.4. The

intrinsic nonlinear function fi(⋅) is described as f1 = sin(v1) + 0.2v1, f2 = sin(2v2) +
0.2v2, f3 = sin(3v3) − 0.2v3, f4 = sin(4v4) − 0.2v4 [13]. The disturbances are chosen

as di(t) = 0.1sin(it), i ∈  . To perform simulations with the adaptive finite-time pro-

tocol (3) with update law (2), the control parameters are chosen as 𝛼 = 3
5
, 𝜅 = 1, 𝜅1 =

1, 𝜅2 = 1, 𝜅3 = 1, oi = 1, 𝜌i = 0.1, 𝜄i = 0.2, 𝜎i = 0.1, i ∈  . The response curves of

position and velocity states of all agents are given in Figs. 1 and 2, respectively.

Fig. 1 The time responses

of position states of all

agents
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Fig. 2 The time responses of velocity states of all agents

5 Conclusion

In this paper, the adaptive finite-time bipartite consensus for second-order nonlin-

ear multi-agent systems on coopetition networks is studied. Based on the finite-time

stability theorem and adding a power integrator technique, a continuous adaptive

distributed protocol with update law is designed. It is shown that the bipartite posi-

tion and velocity errors of any two agents will converge to the desired small region

in finite time.
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Finite-Time Consensus Tracking
for Second-Order Multi-agent Systems
Without Relative Velocity Measurements

Ping Wang and Yingmin Jia

Abstract This paper considers the finite-time consensus tracking problem in

directed networks of second-order multi-agent systems. Based on auxiliary system

approach, a distributed control protocol is proposed for each follower, which only

relies on the relative position measurements among the neighboring agents. Then,

using homogeneous theory, sufficient conditions are derived to ensure that the states

of the followers can track that of the leader in finite time under fixed topology. More-

over, the case under switching topology is also studied. Finally, numerical simula-

tions are given to illustrate our theoretical results.

Keywords Second-order multi-agent systems ⋅ Finite-time ⋅ Consensus tracking ⋅
Homogeneous theory

1 Introduction

Recently, consensus tracking problem of multi-agent systems has received consider-

able attention and numerous interesting results have been obtained from different per-

spectives by many researchers. The objective of the consensus tracking is to design

an appropriate consensus protocol guaranteeing that the states of the followers can

track that of the leader.

Since many practical individual systems are of second-order dynamics, consen-

sus tracking of second-order multi-agent systems has been widely investigated [1–6].

Note that most consensus protocols need both relative position and velocity measure-

ments between neighboring agents. Unfortunately, velocity information of neighbor-
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ing agents is not available in many practical situations. Furthermore, for practical

systems, it is often required that consensus tracking can be achieved in finite time.

Until now, there are some results about finite-time consensus tracking [7–12]. How-

ever, most existing results require that each topology of the systems be connected or

have a spanning tree. In fact, the topology of the network may not always maintain

connected or have a spanning tree because there might exist link failures or cre-

ations in a communication network of mobile agents. Therefore, it is more practical

but challenging to investigate the finite-time consensus tracking problem of second-

order multi-agent systems under switching topology, where only the union of the

switching graphs has a spanning tree.

In this paper, we consider the finite-time consensus tracking problem in directed

networks of second-order multi-agent systems under fixed and switching topologies,

where the absence of relative velocity measurements is taken into account. The main

contribution of this paper is twofold. First, we propose a unified control protocol

without velocity measurements based on the auxiliary system approach. Second,

we prove that finite-time consensus tracking can be achieved, respectively, under

fixed and switching directed topologies, even when the union of the switching graphs

across each bounded time internal has a spanning tree and the corresponding topol-

ogy among the followers satisfies the detailed balance condition.

2 Problem Statement and Protocol Design

2.1 Problem Statement

Suppose that the multi-agent system consists of n followers and one leader. The

dynamics of the ith follower is given by

ẋi(t) = vi(t),
v̇i(t) = ui(t), (1)

where xi(t), vi(t), ui(t) ∈ ℝm
are the position, velocity and control input, respectively,

and the leader’s dynamics is described as follows:

ẋ0(t) = v0(t),
v̇0(t) = 0, (2)

where x0(t), v0(t) ∈ ℝm
are the position and velocity, respectively, of the leader. In

this paper, we only consider one-dimensional space case, i.e., m = 1. With the aid

of Kronecker product, we can easily obtain the high-dimensional case.
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Definition 1 The multi-agent system is said to achieve finite-time consensus track-

ing, if for any initial states, there exist a protocol ui and a finite-time T such that

lim
t→T−

‖xi(t) − x0(t)‖ = 0, lim
t→T−

‖vi(t) − v0(t)‖ = 0,

xi(t) = x0(t), vi(t) = v0(t), ∀i ∈ In, if t ≥ T . (3)

2.2 Protocol Design

A unified control protocol without relative velocity measurements is proposed for

each follower under fixed and switching topologies.

ui(t) =
n∑
j=1

aij(t)𝜑1(sig(xj(t) − xi(t))𝛼1 ) − bi(t)𝜑2(sig(xi(t) − x0(t))𝛼1 ) + k1ẏi(t),

ẏi(t) = − k2𝜑3(sig(yi(t))𝛼2 ) + k3
( n∑

j=1
aij(t)𝜑1(sig(xj(t) − xi(t))𝛼1 )

− bi(t)𝜑2(sig(xi(t) − x0(t))𝛼1 )
)
, (4)

where 0 < 𝛼1 < 1, 𝛼2 = 2𝛼1∕(1 + 𝛼1), and ki > 0, i = 1, 2, 3. aij(t) are adjacency ele-

ments of the corresponding interaction graph Gt and bi(t) are the corresponding

adjacency weights between the follower i and the leader 0. The function sig(x)𝛼 =|x|𝛼sign(x), 𝜑k is a continuous odd function with z𝜑k(z) > 0(∀z ≠ 0) and 𝜑k(z) =
ckz + o(z) around z = 0 for some ck > 0, k = 1, 2, 3.

3 Main Results

In this section, with the aid of homogeneous theory [13], the finite-time consensus

tracking problems for multi-agent systems (1) and (2) under fixed and switching

topologies are investigated, respectively. First, we investigate the case with fixed

topology, i.e., ̄G (t) = ̄G for any time instant t.

3.1 Networks with Fixed Topology

Theorem 1 Assume that the fixed graph ̄G has a spanning tree and the commu-
nication topology G among the followers satisfies the detailed balance condition.
Then the second-order multi-agent system under protocol (4) can achieve finite-time
consensus tracking.
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Proof The communication topology G among the followers satisfies the detailed

balance condition, i.e., there exists a vector 𝜔 = [𝜔1, 𝜔2,… , 𝜔n]T with 𝜔i > 0, i =
1, 2,… , n such that 𝜔iaij = 𝜔jaji for all i, j ∈ In.

Under protocol (4), system (1) can be written as follows:

ẋi(t) = vi(t),

v̇i(t) =
n∑
j=1

aij𝜑1(sig(xj(t) − xi(t))𝛼1 ) − bi𝜑2(sig(xi(t) − x0(t))𝛼1 ) + k1ẏi(t),

ẏi(t) = − k2𝜑3(sig(yi(t))𝛼2 ) + k3
( n∑

j=1
aij𝜑1(sig(xj(t) − xi(t))𝛼1 ) (5)

− bi𝜑2(sig(xi(t) − x0(t))𝛼1 )
)
.

Let 𝜂i(t) = xi(t) − x0(t), 𝜂n+i(t) = vi(t) − v0(t), and 𝜂2n+i(t) = yi(t), i = 1, 2,… , n. It

follows from (2) and (5) that

�̇�i = 𝜂n+i,

�̇�n+i =
n∑
j=1

aij𝜑1(sig(𝜂j − 𝜂i)𝛼1 ) − bi𝜑2(sig(𝜂i)𝛼1 ) + k1�̇�2n+i,

�̇�2n+i = − k2𝜑3(sig(𝜂2n+i)𝛼2 ) + k3
( n∑

j=1
aij𝜑1(sig(𝜂j − 𝜂i)𝛼1 ) (6)

− bi𝜑2(sig(𝜂i)𝛼1 )
)
.

Denote 𝜂(t) = [𝜂1(t), 𝜂2(t),… , 𝜂3n(t)]T, and recall the fact that 𝜑k(z) = ckz + o(z)
around z = 0 for some ck > 0, k = 1, 2, 3, we have that around the origin, system

(6) can be written as

�̇�i = 𝜂n+i ≜ fi(𝜂) + ̂fi(𝜂),
�̇�n+i ≜ fn+i(𝜂) + ̂fn+i(𝜂), (7)

�̇�2n+i ≜ f2n+i(𝜂) + ̂f2n+i(𝜂), ∀i ∈ In,

where fi(𝜂) = 𝜂n+i, ̂fi(𝜂) = 0, and

fn+i(𝜂) = (1 + k1k3)
( n∑

j=1
c1aijsig(𝜂j − 𝜂i)𝛼1 − c2bisig(𝜂i)𝛼1

)

− k1k2c3sig(𝜂2n+i)𝛼2 ,

̂fn+i(𝜂) = (1 + k1k3)
( n∑

j=1
aijo(sig(𝜂j − 𝜂i)𝛼1 ) − bio(sig(𝜂i)𝛼1 )

)
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− k1k2o(sig(𝜂2n+i)𝛼2 ),

f2n+i(𝜂) = k3
( n∑

j=1
c1aijsig(𝜂j − 𝜂i)𝛼1 − c2bisig(𝜂i)𝛼1

)
− k2c3sig(𝜂2n+i)𝛼2 ,

̂f2n+i(𝜂) = k3
( n∑

j=1
aijo(sig(𝜂j − 𝜂i)𝛼1 ) − bio(sig(𝜂i)𝛼1 )

)

− k2o(sig(𝜂2n+i)𝛼2 ), ∀i ∈ In.

In the following, we take three steps to prove the theorem.

Step 1. We prove that system (6) is globally asymptotically stable. Take the Lya-

punov function V1 for system (6) as follows:

V1 =
1
2

n∑
i=1

n∑
j=1

∫

𝜂j−𝜂i

0
𝜔iaij𝜑1(sig(s)𝛼1 )ds +

1
2

n∑
i=1

k1
k3
𝜔i𝜂

2
2n+i (8)

+
n∑
i=1

∫

𝜂i

0
𝜔ibi𝜑2(sig(s)𝛼1 )ds +

1
2

n∑
i=1

𝜔i(𝜂n+i − k1𝜂2n+i)2.

Since z and 𝜑k(sig(z)𝛼1 ), k = 1, 2 have the same sign componentwise, it follows that

∫
𝜂j−𝜂i
0 𝜔iaij𝜑1(sig(s)𝛼1 )ds > 0 for any 𝜂j − 𝜂i ≠ 0 and ∫

𝜂i
0 𝜔ibi𝜑2(sig(s)𝛼1 )ds > 0 for

any 𝜂i ≠ 0. Thus V1 is positive definite with respect to 𝜂j − 𝜂i, 𝜂i, 𝜂n+i, and 𝜂2n+i for

any i ≠ j, i, j ∈ In, which implies that V1 is a valid Lyapunov function for system

(6).

Differentiating V1 along the trajectory of the system (6) gives

̇V1 = −
n∑
i=1

n∑
j=1

𝜔iaij𝜑1(sig(𝜂j − 𝜂i)𝛼1 )𝜂n+i +
k1
k3

n∑
i=1

𝜔i𝜂2n+i�̇�2n+i

+
n∑
i=1

𝜔ibi𝜑2(sig(𝜂i)𝛼1 )𝜂n+i +
n∑
i=1

𝜔i(𝜂n+i − k1𝜂2n+i)(�̇�n+i − k1�̇�2n+i)

= −
k1k2
k3

n∑
i=1

𝜔i𝜂2n+i𝜑3(sig(𝜂2n+i)𝛼2 ) ≤ 0.

The last inequality comes from the fact that 𝜂2n+i𝜑3(sig(𝜂2n+i)𝛼2 ) > 0, for any 𝜂2n+i ≠

0, i ∈ In.

Denote the invariant set S = {𝜂| ̇V1 ≡ 0}. From ̇V1 ≡ 0, we obtain that∑n
i=1 𝜔i𝜂2n+i𝜑3(sig(𝜂2n+i)𝛼2 ) ≡ 0, and then 𝜂2n+i ≡ 0,∀i ∈ In. Together with (6), we

have
n∑
j=1

aij𝜑1(sig(𝜂j − 𝜂i)𝛼1 ) − bi𝜑2(sig(𝜂i)𝛼1 ) = 0. (9)
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Because the topology G among the followers satisfies the detailed balance condition,

we have

n∑
i=1

𝜔i𝜂i(
n∑
j=1

aij𝜑1(sig(𝜂j − 𝜂i)𝛼1 ) − bi𝜑2(sig(𝜂i)𝛼1 ))

= − 1
2

n∑
i=1

n∑
j=1

𝜔iaij(𝜂j − 𝜂i)𝜑1(sig(𝜂j − 𝜂i)𝛼1 ) −
n∑
i=1

𝜔ibi𝜂i𝜑2(sig(𝜂i)𝛼1 ) (10)

= 0.

Moreover, due to the fact that the graph ̄G has a spanning tree, we have 𝜂i = 𝜂j =
0,∀i ≠ j, i, j ∈ In. It follows from Lasalle’s invariance principle that system (6) is

globally asymptotically stable. That is,

lim
t→∞

‖xi(t) − x0(t)‖ = 0,

lim
t→∞

‖vi(t) − v0(t)‖ = 0.

Step 2. We show that the following reduced system of system (6)

�̇�i = fi(𝜂),
�̇�n+i = fn+i(𝜂), (11)

�̇�2n+i = f2n+i(𝜂),

is asymptotically stable and homogeneous of degree 𝜅 = 𝛼1 − 1 < 0 with dilation

(2,… , 2
⏟⏟⏟

n

, 1 + 𝛼1,… , 1 + 𝛼1
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

2n

).

Take the Lyapunov function V2 for system (11) as follows:

V2 =
1
2

n∑
i=1

n∑
j=1

c1𝜔iaij
|𝜂j − 𝜂i|1+𝛼1

1 + 𝛼1
+ 1

2

n∑
i=1

k1
k3
𝜔i𝜂

2
2n+i +

n∑
i=1

c2𝜔ibi
|𝜂i|1+𝛼1
1 + 𝛼1

+ 1
2

n∑
i=1

𝜔i(𝜂n+i − k1𝜂2n+i)2, (12)

where V2 is positive definite with respect to 𝜂j − 𝜂i, 𝜂i, 𝜂n+i and 𝜂2n+i for any i ≠ j,
i, j ∈ In.

Following the similar argument as in Step 1, it follows from Lasalle’s invariance

principle that system (11) is globally asymptotically stable.

Furthermore, based on the following fact

𝜖

1+𝛼1
𝜂n+i = 𝜖

𝜅+2
𝜂n+i, (13)
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(1 + k1k3)
( n∑

j=1
c1aijsig(𝜖2𝜂j − 𝜖

2
𝜂i)𝛼1 − c2bisig(𝜖2𝜂i)𝛼1

)
− k1k2c3sig(𝜖1+𝛼1𝜂2n+i)𝛼2

= 𝜖

𝜅+1+𝛼1
[
(1 + k1k3)

( n∑
j=1

c1aijsig(𝜂j − 𝜂i)𝛼1 − c2bisig(𝜂i)𝛼1
)
− k1k2c3sig(𝜂2n+i)𝛼2

]
,

(14)

and

k3
( n∑

j=1
c1aijsig(𝜖2𝜂j − 𝜖

2
𝜂i)𝛼1 − c2bisig(𝜖2𝜂i)𝛼1

)
− k2c3sig(𝜖1+𝛼1𝜂2n+i)𝛼2

= 𝜖

𝜅+1+𝛼1
[
k3
( n∑

j=1
c1aijsig(𝜂j − 𝜂i)𝛼1 − c2bisig(𝜂i)𝛼1

)
− k2c3sig(𝜂2n+i)𝛼2

]
, (15)

we know that system (11) is homogeneous of degree 𝜅 = 𝛼1 − 1 < 0 with dilation

(2,… , 2
⏟⏟⏟

n

, 1 + 𝛼1,… , 1 + 𝛼1
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

2n

).

Step 3. We prove that lim
𝜖→0

̂fi(𝜖2𝜂1,… , 𝜖

2
𝜂n, 𝜖

1+𝛼1
𝜂n+1,… , 𝜖

1+𝛼1
𝜂3n)

𝜖
𝜅+ri

= 0, i ∈ I3n,

where ri = 2, i ∈ In and ri = 1 + 𝛼1, i ∈ I3n∕In.

First,

lim
𝜖→0

̂fi(𝜖2𝜂1,… , 𝜖

2
𝜂n, 𝜖

1+𝛼1
𝜂n+1,… , 𝜖

1+𝛼1
𝜂3n)

𝜖
𝜅+2 = lim

𝜖→0

0
𝜖
𝜅+2 = 0, i ∈ In, (16)

Note that 𝜂i(t) → 0, 𝜂n+i(t) → 0 and 𝜂2n+i(t) → 0, i ∈ In as t → ∞, then there

exist a bounded constant M > 0 and a time instant t0 > 0, such that |𝜂i(t)| ≤ M,|𝜂n+i(t)| ≤ M and |𝜂2n+i(t)| ≤ M hold for any t ≥ t0.

lim
𝜖→0

̂fn+i(𝜖2𝜂1,… , 𝜖

2
𝜂n, 𝜖

1+𝛼1
𝜂n+1,… , 𝜖

1+𝛼1
𝜂3n)

𝜖
𝜅+1+𝛼1

= lim
𝜖→0

{
(1 + k1k3)[

∑n
j=1 aijo(𝜖

2𝛼1 sig(𝜂j − 𝜂i)𝛼1 )bio(𝜖2𝛼1 sig(𝜂i)𝛼1 )] − k1k2o(𝜖2𝛼1 sig(𝜂2n+i)𝛼2 )
}

𝜖
2𝛼1

(17)

= 0, i ∈ In.

Similarly, we have

lim
𝜖→0

̂f2n+i(𝜖2𝜂1,… , 𝜖

2
𝜂n, 𝜖

1+𝛼1
𝜂n+1,… , 𝜖

1+𝛼1
𝜂3n)

𝜖
𝜅+1+𝛼1

= 0, i ∈ In. (18)
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Moreover, ̂fi(0) = 0,∀i ∈ I3n. Thus, system (11) is globally finite-time stable, which

implies that consensus tracking for systems (1) and (2) under protocol (4) can be

achieved in finite time. This completes the proof.

3.2 Networks with Switching Topology

To describe the switching topology, a switching signal 𝜎(t)(𝜎 for short):[0,∞) → 𝛤

is introduced, where 𝛤 denotes the finite switching index set. Then the interaction

graph at time instant t is denoted by ̄G
𝜎

. Consider an infinite sequence of non-

empty, bounded and contiguous time intervals [ts, ts+1), s = 0, 1, 2,… , with t0 = 0
and ts+1 − ts ≤ T1 for some constant T1 > 0. Suppose that in each interval [ts, ts+1)
there is a sequence of nonoverlapping subintervals

[ts0 , ts1 ), [ts1 , ts2 ),… , [tsms−1 , tsms )

with ts0 = ts, tsms = ts+1 satisfying tsk+1 − tsk ≥ T2, 0 ≤ k ≤ ms − 1, for some integer

ms ≥ 0 and constant T2 > 0 such that the communication topology ̄G
𝜎

switches at

tsk and it does not change during each subinterval [tsk , tsk+1 ). Obviously, there are at

most N = ⌊T1∕T2⌋ subintervals in each interval [ts, ts+1), s = 0, 1, 2,….

Theorem 2 Assume that for any switching signal 𝜎(⋅), the union of the switching
graphs ̄Gs0 ,

̄Gs1 ,… ,
̄Gsms−1

across each internal [ts, ts+1), s = 0, 1, 2,… has a span-
ning tree and the corresponding topology among the followers satisfies the detailed
balance condition. Then the second-order multi-agent system under protocol (4) can
achieve finite-time consensus tracking.

Proof The proof of Theorem 2 is similar to that of Theorem 1 and thus omitted.

4 Simulation Results

Consider a multi-agent system consisting of 5 followers and 1 leader with commu-

nication topologies shown in Fig. 1, where the weights are indicated on the edges.

Agents 1–5 are followers and agent 0 is the leader. Let 𝜔 = [2, 1, 3, 1.5, 1]T, the com-

munication topologies Gi, i = 1, 2, 3 among the followers satisfy the detailed balance

condition. Note that the union of the topology ̄G1,
̄G2 and ̄G3 has a directed spanning

tree.
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Fig. 1 Three directed graphs with 5 followers and 1 leader

Let 𝜑k(x) = x, k = 1, 2, 3, the dynamics of the followers is given as follows:

ẋi(t) = vi(t),

v̇i(t) = − k1k2sig(yi(t))𝛼2 + (1 + k1k3)
( n∑

j=1
aij(t)sig(xj(t) − xi(t))𝛼1

− bi(t)sig(xi(t) − x0(t))𝛼1
)
, (19)

ẏi(t) = − k2sig(yi(t))𝛼2 + k3
( n∑

j=1
aij(t)sig(xj(t) − xi(t))𝛼1

− bi(t)sig(xi(t) − x0(t))𝛼1
)
.

Here, the parameters are 𝛼1 = 0.9, 𝛼2 = 2𝛼1∕(1 + 𝛼1) = 0.9474 and ki = 1,
i = 1, 2, 3. Moreover, the initial states of the followers are given as x(0) = [−30,−10,
10, 30, 60]T, v(0) = [−1,−2, 2,−3, 3]T, and y(0) = [0, 0, 0, 0, 0]T. Correspondingly,

the initial states of the leader 0 are x0(0) = 20 and v0(0) = 1, respectively. The com-

munication topology switches every 0.1 s in the sequence ̄G1 → ̄G2 → ̄G3 → ̄G1 →
…. Figure 2 shows the state trajectories of the network switching among ̄G1, ̄G2 and

̄G3, from which we can see that consensus tracking can be achieved in finite time.
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Fig. 2 The state trajectories

of the network switching

among ̄G1, ̄G2 and ̄G3
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5 Conclusions

The finite-time consensus tracking problem in directed networks of second-order

multi-agent systems is considered in this paper. Based on the auxiliary system

approach, a unified protocol is proposed for the followers without relative velocity

measurements. Sufficient conditions are derived to ensure that the consensus track-

ing can be achieved in finite time under fixed and switching topologies, respectively.
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Inland Moving Ships Detection
via Compressive Sensing and Saliency
Detection

Pingping Lu, Qing Liu, Fei Teng, Langqi Mei and Jing Li

Abstract This paper presents an effective inland moving ships’ detection method
fused with compressive sensing and saliency detection to attack the challenge:
when the ships detected suffer serious cavities due to their large size, relatively low
speed, and uniform color. The background is composed of a K-SVD dictionary and
a mean set of K-SVD coefficients associated to each pixel. To address the problem
that the background and difference image are corrupted by the movement traces
when ships sail into the first frame, the logical bitwise AND is performed between
difference image and saliency map to get the exact result. Due to the use of K-SVD
coefficients, the background is blurry. Then background update strategy is put
forward to eliminate the movement traces and make the background more clearly.
Finally, both qualitative and quantitative evaluations on several challenging inland
video sequences demonstrate that the proposed algorithm outperforms several
state-of-the-art methods in terms of efficiency and accuracy.

Keywords Compressive sensing ⋅ Saliency detection ⋅ Moving ships detection ⋅
Inland waterway ⋅ Background subtraction

1 Introduction

The intelligent video analysis in inland waterway closed circuit television (CCTV)
video sequences has got increasing attention in the past few years. It provides some
important information for us, such as traffic capacity, traffic quality, and accident
rate. Moving ships detection plays a key role in CCTV intelligent video analysis.
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The common and classical approaches for moving objects detection are divided
into three main categories: optical flow, frame subtraction, and background sub-
traction (BS). Because CCTV video sequences are monitored by a fixed camera
view and the background is relatively considered constant, background subtraction
is the preferred method to segment moving ships. An important number of back-
ground subtraction approaches are proposed in the related literature with more or
less success in different difficult cases. The paper [1] enhances the Gaussian
Mixture Model (GMM) by adaptively determining the number of Gaussian distri-
bution. It has better robustness to illumination variation, but there is still some noise
for ripple. The GMM method do not consider spatial characteristics, Barnich et al.
[2] present Visual Background Extractor (ViBe) which builds background in terms
of time-space consistency. This technique has a good real-time performance.
Nevertheless, the phony targets emerge from silhouette when moving objects go
into the first frame, subsequently disappearing slowly. Motivated by [2], St-Charles
et al. [3] improve Local Binary Similarity Segmenter (LOBSTER) for background
subtraction followed background initialization mode of ViBe. However, ships
detected undergo serious cavities due to their large size, relatively low speed, and
uniform color.

The former approaches model background in spatial domain, Cevher et al. [4]
reconstruct measured value differences which is obtained by subtracting measured
value of background from measured value of original image in wavelet domain, and
update the measured value of background. It requires the objects of interest occupy
a small portion of the camera view, so it is not applicable to ships. Huang et al. [5]
develop adaptive Dynamic Group Sparsity (AdaDGS) algorithm. It considers
foreground as dynamic group sparse data. The method reconstructs foreground by
dictionary and coefficient, and then update dictionary. It brings out infamous results
in the case that a slow ship and a fast ship are traveling at the same time. While
David et al. [6] do not change dictionary and model background by a mean set of
coefficients. The constraint that the average of coefficients set satisfies Gaussian
distribution eliminates the influence of dynamic backgrounds. However, there is no
clear background update mechanism.

Parks et al. [7] point out that saliency detection is always determined as
post-processing technique, which verifies a blob represents a valid foreground by
checking it contains a certain percentage of pixels that are highly salient. But most
frames contain only highly salient blobs. Teng et al. [8] fuse improved GMM and
saliency detection via ITTI model. In the saliency map, surrounding parts that do
not belong to object area may be detected.

Motivated by the above-mentioned discussions, we propose an inland moving
ships’ detection method fused with compressive sensing with saliency detection.
The remainder of this paper is organized as follows: Sect. 2 describes our proposed
framework in details. Section 3 conducts several experiments on challenging
CCTV video sequences to illustrate the effectiveness of the proposed method.
Finally, Sect. 4 presents a brief summary.
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2 Inland Moving Ships Detection

The proposed method is summarized in Table 1. Following it, we will describe the
main steps in Sects. 2.1–2.4 sequentially.

2.1 Background Subtraction Based on Compressive Sensing

The t-th frame It of video sequence consists of background b, foreground ft and
some noise zt: It = b + ft + zt. Based on compressive sensing theory, background
could be linearly represented by the atoms of dictionary D: b = Dα. The dictionary
is calculated by solving the minimization problem subjected to error ε via K-SVD
algorithm [9]

min
D,A

Ak k0 s.t. Y −DAk k2 < ε ð1Þ

In the dictionary learning stage, in order to avoid the dictionary being corrupted
by foreground pixels, m frames selected randomly from video sequence compose
the training set, n patches (bb × bb neighbors of pixel) selected from each images
of the training set and changed into column vector compose the original data set
Y. That is to say, Y ∈RM ×N , D∈RM ×K , sparse coefficient matrix A∈RK ×N , where
M = bb2, N =m ⋅ n.

Due to ships’ large size, relatively low speed, and uniform color, pixel value is
probable to remain the same for a long time, subsample of video sequence is not
adopted and decomposition coefficients of the subsampled data set by orthogonal
matching pursuit is not performed, instead of sparse coefficient matrix obtained in
the dictionary learning stage directly. Hence, after classifying the column vectors of
matrix A by pixel location, each pixel has a set of coefficients associated, {αi|αi ∈
A} (i = 1,…,l), where l = ⌊N/(w ⋅ h)⌋, w, h are the width and height of image,

Table 1 Basic flow of our algorithm

Set parameters: 
Step 1: Set parameters, such as the number of atoms in dictionary K, patch size bb, the number of training image/patches m/n,

error threshold for dictionary learning ε, threshold for background update T1.
Model computation:
Step 2: Learn K-SVD dictionary and coefficients (see Eq. 1)
Step 3: Compute a mean set of coefficients (see Eq. 2)
Online segmentation phase:
For each frame

Step 4: Compute estimated background (see Eq. 3)
Step 5: Compute difference image (see Eq. 4) and impose threshold by Otsu algorithm on difference image 
Step 6: Extract saliency map and impose threshold by improved Otsu algorithm on saliency map
Step 7: Perform a logical bitwise AND on saliency map and difference image (see Eq. 5)
Step 8: Update the mean set of coefficients 

End For
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respectively, Furthermore, to model estimated background b′ with the mean set of
coefficients α′ and D, and to compute difference image ft′ with b′ and reconstructed
image of the current frame It′, as Eqs. 2–4.

α′ =
1
l
∑
l

i=1
αi ð2Þ

b′ðx, yÞ= 1
bb2

∑
bb

i=1
∑
bb

j=1
Dα′ði+ x, j+ yÞ ð3Þ

f ′t = I′t − b′
�� �� ð4Þ

Finally, a global adaptive threshold on difference image will output the
background-foreground binary map. As shown in Fig. 1, the location and hull of
the ships are detected rough but fully, though the background and difference image
are corrupted by the movement traces when ships sail into the first frame. Due to the
use of K-SVD coefficients, the background is a little bit blurry. The foreground is
corrupted by some branches and other noise. Later then the paper adopts saliency
detection to obtain more accurate foreground and eliminates the movement traces of
ships by updating background.

2.2 Inland Saliency Extraction

Motivated by the paper 8, this paper analyzes several advanced algorithms (ITTI,
LC, FT, SR, HC, RC) mentioned in the paper [10]. As shown in Fig. 2, objects
extracted by AC [11] method have clear and complete contours, with no cavities
and other surrounding parts which do not belong to object area. The AC method not
only has higher contrast between saliency region and non-saliency region, but also
has low misdetection rate and less noise. The paper extracts the color and luminance
features in CIELab color space, computes multi-scales saliency maps based on AC,
and then fuses them to gain the final saliency map.

Finally, a global adaptive threshold based on an improved Otsu algorithm [12] is
imposed on the saliency map to output the binary saliency map. The approach
considers not only the distance between classes but also the distances of pixels in

Fig. 1 Results of background subtraction based on compressive sensing. From left to right:
original frame, background, foreground, background-foreground binary image
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one class, and imposes a constraint by Trough Stressed method to get more exact
threshold. As shown in Fig. 2, compared with the result by Otsu algorithm, the
result by improved Otsu algorithm is in a relatively noise-free environment.

2.3 The Integrated Strategy of Moving Ships Detection

The background subtraction based on compressive sensing usually detects the
movement traces of ships and the edge of ships are vague, while inland saliency
detection based on AC often extract all interested ships regardless of moving or static
and the contours of ships are clear. The result of moving ships detection is performed
after a logical bitwise AND on saliency map St and difference image f ′t as Eq. 5
through synthesizing the advantage of the two approaches, as shown in Fig. 3.

f t = St ∩ f ′t ð5Þ

2.4 Background Update Mechanism

The result still has some noise as shown in Fig. 3; in order to achieve robust
moving ship detection for a long time, online learning background is adapted to the

Fig. 2 Saliency detection results. The 1st row: LC, FT, SR, HC; The 2nd row: RC, AC, binary
saliency maps segmented by Otsu and improved Otsu, respectively

Fig. 3 Background update results. From left to right: the final result of first frame, background
and the final result of the 100th frame, respectively
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changes of background. So the paper adds a new background update scheme. In
Sect. 2.1, the estimate background is determined by the dictionary D and the mean
set of coefficients α′, we consider that dictionary remains the same and the mean set
of coefficients gets updated. First, count the number,Count, of the pixels in the
neighborhood which are foreground pixels. If it exceeds a certain threshold T1, then
update the coefficients set and mean coefficients of pixels in background. This could
reduce the influence of noise and isolate pixels. β is learning rate, the larger the
learning rate, the faster the background updates. The movement traces of ships in
background will fade away gradually as shown in Fig. 3.

α′tðx, yÞ= ð1− βÞα′t− 1ðx, yÞ+ βαtðx, yÞ,
α′t− 1ðx, yÞ,

�
Count> T1
Count≤ T1

ð6Þ

3 Experimental, Results and Discussion

3.1 Experimental and Results

In this section, we evaluate our approach with five state-of-the-art methods on six
challenging CCTV video sequences. The five referenced approaches we compare
with are GMM [1], ViBe [2], LOBSTER [3], AdaDGS [5], GMCA [6]. All
parameters involved in the one considered for comparison are manually tuned to
obtain the best result. The parameters of this paper are similar to GMCA: m=100,
n=1000, bb=7, K =200, ε=0.1, T1 = 3.

The six video sequences are collected from local maritime bureau. The first
sequence present two ships with fast and slow speed are traveling, and the camera
shakes slightly in previous 50 frames. The second sequence represents an extreme
case of dynamic scene with a large amount of ripple, the ships are traveling in the
opposite direction and they suffer partial or even full occlusion some time later. The
third sequence includes previous 267 frames without moving ships but a lot of
ripple, the yacht gets into the scene from the 268th frame. The ship in the fourth
sequence is so big and its speed is quite slow. This scene representing slow boats is
easy to cause serious cavities. The ship in the fifth sequence which has change of
scale enters into image in the bright light. In view of time cost, the size of images in
all sequence is 128× 160.

Figure 4 displays the qualitative comparison of our approach against
state-of-the-art approaches on the considered video sequences. All ground truths are
calibrated by manual. Our approach performs better than GMM in terms of noise
removal for water ripple. In the case of the first, fourth, and fifth sequences our
method clearly outperforms the ViBe, LOBSTER, AdaDGS in the camouflaged
foreground areas. Our proposal apparently compensates cavities in the condition of
the fourth and fifth sequences. The method has low misdetection rate for slow
freighters.
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Table 2 demonstrates some quantitative measures computed on the six
sequences. For this purpose, 200 frames which are the 301th–500th frame in each
sequence with corresponding ground truths are considered. The scores presented in
Table 2 are the averages on those 200 frames. The measures we use are the ones
presented in [13]. In most cases our approach scores much better than the con-
sidered state-of-the-art approaches. Otherwise, the numerical results are compara-
ble, the score differences being very small.

3.2 Discussion

For modeling background, we used the K-SVD coefficients instead of decompo-
sition coefficients by orthogonal matching pursuit. The background is a little bit
blurry. But it causes that the ships detected more complete with no cavities.
A global adaptive threshold instead of a fixed threshold enables us to automatically
output background-foreground binary map. Meanwhile, this filtering stage removes
some noise. However, there is still some movement traces of ships left in the
foreground, and this is where saliency detection intervenes. The saliency map by
AC algorithm and a threshold by improved Otsu algorithm detect the location of
ships in current frame and remove water ripple. What is more, background update
stage is adapted to the changes of background.

Because of the use of background subtraction, this approach has no clearly dis-
tinguishable difference when ships have similar color with other region. Saliency

Fig. 4 Comparative results on six video sequences. From left to right: test frame, ground truth,
GMM, ViBe, LOBSTER, AdaDGS, GMCA, ours, respectively
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detection identifies the most visually noticeable foreground object in the scene and
focuses on such perceived important regions, it gets useless result when ships are
very small that even people cannot see or they are not significant area compared with
other object. There is no enough sequences to observe the result especially when a
static ship starts moving or a moving ship becomes static after a period of time.

4 Conclusion

This paper improves the GMCA algorithm. First, we use K-SVD to set up blurry
background model, and then fuse difference image and saliency map to get the
exact result of initial frame. We also put forward background update strategy to
eliminate ships’ movement traces in background. Both visual comparison and
numerical scores computed for these sequences prove that our approach yields
better robustness than some state-of-the-art techniques, especially when ships are
very big with relatively slow speed, the color of hull is approximately similar and
moving ships sail into the initial frame.

Acknowledgments This work is supported by the National Natural Science Foundation of China
under Grant No. 51279152 and the Independent Innovation Foundation of Wuhan University of
Technology under Grant No. 155211005.

Table 2 Quantitative scores

Sequence Measures GMM ViBe LOBSTER AdaDGS GMCA Ours

1st Recall 0.5731 0.5605 0.4840 0.4456 0.5673 0.8110
Precision 0.2264 0.3353 0.4626 0.2671 0.1121 0.6591
F-measure 0.3245 0.4196 0.4784 0.3340 0.1873 0.7272

2nd Recall 0.4942 0.4719 0.0781 0.1149 0.6761 0.8717
Precision 0.5343 0.5866 0.8359 0.1973 0.1846 0.7677
F-measure 0.5135 0.5231 0.1429 0.1453 0.2899 0.8164

3rd Recall 0.4068 0.5712 0.5072 0.1851 0.3989 0.4985
Precision 0.5692 0.5281 0.5815 0.0644 0.4342 0.5245
F-measure 0.4745 0.5488 0.5418 0.0956 0.4158 0.5112

4th Recall 0.4023 0.8447 0.7828 0.2088 0.3321 0.9638
Precision 0.3100 0.5240 0.7840 0.5913 0.0881 0.8987
F-measure 0.3502 0.6468 0.7834 0.3086 0.1393 0.9301

5th Recall 0.2367 0.5349 0.1163 0.5775 0.4130 0.8406
Precision 0.2489 0.8055 0.8604 0.3126 0.2870 0.9119
F-measure 0.2426 0.6429 0.2050 0.4056 0.3387 0.8784

6th Recall 0.3400 0.3454 0.1036 0.8519 0.4445 0.9400
Precision 0.4181 0.2034 0.2626 0.5263 0.2939 0.9126
F-measure 0.3750 0.2560 0.1486 0.6506 0.4542 0.9261
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Robust Control of Piecewise Linear
Switched System with Constrained Input
and Ellipsoid

Zhilin Liu, Xin Yuan, Jun Zhang and Li Su

Abstract This paper deals with the uncertain linear discrete-time switched systems
with constrained control input and ellipsoid. The piecewise linear systems is
described as ellipsoid which can be characterized by a set of vector inequalities,
thereby the constraint of LMIs (linear matrix inequalities) is released. In terms of
LMIs, the perturbed impulsive switched system with constrained control input can
be robust stabilized in Lyapunov theory. The simulation results verify the effec-
tiveness of the proposed method.

Keywords Parameter perturbation ⋅ Switched system ⋅ Ellipsoid ⋅ LMI

1 Introduction

Hybrid systems are composed of discrete event dynamic systems and continuous
time dynamic systems or discrete time dynamic systems, which interact on each
other. Hybrid system exists widely in transportation, aviation scheduling, engi-
neering and other fields. Hybrid system has extensive practical application back-
ground but it is difficult to deal with traditional control method. So hybrid system is
one of hot issue in current control field. Switching system is an important branch of
hybrid system, which consists of several subsystems and switching regular which
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decide each moment of effective subsystem. Many of the actual physical system can
be described by switching system model, such as automobile steering system, robot
control system. The switching system has aroused wide attention of scholars [1–5].
The study of the stability of the switched systems and design of controller has
gained lots of achievements. Method of stability analysis of discrete linear switched
systems mainly conclude common Lyapunov function, multiple Lyapunov function
method and category Lyapunov function etc. [6, 7]. A common feature of these
methods is that regard state transition conditions as the LMI constraints. Calculate
the controller by solving a set of LMIs to construct the system stability constrained
Lyapunov function. A set of subsystems can be described by the ellipsoids, and the
ellipsoidal sets convert in the form of inequality or equations [8]. With this method,
the continuous time state set is instead of a group of quadratic inequality [9], which
will transform constrained LMIs into unconstrained LMIs, which makes it easy
and fast to get LMI solution.

On the other hand, the system uncertainties and input constraints exist
inevitably in the model. The performance of the system will become more com-
plex even instability because of the input constraints and uncertainty of sys-
tem parameter. In paper [10], considered the stability of switching system with
parameter norm is bounded. Convert uncertain parameters LMI into the certain
parameters LMI though elementary transformation of matrix [10]. In paper [11, 12],
the authors analyzed the stability of system with input constraints in the method of
LMIs, and designed the controller for the switched system. Parameters uncertainty
and input constraints exist in the practical switching system at the same time, such
as chemical process control and multi-controller dynamic system, which started to
study this problem. Researches for the kinds of switched systems with input con-
straints and parameter perturbation are relatively small at present.

This paper studies for parameter perturbation linear switched discrete sys-
tem which regard conditions of discrete event state transfer as state dependent and
take LMIs as the tool of solving. A group of ellipsoidal sets which describe
the discrete time state set of each subsystem is introduced. Considering the sys-
tems with norm bounded uncertainties and input constraints, we convert stabil-
ity constraints and input constraints into easy form of LMIs. The algorithm of local
stability controller in the sense of Lyapunov is given by piecewise Lyapunov
function. The simulation examples show that method can stabilize discrete swit-
ched systems with parameter perturbation, satisfy the control input to the
input constraints requirements and solve the controller easily.

Symbols in this article are illustrated as following: Rn represent real number
space with n dimensions. I represent the identity matrix with corresponding
dimension. ‘*’ represent symmetrical structure.
H + S+* *

T R

� �
= H + S+ ST TT

T R

� �
is true if H and R are symmetrical matrix.
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2 System Description

Consider the linear switching discrete system with input constrained and parameter
perturbation as follows:

xðk+1Þ= Ai Bi

� �
xðkÞ uðkÞ½ �T ð1Þ

where xðkÞ∈Rn is state vector, uðkÞ∈Rm is input of control, Ai,Biði=1, 2, . . . ,NÞ
represent state matrix and input matrix respectively in subsystem of i. N >1 is the
number of subsystems.Ai andBi arematrixwith parameter perturbation as formula (2)

Ai Bi

� �
= Ai Bi½ �+DiFi Eai Ebi½ �, i∈N ð2Þ

In the formula (2), Ai, Bi, Di, Eai and Ebi are known constant matrix. Fi is
unknown time-varying function matrix which satisfy the norm bounded constraints
FT
i Fi ≤ I (I is the identity matrix with appropriate dimensions).
State feedback controller for system (1) as following

uðkÞ=KixðkÞ ð3Þ

Substitute (3) into (1) gives

xðk+1Þ= ÂixðkÞ ð4Þ

where

Aî =Ai +BiKi +DiFi Eai EbiKi½ � ð5Þ

Denote Ωi as the state region where subsystem i is active at moment k. That
means the i-th sub-system is working when the system states xðkÞ∈Ωi.

Denote that Ωij is a transfer of the domain for switching between the i-th sub-
systems and j-th sub-system. Ωij is defined as Ωij = fxðkÞ∈Rnj∃k≥ 0,
xðkÞ∈Ωi, xðk+1Þ∈Ωj, i, j∈Ng. The i-th subsystem can not transfer to the j-th
subsystem when Ωij is an empty set. Generally, Ωi is an ellipsoidal set which
dimension is less than the dimension of the states space.

For the system (1) and a feedback controller (3), we get a piecewise Lyapunov
function VðkÞ= xTðkÞPixðkÞ, Pi =PT

i >0, by solving a set of LMIs to address the
following three questions to obtain the feedback controller to stabilize the system (1).

Question 1: When the system (1) do not switch xðkÞ∈Ωi, xðk+1Þ∈Ωið Þ, we
find a feedback controller to stabilize system (1).

Question 2: When the system is switching xðkÞ∈Ωi, xðk+1Þ∈Ωj
� �

, we find a
feedback controller to stabilize system (1).

Question 3: When there is an input constraint, we find a feedback control law to
ensure the stability of system (1).
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Lemma 1 The state region Ωi can be described as same ellipsoids Ωi ⊆ εi, where
εi = fxjjjEix+ eijj≤ 1g. Denote the ellipsoid Ωi as the quadratic inequalities
(see [8])

xðkÞ
1

� �T
ET
i Ei *

eTi Ei − 1+ eTi ei

� �
xðkÞ
1

� �
≤ 0

More precisely, if d1 <CT
i x< d2, then the degenerate ellipsoid is described by

Ei =2CT
i ð̸d2 − d1Þ, ei = − ðd2 + d1Þ ð̸d2 − d1Þ and ei = − ðd2 + d1Þ ð̸d2 − d1Þ.

Lemma 2 [9] For any given matrix Y, H, F and matrix E with appropriate
dimension, where Y is a symmetric matrix, any F meet FTF ≤ I, if there is
Y +HFE+ETFTHT <0, exists a only constant ε>0 so that
Y + εHHT + ε− 1ETE<0.

3 Design of Control Method

3.1 Solving for Problem 1

Theorem 1 Consider a switching system (1) with parameter perturbation, where
xðkÞ∈Ωi, xðk+1Þ∈Ωi, if there is a symmetrical and positive definite matrix
Qi =QT

i >0 and some positive scalars εi >0, λi >0, 0≤ η≤ 1, and a suitable
dimension matrix Yi, i∈N, so as to satisfy LMI (6), the state feedback controller
uðkÞ= YiQ− 1

i xðkÞ enables switching system (1) asymptotically stable.

ðη− 1ÞQi * * *
EaiQi +EbiYi − εi * *
AiQi +BiYi 0 −Qi + εiDiDT

i *
EiQi 0 0 λ− 1

i ðI − eieTi Þ

2

664

3

775<0 , i∈N ð6Þ

Proof Using quadratic Lyapunov–Krasovskii function VðkÞ= xTðkÞPixðkÞ, for a
given constant 0≤ η≤ 1, there exists VðkÞ>0 and Vðk+1Þ−VðkÞ< − ηVðkÞ.
For

Vðk+1Þ−VðkÞ= xTðk+1ÞPixðk+1Þ− xTðkÞPixðkÞ≤ − ηVðkÞ ð7Þ

Substituting (4) to (7) gives

ΔVðkÞ= ðÂixðkÞÞTPiðAîxðkÞÞ+ ðη− 1ÞxðkÞTPixðkÞ<0
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This is equivalent to

xðkÞ
1

� �T
A
T̂
i PiÂi + ðη− 1ÞPi 0

0 0

� �
xðkÞ
1

� �
<0

Referring to Lemma 1, we get

xðkÞ
1

� �T
ET
i Ei *

eTi Ei − 1+ eTi ei

� �
xðkÞ
1

� �
≤ 0,

Use S-process [13] to obtain

xðkÞ
1

� �T
A ̂Ti PiA ̂i + ðη− 1ÞPi 0

0 0

� �
xðkÞ
1

� �
− λi

xðkÞ
1

� �T
ET
i Ei *

eTi Ei − 1+ eTi ei

� �
xðkÞ
1

� �
<0, λi >0, I.e.

A
T̂
i PiA ̂i + ðη− 1ÞPi − λET

i Ei − λET
i ei

− λeTi Ei − λð− 1+ eTi eiÞ
� �

<0

By using of Schur complement theory [14], we get

Â
T
i PiAî + ðη− 1ÞPi − λET

i Ei − λET
i eið1− eTi eiÞ− 1eTi Ei <0 ð8Þ

According to the matrix inversion formula

ð1− eTi eiÞ− 1 = 1+ eTi ðI − eieTi Þ− 1ei,

In Eq. (8) can be written as

Â
T
i PiÂi + ðη− 1ÞPi − λET

i Ei − λET
i eie

T
i Ei − λET

i eie
T
i ðI − eieTi Þ− 1eieTi Ei <0 ð9Þ

This is equivalent to

A
T̂
i PiÂi + ðη− 1ÞPi − λET

i ðI + eieTi ÞEi

− λiðET
i −ET

i ðI − eieTi ÞÞðI − eieTi Þ− 1ðEi − ðI − eieTi ÞEiÞ<0

This is equivalent to

Â
T
i PiÂi + ðη− 1ÞPi − λiET

i ðI + eieTi ÞEi − λET
i ðI − eieTi Þ− 1Ei

− λET
i ðI − eieTi ÞEi + λiET

i Ei + λiET
i Ei <0

So we get
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A
T̂
i PiÂi + ðη− 1ÞPi − λiET

i ðI − eieTi Þ− 1Ei <0 ð10Þ

By using of the Schur complement theory, in Eq. (10) can be written in the form
of LMI (11) as follows

ðη− 1ÞPi Â
T
i ET

i
Âi −P− 1

i 0
Ei 0 λ− 1

i ðI − eieTi Þ

2

4

3

5<0 ð11Þ

Substituting (5)–(11) gives

ðη− 1ÞPi* *

Ai +BiKi −P− 1
i 0

Ei 0 λ− 1
i ðI − eieTi Þ

2

64

3

75+

0

Di

0

2

64

3

75Fi Eai +EbiKi 0 0½ �+

Eai +EbiKi 0 0½ �TFT
i

0

Di

0

2

64

3

75

T

<0

By Lemma 2, there exists a constant εi >0, i∈N to set up

ðη− 1ÞPi* *

Ai +BiKi −P− 1
i 0

Ei 0 λ− 1
i ðI − eieTi Þ

2

64

3

75+ εi

0

Di

0

2

64

3

75

0

Di

0

2

64

3

75

T

+ ε− 1
i Eai +EbiKi 0 0½ �T Eai +EbiKi 0 0½ �<0,

this is equivalent to

ðη− 1ÞPi + ε− 1
i ðEai +EbiKiÞTðEai +EbiKiÞ * *

Ai +BiKi −P− 1
i + εiDDT 0

Ei 0 λ− 1
i ðI − eieTi Þ

2

4

3

5<0,

By using of Schur complement theory two times, we get

ðη− 1ÞPi * * *
Eai +EbiKi − εij * *
Ai +BiKi 0 −Pj + εijDiDT

i *
Ei 0 0 λ− 1ðI − eieTi Þ

2

664

3

775<0 ð12Þ

Substituting Q− 1
i =Pi and pre and post multiplying by diag fQi

I
I

I

2

4

3

5 g

gives LMI (6).
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3.2 Solving for Problem 2

Theorem 2 Consider a parameter perturbation switching system (1), where Ωi

shows the corresponding operating region which is described by Eix+ eijj≤ 1
If there exist Qi =QT

i >0, Qj =QT
j >0, scalar εij >0, λi >0 and the appropriate

dimension matrix Yi, Ki =YiQ− 1
i , i, j∈N so as to satisfy the following LMI,

ðη− 1ÞQi * * *
EaiQi +EbiYi − εij * *
AiQi +BiYi 0 −Qj + εijDiDT

i *
EiQi 0 0 λ− 1

i ðI − eieTi Þ

2

664

3

775<0, i, j∈N, ð13Þ

The state feedback controller enables parameter perturbation switching system
(1) is asymptotically stable.

Proof We construct Lyapunov functions as VðkÞ= xTðkÞPixðkÞ,
Vðk+1Þ= xTðk+1ÞPjxðk+1Þ, Pi =PT

i >0, Pj =PT
j >0, xðkÞ∈Ωi, xðk+1Þ∈Ωj.

The proof is similar to Theorem 1. Omitted.

3.3 Solving for Problem 3

Consider the common input constraints jjujj2 ≤ umax. Use the Schur complement
theory to get

Qi YT
i

Yi u2maxI

� �
≥ 0, i∈N ð14Þ

The initial state xð0Þ is located in the invariant set which meet xTð0ÞPr0xð0Þ≤ 1,
where r0 ∈N ̄ represents the initial work of the subsystem. Use the Schur comple-
ment theory to get

1 xTð0Þ
xð0Þ Qr0

� �
≥ 0,Qr0 =P− 1

r0 ð15Þ

3.4 Robust Control for Linear Switched Systems

Theorem 3 For input parameter perturbation limited switching system (1), if there
exist Qi =QT

i >0, Qj =QT
j , and there exist some positive scalars number εij >0,

λi >0, and matrix Yi, Ki =YiQ− 1
i , i, j∈N, so as to satisfy LMI constraints (6), (13),
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(14), (15), the state feedback controller uðkÞ=KixðkÞ to make the system asymp-
totically stable and satisfies the input constraints.

Proof Proved by Sects. 3.1, 3.2 and 3.3.

4 Simulation Results

4.1 Mathematical Model Simulation

There is a mathematical example for switched system in [14], where the system is
described as follows:

xk+1 =
A1xk +B1uk if 0 1½ �xk <0
A2xk +B2uk if 0 1½ �xk ≥ 0

�

where A1 =
0.35 − 0.6062

0.6062 0.35

� �
, A2 =

0.35 0.6062
− 0.6062 0.35

� �
, B1 =B2 = ½0, 1�T ,

xð0Þ= ½4, − 4�T , uj j≤ 1. In this paper we take parameter uncertainty into consider
on the basis of system model in the literature [14] to get the new form as following:

Ai Bi

� �
= Ai Bi½ �+DiFi Eai Ebi½ �, i=1, 2, in which D1 =

0.1 0.2
0.09 0.1

� �
,

D2 =
0.11 0.19
0.1 0.09

� �
, Ea1 =

0.2 0.17
0.15 0.12

� �
, Ea2 =

0.08 0.05
0.6 0.07

� �
,

Eb1 =Eb2 =
0.1
0.09

� �
, FiðkÞ= sinðkÞ ði=1, 2Þ, and FT

i ðkÞFiðkÞ≤ I.

The scope of the two subsystems are Ω1 = fx∈R2j− L< x2 < 0g,
Ω2 = fx∈R2j0< x2 < Lg where L=100. Firstly, according to Lemma 1, the Ω1, 2 is
described with two oval set, there are E1, 2 = ½0, 0.01�, e1 = 1, e2 = − 1. In this paper,
use of Theorem 3 to system simulation, Fig. 1 shows states of the track system, and
Fig. 2 shows a control input. Figures 1 and 2 show that the system under the
control of action move to stabilize after several switching steps, and control inputs
satisfy the constraints requirements.

4.2 Simulation for Marine Surface Vessel

A switched model of marine surface vessel is described in [15] as follows:

x ̇= A1x+B1δ − 10≤ δ≤ 10
A2x+B2δ 10< δj j≤ 15

�
.
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where δ represents the steering angle as a control input simultaneously with input
constraints δ∈ − 15◦, 15◦½ �. x is a 5-dimensional column vector as
x= v r ψ p φ½ �T , including five state variables of surface craft, swaying
speed v, yaw rate r, yaw angle ψ , roll angular velocity p, roll angle ϕ. If rudder
angle δ is steered in the working region as δ∈ − 10◦, 10◦½ �, A1 and B1 is described
as follows:

A1 =

− 0.02276 − 2.7910 0 0.09211 − 0.1169
− 0.0009168 0.1068 0 0.009949 0

0 1 0 0 0
0.002032 − 0.3058 0 0.01982 − 0.04486

0 0 0 1 0

2

66664

3

77775
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B1 = − 0.05699 0.002838 0 0.004081 0½ �T .

If rudder angle δ is steered in the working region as
δ∈ − 15◦ − 10◦½ Þ∪ 10◦ 15◦ð �, A2 and B2 is described as follows:

A2 =

− 0.04062 − 0.1899 0 − 0.06664 − 0.09348
0.0001167 − 0.1468 0 0.007198 − 0.0008284

0 1 0 0 0
0.002594 − 0.3051 0 − 0.01434 − 0.04417

0 0 0 1 0

2

66664

3

77775

B2 = − 0.04575 0.02279 0 0.003277 0½ �T .

Taking into account the uncertainty of model parameters, we get the model of
marine surface vessel with a parameter perturbation

x ̇= A11x+B11δ − 10≤ δ≤ 10
A22x+B22δ 10< δj j≤ 15

�
.

where

A11 =A1 +D1 *F *Ea1,B11 =B1 +D1 *F *Eb1,

A22 =A2 +D2 *F *Ea2,B22 =B2 +D2 *F *Eb2

Ea1 =Ea2 =

− 0.1108 − 1.3955 0 − 0.0461 − 0.0585
0.0015 − 0.0534 0 0.005 0

0 0.5 0 0 0
0.002 − 0.1529 0 − 0.0099 − 0.0224
0 0 0 0.5 0

2

66664

3

77775
,

Eb1 =Eb2 = − 0.0057 0.0004 0 0.0003 0½ �T ,F = sin (t)

D1 =D2 =

0.1 0 0 0 0
0 0.1 0 0 0
0 0 0.1 0 0
0 0 0 0.1 0
0 0 0 0 0.1

2

66664

3

77775
,

Discrete above system and simulate the system using Theorem 3 of this article.
Figure 3 shows a dynamic curve of control input. Figure 4 shows the dynamic
curve of roll velocity v which is the first element in x state set. Figure 5 is dynamic
curves of the other four elements in x state set. It is seen from Figs. 3, 4 and 5 that
the system under the control of action move to stabilize after several switching and
control input meet the constraints requirements.
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5 Conclusion

In this paper, the design method of stability and controllers of a class of uncertain
discrete switched linear systems with input constraints has been discussed. In LMIs
solving tool, the discrete-time status of each set is described by a group of sub-
systems oval set combined with Lyapunov sense of stability constraints, form of
LMIs given that robust stability sufficient condition and design method of controls
of closed loop switched systems. While the common input constraints converted
into LMIs, LMIs convex constraint ensure the feasibility of solving the controller.
Finally, simulation examples demonstrate the effectiveness of the proposed method.
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Fault Diagnosis Method of Wind Turbine
Generators Based on Principal
Component Feature Extraction

Feng Lv, Jing He, Zeyu Zhang, Lingyan Li and Xiyuan Ju

Abstract The operation process of the wind turbine generator is complex, the
running state variables are many, and the variables are related to each other. It is
difficult to achieve the expected results if the traditional fault diagnosis method is
used. The fault diagnosis method based on principal component analysis (PCA) of
the feature extraction of wind turbine generator is presented in this paper. The
principal component model is established based on the normal working condition
history data at first, and the control limits of Hotelling T2 and SPE two statistics are
obtained. The condition monitoring and fault location of generating sets are realized
by comparing the statistics of real-time operation and the size of the threshold. The
experimental simulation results of the operation data of the wind turbine generator
show the effectiveness of the method.

Keywords PCA ⋅ Condition monitoring ⋅ Fault diagnosis ⋅ Wind turbine
generators

1 Introduction

Synthesizing technology achievement of electronic computer, automatic control,
optical fiber communication, power frequency ac, servo drive, precision testing and
new mechanical structure, wind power generator system has the characteristics of
high flexibility, high precision, and high automation. Because the operation of the
generator is complex, and the operation state variables are many, and the variables
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are related to each other, it is difficult to achieve the expected results if the tradi-
tional fault diagnosis method is used, when the wind turbine is in trouble, traditional
condition monitoring method can realize fault diagnosis, but it has some limitations.
In most cases, the fault has occurred when the control system is issued. However,
the whole system can do just automatically to the wind turbine down, to prevent
further deterioration of the fault. But these can not reveal the monitoring time and
its causes, and the fault often reached a certain level. On line monitoring and
diagnosis system can overcome the above shortcomings, but the key is how to
choose the appropriate condition monitoring method to realize the fault diagnosis of
wind turbine, it is the main problem [1]. At present, in wind turbine, wavelet
multi-scale analysis method can be used for the characteristics of fault signal
extraction and the fault diagnosis realization [2]. Also, neural networks and support
vector machines can be used to classify the fault characteristics and to realize the
fault diagnosis and location [3]. In the literature [4], the relative principal com-
ponent analysis method is used to establish wind turbine tower and its influencing
factors between relationship models through the vibration of tower operation data
mining analysis and to realize the fault diagnosis. For mechanical transmission
parts, vibration signal spectrum analysis is used to monitor and diagnose the
bearing faults [5, 6]. Current diagnostic methods mainly focus on the single signal
of the wind generator or local fault diagnosis; there are few studies on the operation
state multi-variable monitoring and fault diagnosis of wind turbine problem.
Therefore, this paper presents a fault diagnosis method of wind turbine generator
based on principal component analysis, the method does not need to consider
complex industrial process model, through the historical data to establish the object
model, and for these different data, it only needs to extract most of the useful data to
represent the original data information, to eliminate the linear relationship between
the variables, and to achieve dimensionality reduction. The performance monitoring
and fault diagnosis of the system are realized by the feature extraction of the wind
turbine.

2 Building the Principal Component Model

The object of the study of the PCA is that sample points multiply by variable type
data matrix. The basic idea is that when the loss of the package information data is
the minimum, lower the dimension of high variant space, pick up typical principal
component, interpret the most change of the data, and divide the original data into
two parts, which are system part and noise or error part.

If there are n sampling points and measured variables, X = ðx1, x2, . . . , xmÞT ,
algorithms steps are as follows.
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(1) Standardize the original data, then X is also used to express the data matrix and

use the formula: X = ½X − IuT �D− 1
2

σ . It is non-singular matrix in which all
elements are 1. u= ½u1, u2, . . . um�T is the mean vector of the original data
matrix-X. Dσ = diagðσ21, σ22, . . . σ2mÞ is the variance matrix of the original data
matrix-X.

(2) According to the formula R= rijð Þm×m =XTX n̸, we can calculate the covari-
ance matrix of X.

(3) Calculate the first m eigenvalue: λ1 ≥ λ2 ≥⋯≥ λm ≥ 0 and related feature
vector p1, p2, . . . , pm. It is the principal component feature vector and also
load vector, which represent the associated information among the variable.

(4) Representing the ith principal element

ti = pTi X = pi1x1 + pi2x2 +⋯+ pimxm ð1Þ

The principal component vector represents the associated information of the
sampled data.

(5) Pick up the number of the optimal principal component and use accumulative
contribution rate to calculate the value of the pivot-a. The contribution of
Pivot-ti accounts for δi which is the proportion of each eigenvalue of correl-
ative coefficient matrix-R in all eigenvalues. The accumulative contribution
rate of the fist a principal element is ηa, which is the sum of the accumulative
contribution rate of the fist a principal element.

δi =
λi

∑
m

j=1
λj

ð2Þ

ηa = ∑
a

i=1
δi =

∑
a

i=1
λi

∑
m

i=1
λi

ð3Þ

Generally, we can set the minimum value of accumulative contribution rate
according to different needs. Accumulative contribution rate ηa ≥ 85%.

(6) The original data matrix can be reconstructed by extracted pivot model

X =X ̂+X ̃= TPT + T ̃PT̃ ð4Þ

T and P are principal element score matrix and principal element load matrix,
respectively. Column vectors of P are the first a feature vectors of R,
respectively, P= p1, p2, . . . , pa½ �. T ̃ and P̃ are residue score matrix and
residue load matrix, respectively and column vectors of P̃ are (m–a) feature
vectors, P ̃= pa+1, pa+2, . . . , pm½ �.
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In practical application, if the residual matrix is ignored, it can also guarantee
data integrity, so data-X can be approximately equal to

X ≈ t1pT1 + t2pT2 + . . . + tApTA ð5Þ

3 Feature Extraction and Performance Detection
of Principal Component Analysis

After the principal component model is established, we can use this data model to
analyze and judge the real-time data of the new measurement. A new data matrix
for real-time measurement of X, of course, is after the normalized data matrix,
calculate the principal element measurement of the value of the new sample,
similarly, X can be decomposed into two parts, then

X =X ̂+X ̃ ð6Þ

In the formula: X ̂=PPTX =CX, C is projection matrix of corresponding prin-

cipal component subspace. X ̂ is its projection. In the formula: X ̃=P ̃P̃T
X = ðI −CÞ

X =C ̃X, I is unit matrix and C ̃ is projection matrix of corresponding residual
subspace of X. X ̃ is its projection. The principal subspace is described in most of the
information of all the data that the residual subspace is noise and fault measurement
data, and the two are two orthogonal.

These results can be statistically tested, according to the test results, you can
determine whether it is the process of failure or abnormal occurrence. There are two
commonly used statistics: Hotelling T2 and SPE.

(1) Hotelling’s T2: To measure the change of the sample vector mapping in the
principal component space

T2 =XTPΛ− 1PTX ≤ T2
a ð7Þ

In the formula: Λ= diag λ1, . . . , λAf g, T2
a is control limit of T2 whose con-

fidence is a. The formula is as follows:

T2
a =

Aðn2 − 1Þ
n n−Að Þ FA, n−A; a ð8Þ

FA, n−A; a is F distributed critical value whose confidence is a with A and n-A
degree of freedom.
Visible, for statistics-T2 is principal component subspace, which contains only
information of principal component scores, embody the principal component
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score vector is each sampling in the change trend and the amplitude deviations
from the model, the characterization of PCA model interior changes. At the
normal working condition, T2 ≤ T2

a , however, when it is abnormal or fault,
T2 > T2

a .
As mentioned above, the way based on statistics-T2 can only detect some
variable’s change of principal component subspace. If one of the measured
variables is not reflected well in the principal component model, the fault of
these variables cannot be tested through this way. This case can be taken into
consideration by analyzing the new measured variables of the residuals for
fault detection, that is, the SPE statistic.

(2) SPE: To measure the change of the sample vector mapping in the residual
space

SPE = x ̃k k2 =Xi I −Cð ÞXiT =Xi I −PPT� �
XiT ði=1, 2, . . . , nÞ ð9Þ

In the formula: i is the ith sample and I is a full rank matrix of 1 for all
elements.
The formula of this control limit is

Qα = θ1½Cα

ffiffiffiffiffiffiffiffiffiffiffiffi
2θ2h20

p

θ1
+ 1+

θ2h0ðh0 − 1Þ
θ21

� 1h0 ð10Þ

In the formula: θj = ∑
m

j= a+1
λj j=1, 2, 3 ; h0 = 1− 2θ1θ3

3θ22
a represents the number

of principal element, m is the number of measurement, λj (j = a + 1, a + 2,
…, m) is eigenvalue of covariance matrix from big to small, which is stan-
dardized by original variable data matrix and Cα is the statistic of α, which is
confidence of normal distribution.
SPE is scalar in the residual subspace, which represents the every measured
sample, relative to the extent of the deviation of principal component model. It
is the measurement of data change outside the model and represents the
change of the data against the principal component model’s explanation. At
the normal working condition, SPE≤Qα, however, when it is abnormal or
fault SPE>Qα. Statistics T2 is for monitoring the changes of quality indexes;
statistics SPE corresponding to the under reporting rate will be less (for non
normal or unstable process).
When the two statistics exceed control limits, abnormal or fault happens, but it
cannot obtain what were wrong or where the source problem is from the
control chart of statistic. Separating the variable of fault, this text uses the
technology of traditional contribution plots. It is a reflection of the various
state variables on the impact of the two statistics, the histogram can obviously
show the contribution of the size, by comparing the contribution of the per-
centage of the size, to be able to basically lock the source of failure. But the
final and concert reason need to be determined further by technologists.
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When SPE exceeds control limits, the contribution of the ith variable to
statistic-SPE at the time j is:

SPEij = e2ij = xīj − x
� � ð11Þ

The ith variable to contribution value of statistic-SPE is:

CONTSPEi = x ̄i − xîð Þ2 ð12Þ

4 Fault Diagnosis of Wind Turbine Based on Principal
Component Analysis

We choose the SEC-W2000 generator real-time monitoring of a wind field mea-
surement variable 40, for the 121 sampling points. Table 1 shows the measured
variable parameters during the operation process.

Table 1 Measured variable of process of wind generator

Var Description Var Description Var Description Var Description

1 Active
power

11 wind
velocity

21 Generator speed 31 Gear box temp

2 Reactive
power

12 Average of
30 s

22 Stator U temp 32 Cool water temp of
gear box

3 A phase
voltage

13 Average of
10 min

23 Stator V temp 33 Cabin location

4 B phase
voltage

14 Wind
direction

24 Stator W temp 34 Out cabin temp

5 C phase
voltage

15 Average of
60 s

25 Inlet temp 35 Cabin temp

6 A phase
current

16 Rotor speed 26 Outlet temp 36 Cabin vibration
sensor X

7 B phase
current

17 Pitch angle 27 Free end axial
temp

37 Cabin vibration
sensor Y

8 C phase
current

18 Pitch angle
1

28 Driving end
axial temp

38 Valid value of cabin
vibration

9 Line
frequency

19 Pitch angle
2

29 High speed
bearing temp

39 Twists and cable
location

10 Power
factor

20 Pitch angle
3

30 Low speed
bearing temp

40 Generated energy
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4.1 State Monitoring Procedure for Wind Turbine

The fault diagnosis process of wind turbine is shown in Fig. 1, mainly including
discrete modeling and fault detection.

• Build the principal component model

(1) At the normal condition of generator, we get a piece of process data and use
these data to build training sample assemblies-X of principal component
model, then standardize it. Processed data is also denoted by X.

(2) Calculate the covariance matrix of X; ∑ = σij
� �

nXm, σij = 1
n− 1

∑n
k=1 ðXki −X ̄iÞ.

(3) Calculate eigenvalue of ∑: λ1 ≥ λ2 ≥⋯≥ λm ≥ 0 and corresponding stan-
dardizing eigenvector P1,P2 . . .Pm.

(4) According to the CPV≥ 85% principles to determine the number of prin-
cipal components A.

(5) Construct the transformation matrix PA = P1,P2 . . .PA½ �.
(6) Calculate the control limits of statistics T2 and SPE at the confidence level

of 95 %.

• Fault detection and diagnosis based on two statistics

(1) Standard treatment for new detection sample X

According to formula:
t=X ̄iPk

X ̄i = tiP ̄
T
k =X ̄kPkPT

k
ei =X ̄i −X ̂i =X ̄iðI −PkPT

k Þ

8
<

:

Calculate the principal component.

And according to formula:
T2
i = tiD− 1

k tTi =X ̄PkD− 1
k PT

k X
T
i

Q= ei eTi =X ̄i I −PkPT
k

� �
X ̄Ti

�

Offline modeling historical data Offline PC model Model validation

Fault detection Test data PC model Calculation SPE and 2T

Comparison with threshold Determine the fault

Fig. 1 Flow chart of fault diagnosis of wind turbine
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Calculate two representative statistics of real-time monitoring of standard-
izing sample, make out the control chart and test the fault.

(2) If the process is abnormal, use contribution plot method to determine those
variable, which mainly causes the fault.

4.2 Experiment and Simulation

We selected the 40 variables in real-time monitoring data of wing power generator
system as the statistical magnitude to monitor variable, dopting normal data in 121
sampling sites respectively as training sample set and testing data. Among these
data, we chose the first 89 to be normal, at the same time, leading malfunctions
from the beginning of the 90 and continued to the end of the whole process. By
applying MATLAB programming, we standardized the original data, finding out
the covariance matrix. Then we ranked characteristic value and characteristic
vector, and applied the variance contribution rate to get the number of the optimal
principal. Figure 2 is the statistical magnitude of SPE and T2. Their corresponding
control limit is about the number 10. The curve recorded the statistical magnitude of
all the sampling sites.

We can see that the two statistical magnitudes can both monitor the process of
the experiment and have similar trends. When the malfunctions appeared in the
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Fig. 2 Statistical monitoring process
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90th sampling site, the statistical magnitude of the SPE and T2 were both getting
larger, even exceeding the control limit. The statistical magnitude Fig. 2 showed the
fluctuation first appeared in the 90th sampling site. SPE and T2 were no longer
keeping stable in a proper level, but increased apparently, which saying the
exception must have had occurred.

Besides, when testing out the malfunctions, the statistical magnitude of the SPE
indicated that the sites after the 90th site were all apparently on the control limit and
there were no underreporting. However, statistical magnitude of T2 were below the
control limit between the two sampling sites 117 and 118. It belongs to fault
underreporting. That explained that the statistical magnitude of the SPE is more
precise than and corresponding underreporting would be less.

Through the front analysis to determine the wind turbine generator fault. But
exactly determining the fault still needs further positioning. So we randomly
selected 100th sampling points to make a statistical contribution Fig. 3, looking for
fault source, and to determine the location of the fault. See from Fig. 3 fault outlier
SPE contribution plot, contribution to the SPE statistic maximum are 37 variables,
also is to say no. 37 variables change model of the system stability has the greatest
influence, from Table 1 can be seen, this variable is the cabin vibration sensor Y,
can be convicted during the normal operation is mainly due to the cabin vibration
sensor to detect transverse or longitudinal vibration led directly to the wind turbine
fault.

0 5 10 15 20 25 30 35 40 45
0

0.05

0.1

0.15

0.2

0.25
Statistic contribution chart

Fig. 3 100th sample points to the SPE contribution chart
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5 Conclusion

Fault diagnosis, which is determined by principal component analysis, can extract
the spatial main change information of original data without relying on process
mechanism. It greatly reduces the dimension of original data space, eliminates the
nonlinear connection of variables, and reduces noise influence ensuring that the loss
of data information is least. The example of wind generator application testifies that
the way based on extraction of principal component feature can react to abnormal
change process and can also accurately reach the goal of performance test and fault
diagnosis.
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Transformer Internal Insulation Fault
Diagnosis Based on RBF Neural Network
Evolved by Immune Particle Swarm
Optimization

Hao Li, Fuzhong Wang and Rui Wang

Abstract The reliability of the power transformer operation is directly related to
the security of power system and the reliability of power supply. In order to
improve the diagnosis accuracy of internal insulation fault in transformer, this paper
proposes an algorithm of transformer internal insulation fault diagnosis which is
based on RBF neural network evolved by immune particle swarm optimization by
analyzing the internal insulation fault type of transformer and the content of dis-
solved gas in transformer oil composition. The paper focuses on the composition
principle of transformer fault diagnosis based on RBF neural network. The method
of determining the number of hidden layer of network center and the initial position
based on artificial immune network algorithm is given. The method of network
weight optimization based on particle swarm optimization algorithm is developed.
And the simulation experiment is also given. The simulation results show that the
proposed algorithm can effectively diagnose the transformer fault types and the
diagnosis accuracy can reach above 90 %.

Keywords Power transformer ⋅ Fault diagnosis ⋅ RBF neural network ⋅
Artificial immune network ⋅ Particle swarm optimization

1 Introduction

Power transformer is one of the important equipment in power system. Diagnosing
the internal insulation faults in power transformers correctly is of great significance
to improve the security and reliability of power system operation [1]. The dissolved
gas analysis (DGA) in transformer oil is one of the most effective methods to
diagnose the oil immersed transformer with internal insulation faults. It can
effectively detect transformer latent fault and the degree of faults development and
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prevent accidents caused by the faults [2]. Though the traditional three-ratio method
and its improved method are simple and convenient in the engineering application,
they expose the problems of coding not full and coding boundary too absolute. This
often causes the miscarriage of justice or the leakage judgment and results of the
fault diagnose accuracy rate are not very high. At present, in order to improve the
accuracy of internal insulation fault diagnosis of transformer, many intelligent
algorithms are introduced including artificial neural network [3–5], artificial
immune algorithm [6], support vector machine [7], particle swarm algorithm, etc.

Neural network algorithm has many advantages including self-organization,
self-learning ability, which is widely used in the field of pattern recognition and
fault diagnosis. But neural network algorithm also has many defects such as
needing large amount of training samples and training time. And it is also easy to
fall into local minimum defects. Paper [3] used the BP neural network method to
diagnose transformer faults. In order to improve the training speed of BP network,
the author in this paper used the L-M algorithm to optimize the BP network and
achieved good diagnostic results. In paper [8] the author used the immune ant
algorithm to deal with the training data, which optimized RBF hidden layer
parameters. In this paper, the author also used the least square algorithm to calculate
the output weights of RBF network, which improved the network generalization
ability and convergence speed. All of the above mentioned algorithms have played
a very good role in guiding the application of neural network in fault diagnosis of
transformer.

According to the analysis of internal insulation fault and its oil and gas com-
ponents, this paper proposes a transformer fault diagnosis algorithm which com-
bines artificial immune algorithm with particle swarm optimization algorithm to
optimize the RBF neural network. First, this paper uses artificial immune network
algorithm on the input of RBF neural network to determine the hidden layer of RBF
center. Second, the paper uses the particle swarm optimization algorithm to opti-
mize the weights of RBF network, which can simplify the structure of network,
improve the generalization ability and convergence rate of network. Simulation
results show that the method can effectively identify the fault types and improve the
accuracy of fault diagnosis.

2 Internal Insulation Fault Type of Transformer
and Its Oil and Gas Component

Insulation systems of power transformers usually use two kinds of basic insulation
material: solid material (including insulating paper, laminated board, etc.) and
liquid material (transformer oil). When the transformer is in the presence of latent
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fault, these liquids or solid materials will decompose under the action of electricity
and heat and produce some specific gas, which will dissolve in the transformer oil.
The gases mainly included are H2, CH4, C2H6, C2H4, C2H2, CO, CO2. The change
of the characteristic gas content dissolved in oil is closely related to the develop-
ment degree and the fault type of the transformer internal fault. The relationship
between the characteristic gas and the internal insulation fault types of the trans-
former is shown in Table 1.

As can be seen from the Table 1, the internal insulation fault of power trans-
former can be divided into thermal fault and electrical fault. Thermal fault is mainly
caused by the thermal stress caused by accelerated aging. Electrical failure is mainly
due to the high electrical stress caused by insulation aging caused by internal fault.
According to the energy density, the electrical failure can be divided into several
different types: partial discharge (PD), low energy discharge (D1), and high energy
discharge (D2).

According to the relationship between the type of dissolved gas in oil and the
nature of internal insulation fault, the method of DGA uses the content of 7 kinds of
characteristic gases dissolved in oil as the method to judge the insulation faults of
transformer. Due to the dispersion of CO and CO2 content and the data obtained in
the field are often missing, hence this paper uses H2, CH4, C2H6, C2H4, C2H2,

which are the kinds of gas as the characteristic gas.
According to the transformer oil dissolved gas analysis and judgment of the

guidelines, this paper selects partial discharge (PD), low energy discharge (D1),
high energy discharge (D2), low temperature overheat (T1), middle temperature
overheat (T2), high temperature overheat (T3) a total of six kinds of patterns as the
fault types to diagnosis.

Table 1 Gas components produced by different fault types

Fault
property

Fault type Main gas Secondary gas

Thermal
fault

Oil overheating CH4, C2H4 H2, C2H6

Oil and paper overheating CH4, C2H4, CO,
CO2

H2, C2H6

Damp or bubbles in oil H2 –

Natural aging CO, CO2 –

Electrical
fault

The partial discharge of oil paper
insulation

H2, CH4, CO C2H2, C2H6,
CO2

Spark discharge in oil H2, C2H2 –

Electric arc in oil H2, C2H2 CH4, C2H4,
CO2

Arc in oil and paper H2, C2H2, CO,
CO2

CH4, C2H4,
C2H6
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3 Transformer Fault Diagnosis Model Based
on RBF Neural Network

3.1 The Structure and Principle of Internal Insulation
Fault Diagnosis Model of Transformer

RBF neural network is a kind of neural network with a strong biological back-
ground, which has strong function approximation ability. Each hidden layer neu-
ron’s transfer functions constitute a plane fitting of a basis function which is a local
approximation network. That means in a local region of the input space exists only
a small number of neurons, which are used to decide the output of the network. As
the ability of the network learning speed and function approximation are strong, the
RBF network is widely used in the fields of pattern recognition, function approx-
imation and fault diagnosis. The RBF neural network is composed by three parts:
input layer, hidden layer, and output layer. The fault diagnosis model of RBF
network is shown in Fig. 1.

The main principle of RBF neural network is the nonlinear function of the
network hidden layer unit. The RBF excitation function is used as the basis of the
hidden layer unit. The basic form of the radial basis function is shown in the
following (1).

sj xð Þ=ϕjð x− cj
�� ��Þ , ð j=1, 2, . . . , aÞ ð1Þ

In RBF neural network, the most commonly used radial basis function is the
Gauss function because of its simple expression, good analysis performance, etc.
Hence this paper uses the Gauss function as the radial basis function. The basic
form is shown in the following (2).

ϕjð x− cj
�� ��Þ= exp −

ðx− cjÞTðx− cjÞ
δ2j

" #

ð2Þ

Fig. 1 Fault diagnosis model
of RBF network
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In formula, sj is the output of the j unit in the hidden layer; ϕð ⋅ Þ is the basis
functions; x− cj

�� �� represents the Euclidean distance between the input vector x and
the center vector cj of the basis function; cj is the center vector of the underlying
function of the hidden layer; δj is the parameter of the first j basis function of the
hidden layer; a is the number of nodes in the hidden layer.

The relationship between hidden layer and the output layer of the network
achieves linear mapping. The output layer of the network realizes a linear combi-
nation of the hidden layer nodes, and its expression is shown in (3).

yk = ∑
a

j=1
ωjk ⋅ sj, ðk=1, 2, . . . ,mÞ ð3Þ

3.2 Design of Input and Output of Transformer Fault
Diagnosis Model Based on RBF Neural Network

As can be seen from the structure of RBF network, the input of the network is a set
of gas characteristics which corresponds to fault types. This paper selects five
characteristic gases as the inputs of the network, they are H2, CH4, C2H6, C2H4,
C2H2. Hence the number of input layer nodes in network is five. The outputs of the
network are a vector which represents a kind of fault type. There are six fault
models, hence the number of output layer in the network is six.

Assuming that there are a total of N group input data of the network
X = ½x1, x2, . . . , xN �, each of these elements xi = ½xi1, xi2, xi3, xi4, xi5�T represents a set
of fault data, the corresponding actual output is Y = ½yi1, yi2, yi3, yi4, yi5, yi6�T . As the
relationship between hidden layer and output layer of RBF neural network is linear
mapping, hence we can get the output layer of the network results expressions
which is shown as follows according to the network structure shown in Fig. 1.

yk =wT
kΦ= Σ

a

j=1
wkj exp½−

x− cj
�� ��2

δ2j
�, ðk=1, . . . , 6Þ ð4Þ

By analyzing (4), we can see that the key of construct RBF neural network fault
diagnosis model lies in the two aspects. First, we need to use the input fault samples
to determine hidden layer center vector and the number of hidden layer neuron.
Second, we need to use the given training samples to train the weights of network
hidden layer to the output layer. In RBF network, the computation of the network
will increase if there are many centers of RBF network, which will result in a
reduction of the network’s generalization ability. Hence, it is key to select the
appropriate number of RBF centers to build the network model. The common
method used to solve the RBF network center algorithm are mainly the clustering
algorithm, orthogonal least squares algorithm, etc. But these algorithms have

Transformer Internal Insulation Fault Diagnosis … 93



defects, such as clustering algorithms require a predefined cluster number, and the
orthogonal least squares method will appear ill conditioned matrix when the
quantity of input data is large [9]. In order to solve this problem, this paper uses the
artificial immune network algorithm to process the training data, and then gets the
number and location of the hidden layer center of the RBF network.

3.3 Determination of RBF Hidden Layer Center Based
on Artificial Immune Network Algorithm

Artificial immune network algorithm is a new intelligent algorithm which simulates
the biological immune system. It combines clone selection with immune suppres-
sion principle which simulates the role of the relationship between the mimic
antigen and antibody. In the process of learning model of antigen, the antibody will
be optimized constantly and finally will get the uniqueness of the characterizing
antigen antibody [10]. In order to get the number of hidden layer center and the
center vector of the network, this paper uses the principle of artificial immune
network to process the sample data. The processing algorithm is shown as follows:

(1) Extraction of the original antigen set. This paper select five kinds of gas H2,
CH4, C2H6, C2H4, C2H2 as the characteristic gas of the transformer. Hence,
the content of these five kinds of characteristic gases are selected as the
original antigen xi = ½xi1, xi2, xi3, xi4, xi5�.

(2) Normalization of transformer fault gas characteristic value. Due to the
analysis of the dissolved gas in the oil, the original gas data of the same fault
type is different and the dimension is also different, which will affect the fault
type [11]. Hence, this paper uses the following method to process the data.

x
0
ip = xip ̸ ∑

5

p=1
xip, ðp=1, 2, 3, 4, 5Þ ð5Þ

(3) Purification of transformer fault characteristic. In order to remove the similar
individuals in the fault characteristic quantity, the characteristic quantity of
the treated fault should be purified. The similarity degree of individual is
characterized by Euclidean distance. Individual similarity is measured by cv.
An individual will be removed when the cv is less than 0.01. N-dimensional
Euclidean distance is shown as follows:

dðA!, B
!Þ= sqrt∑ ða i½ �− b i½ �Þ2, ði=1, 2, . . . , nÞ ð6Þ

(4) Initialization of antibody set randomly. This paper selects a certain number
N of the various types of failure mode from the sample randomly as the
immune network initial antibody collection, which is expressed by Ab.
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(5) Calculation of affinity. Calculate the affinity between the training sample x
0
i

and all the antibodies in initial antibody set Ab. The calculation formula of
affinity is shown as follows: xj ∈Ab

� �
.

fij =
1

1+ x0
i − xj

�� �� ð7Þ

(6) Clone selection. According to the affinity vector fi, this paper selects n the
highest affinity antibody from antibody set Ab as a new antibody set Ab nf g.

(7) Clone operation. This paper operates each antibody in the new antibody set
Ab nf g and the number of Nc is determined by the following formula. The
antibody set after clone operation is Ci.

Nc = ∑
n

i=1
roundðKscalefiÞ ð8Þ

(8) Mutation operation. Simulating the high frequency variation of somatic cells,
the antibody set after mutation operation is C*

i . The formula for variation
operation is shown as follows, in this formula α is the learning rate, which is
determined by affinity, the bigger the affinity is, the bigger the α is

c*j = cj − αðcj − x
0
iÞ. ð9Þ

(9) Calculate the affinity again. In paper we recalculate the affinity between x
0
i

and antibody set C*
i . According to new affinity degree vector fi from antibody

set, this paper selects a maximum degree of ξ% antibody affinity and deletes
antibody which affinity is less than a certain threshold σd.

(10) Immune suppression operation. We calculate the affinity between the various
antibodies in the antibody set Ab*, and remove the antibody whose affinity is
greater than the specific threshold σs. Then update antibody set Ab*.

(11) Repeat the above operation until the number of iterations is reached.

3.4 Particle Swarm Optimization Algorithm Based
on RBF Network Weights

Particle swarm optimization algorithm is a new kind of optimization algorithm
based on swarm intelligence. It is a kind of swarm intelligence optimization search
which is realized by the cooperation and competition among groups [12]. Com-
pared with other optimization algorithms such as genetic algorithm (GA), it is
simple and easy to implement and also has stronger ability of local and global
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optimization. Hence, the particle swarm optimization algorithm is used to optimize
the connection weights of RBF network model.

In the particle swarm optimization algorithm, the models of position and velocity
are used to search for a potential solution in the solution space. Suppose a group
consisting of particles is flying at a certain speed in the solution space of the
dimension (the dimension of each particle). Each particle is represented by its
position and velocity vector, recorded as Pi = ðPi1,Pi2, . . . ,PiRÞ and
Vi = ðVi1,Vi2, . . . ,ViRÞ. The optimal value of each particle individual is recorded as
BestPi, the optimal value of the group search is denoted as BestGi. The velocity and
position of each particle are changed according to the following formula:

Vk+1
id =ωVk

id +C1R1ðBestPid −Pk
idÞ+C2R2ðBestGid −Pk

idÞ ð10Þ

Pk+1
id =Pk

id +Vk+1
id ð11Þ

In order to use particle swarm optimization algorithm to optimize the weights of
the RBF neural network, the position vector of each particle is set as a set of
weights of a RBF neural network. The particles are generated randomly. PSO
algorithm is used to search the optimal position, when the objective function
reaches the minimum value, which is shown that the best connection weights in the
network are be found. Optimization algorithm of weight is shown as follows:

(1) Initialization of particle swarm. Set the number of particles as m, set the
learning factor C1,C2, set the maximum number of iterations as kmax, random
particle position vector Pi, and velocity vector Vi;

(2) Calculate the fitness value of each particle. Calculate the fitness value of each
particle through the output of the RBF neural network. Then record the
individual and groups’ extreme BestP and BestG. The fitness value of the
whole network is evaluated as follows:

Fi =
1
N

∑
N

i=1
ðY 0

i − YiÞ2. ð12Þ

In this formula, N is the number of training samples; Y
0
i is the actual output of

neural networks; Yi is the expected output of neural network.
(3) Compare the fitness value of particle with the fitness value of the individual

extreme BestP, take the best value as the new individual extreme BestP.
Compare the fitness value of particle with the fitness value of the groups’
extreme BestG, take the best value as a new global extreme population BestG;

(4) Update the position vector and velocity vector of the particles through the type
(10) and (11);

(5) After reaching the maximum number of iterations kmax or the precision of
network meet the requirements, stop iteration and output, otherwise the
reversal to the step (2).
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4 Simulation Analysis

4.1 Selection of Simulation Samples

In order to improve the accuracy of network training, this paper applies the value of
dissolved gas in a certain transformer oil. This paper collects 300 groups of samples
with known fault types and randomly selects 120 groups as the training set which
contain each fault type. The rest of the 180 groups have been regarded as a test set
to verify the performance of the algorithm in this paper.

4.2 Simulation Process

The input data of the artificial immune network algorithm is the training antigen set
x
0
i = ½x0

i1, x
0
i2, x

0
i3, x

0
i4, x

0
i5�. After the artificial immune algorithm is processed, the

outputs are the number and the initial location of the RBF network hidden layer
center. This paper inputs 120 groups of fault samples into the artificial immune
network algorithm in MATLAB and set the related parameters of network as fol-
lows. Purification threshold cv =0.01, the number of initial antibodies N =20,
optimal antibody selection n=6, clone scale Kscale =10, rate of reselection
ξ%=10%, threshold of clone selection σd =0.5, threshold of immune suppression
σs =0.15. After the artificial immune principle, the number of the fault memory
characteristic vector of the transformer is 11.

Then this paper uses the results of artificial immune network as the number and
location of the initial hidden layer centers of RBF neural network, and uses particle
swarm optimization algorithm to optimize the weights of the network. In this paper,
we set the related parameters of PSO: group size m=40, learning factors
C1 =C2 = 2, maximum inertia factor ωmax = 1.4, minimum inertia factor ωmin = 0.4,
maximum number of iterations kmax = 100. In order to train the weights of the
neural network, the fault type of the transformer should be encoded as the expected
output of the RBF neural network, which is shown in Table 2. The actual output of
the network is represented by the numerical value of 0 to 1 corresponding to the
fault degree, the more close to 1, the numerical value is expressed as the occurrence
of such failure.

Table 2 Fault type expected
output code table

Fault type Expected output

Low temperature overheat T1 1 0 0 0 0 0
Middle temperature overheat T2 0 1 0 0 0 0
High temperature overheat T3 0 0 1 0 0 0
Partial discharge PD 0 0 0 1 0 0
Low-energy discharge D1 0 0 0 0 1 0

High-energy discharge D2 0 0 0 0 0 1
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4.3 Diagnostic Results

The remaining 180 groups of gas characteristics were used to test the diagnostic
accuracy of the RBF network. The simulation results are shown in Table 3. There
are 5 groups of typical fault cases of transformers. Here this paper lists the results of
using the algorithm in Table 4.

In order to verify the accuracy of the method proposed in this paper in diag-
nosing transformer faults, this paper uses successively three-ratio method, BP neural
network, and RBF neural network algorithm to diagnosis the collected failure data.
Record the compared results in Table 5.

It is found that different fault types have different diagnostic accuracy from the
results of Table 5. The accuracy rate of T2 is relatively low but also reach 89.5 %,
the accuracy of T1, D1, and D2 is higher than T2, the average is about 91 %. The

Table 3 Diagnostic results

Fault
type

Test
number

Identify the corresponding fault Wrong
number

Diagnostic
accuracy (%)T1 T2 T3 PD D1 D2

T1 34 31 3 3 91.2
T2 38 1 34 3 4 89.5
T3 43 3 40 3 93.0
PD 18 17 1 1 94.4
D1 25 2 23 2 92.0
D2 22 1 1 20 2 90.9

Table 4 Fault diagnosis examples of five groups of transformers

Group φ (H2) φ (CH4) φ (C2H6) φ (C2H4) φ (C2H2) Diagnostic
results

Actual fault

1 167 238 105 485 9 T3 High temperature overheat
caused by multi point
grounding

2 59 10.4 4 10 12.7 PD Low energy density board

3 86 110 18 92 7.4 T3 High temperature overheat

4 30 7.4 1.8 8.5 19 D1 Low energy discharge

5 335 67 18 143 170 D2 Internal arc discharge

Table 5 Comparison of diagnostic accuracy of different algorithms

Diagnostic algorithm Test sample number Correct number Accuracy (%)

Three-ratio method 180 128 71.2
BP network 180 149 83.4
RBF network 180 141 78.3
Algorithm in paper 180 165 91.7
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accuracy of T3 and PD are the highest, which can reach above 93 %. It is found that
five sets of examples all obtain the correct results by using the algorithm in this
paper from Table 4. It is found that compared with other algorithms, the proposed
algorithm has higher diagnostic accuracy from Tables 3 and 5.

5 Conclusion

(1) This paper considers the dissolved gas content in transformer oil as the
research object. And uses RBF neural network algorithm as the fault diagnosis
model of transformer fault diagnosis. In order to improve the accuracy of
transformer fault diagnosis, this paper introduces artificial immune network
algorithm and particle swarm optimization algorithm on the basis of RBF
neural network. This paper obtains the number of nodes in the hidden layer
and the center vector of RBF neural network using the artificial immune
network algorithm to process the fault data, which can simplify the network
structure and improve the generalization ability of the network. This paper
trains the weights of the network using the particle swarm optimization
algorithm, which can improve the global convergence ability of the network.

(2) From the simulation results, it can be seen that combining artificial immune
network algorithm with particle swarm optimization algorithm to optimize
RBF neural network is a very effective method in the diagnosis of transformer
insulation fault, which can effectively improve the transformer insulation
faults diagnosis precision.

References

1. Zheng R, Zhao J, Zhao T et al (2011) Power transformer fault diagnosis based on genetic
support vector machine and gray artificial immune algorithm. Proc CSEE 31(7):57–63

2. Wu X, Liu J, Liang Y et al (2007) Application of support vector machine in transformer fault
diagnosis. J Xi’an Jiongtong Univ 41(6):722–726

3. Xiang W, Zhang H, Wang Y et al (2011) Application of BP neural network with L-M
algorithm in power transformer fault diagnosis. Power Syst Protect Control 39(8)

4. Wang X, Li W, Zhang Y (2005) Application study of BP network used in the fault diagnosis
of power transformer. High Voltage Eng 31(7):12–14

5. Chen J, Wen X, Lan L et al (2007) Fault diagnosis of power transformer by novel radial basis
function neural network approach. High Voltage Eng 33(3):140–143

6. Zhou A, Zhang B, Zhang H (2007) Power transformer fault diagnosis by using the artificial
immune classification algorithm. High Voltage Eng 33(8):77–80

7. Dong M, Y Meng, Xu C et al (2003) Fault diagnosis model for power transformer based on
support vector machine and dissolved gas analysis. Proc CSEE 23(7):88–92

8. Li Q, He Y, Bao W (2010) Immune-ant algorithm based RBFNN for fault diagnosis of analog
circuits. Chin J Sci Instrum 31(6):1255–1261

Transformer Internal Insulation Fault Diagnosis … 99



9. Ren J, Huang J (2010) Transformer fault diagnosis based on immune RBF neural network.
Power Syst Protect Control 38(11):6–9

10. Xiong H, Sun C, Chen W et al (2006) Artificial immune network classification algorithm for
fault diagnosis of power transformers. Autom Electr Power Syst 30(6):57–60

11. Zhao X, Tang X, Wang E et al (2013) Quantitative analysis of transformer oil dissolved gas
using FTIR. Spectros Spectr Anal 33(9):2407–2410

12. Wang X, Wang T (2008) Power transformer fault diagnosis based on neural network evolved
by particle swarm optimization. High Voltage Eng 34(11):2362–2367

100 H. Li et al.



Consensus Control for Multi-agent Networks
with Mixed Undirected Interactions

Weili Niu, Deyuan Meng and Xiaolu Ding

Abstract This paper is concerned with the average consensus problem on multi-

agent networks with undirected interactions which can be either static or dynamic.

Notably, the multi-agent networks involving static and dynamic interactions are rep-

resented by graphs with edge weights in the form of real numbers and transfer func-

tions. We propose a distributed consensus control algorithm based on the nearest

neighbor rule. It is shown that the connectivity topology condition supplies a neces-

sary and sufficient condition for all agents to achieve average consensus. Numerical

simulations are provided to verify the effectiveness of the obtained results.

Keywords Average consensus ⋅ Multi-agent networks ⋅ Dynamic interactions

1 Introduction

Coordination control for multi-agent networks has attracted considerable attention

owing to its wide applications in many areas, such as biological systems [1], vehicle

systems [2], complex networks [3], and power networks [4]. An important research

topic of multi-agent coordination is consensus since it plays a fundamental role in

all related problems. By consensus, it needs all agents to agree on a common quan-

tity [5].

W. Niu

School of Mathematics and Systems Science, Beihang University (BUAA),

Beijing 100191, China

W. Niu ⋅ D. Meng (✉) ⋅ X. Ding

The Seventh Research Division, Beihang University (BUAA),

Beijing 100191, China

e-mail: dymeng23@126.com

D. Meng ⋅ X. Ding

School of Automation Science and Electrical Engineering,

Beihang University (BUAA), Beijing 100191, China

© Springer Science+Business Media Singapore 2016

Y. Jia et al. (eds.), Proceedings of 2016 Chinese Intelligent Systems Conference,

Lecture Notes in Electrical Engineering 404, DOI 10.1007/978-981-10-2338-5_10

101



102 W. Niu et al.

In the literature, most results address consensus problems on multi-agent net-

works with static interactions (see [6–11]). Static interactions between agents denote

that the information is directly communicated with each other, and the correspond-

ing adjacency weights are usually represented by real numbers. However, in practice,

many systems are subject to dynamic interactions, especially large-scale systems

with interconnected storage elements [12]. Dynamic interactions between agents

denote that the information is not directly communicated with each other but shared

after it is dynamically processed via a system/filter, and the corresponding adjacency

weights are represented by dynamic systems or transfer functions. Recently, consen-

sus against dynamic interactions emerges as a hot topic. Consensus problems on

multi-agent networks with dynamic interactions represented by positive real sys-

tems and stable LTI systems are addressed in [13, 14], respectively. Two consensus

problems on directed dynamic multi-agent networks with application to the thermal

processes in buildings and undirected dynamic multi-agent networks with applica-

tion to the power networks are studied in [15]. These new studies have extended the

consensus theory to more general multi-agent networks.

In this paper, we study the average consensus problem on multi-agent networks

with both static and dynamic interactions. A new consensus algorithm that combines

traditional static consensus algorithm and the dynamic consensus algorithm with

dynamic weights designed in the form of transfer functions is proposed. We adopt

analysis approaches both in the time domain and in the frequency domain. It is shown

that the connectivity of the undirected graph plays a crucial role for the mixed multi-

agent networks reaching average consensus.

The remainder of this paper is organized as follows. In Sect. 2, we introduce some

preliminaries on graph theory and present the problem statement on dynamic con-

sensus. Distributed dynamic consensus results are presented in Sect. 3 and simula-

tion results are provided in Sect. 4 to demonstrate the dynamic average consensus

performance. Finally, in Sect. 5, conclusions and future studies are given.

Notations: Throughout this paper, In = {1, 2,… , n}, 1n = [1, 1,… , 1]T ∈ ℝn
, 𝐼

and 0 denote the identity matrix and null matrix with appropriate dimensions, respec-

tively, and diag{⋅} represents a block matrix with the off-diagonal elements are all

zeros.

2 Problem Statement

2.1 Preliminaries

We use an undirected graph to model the information exchange among agents. A

weighted undirected graph is denoted by a triple G = (V ,E,A), where

V =
{
ei ∶ i ∈ In

}
is the vertex set, E ⊆

{(
ei, ej

)
∶ ei, ej ∈ V

}
is the edge set, and

A =
(
aij
)
∈ ℝn×n

is the symmetric nonnegative adjacency weight matrix, which sat-

isfies aij > 0 ⇔
(
ei, ej

)
∈ E and aij = 0 otherwise. Moreover, aii = 0 is assumed for

all i ∈ In. The edge
(
ei, ej

)
∈ E denotes that ei and ej can receive information from
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each other, and ei and ej are neighbors. The index set of neighbors of each agent ei
is denoted by Ni = {j ∶

(
ei, ej

)
∈ E}. A path is a finite sequence of edges consist-

ing of distinct vertices ei0 , ei1 ,… , eij such that
(
eik−1 , eik

)
∈ E for k = 1, 2,… , j. An

undirected graph is said to be connected if there exists a path between every pair of

distinct vertices.

2.2 Problem Description

Consider a mixed multi-agent network with n + m agents, and the interaction topol-

ogy among these n + m agents is modeled by an undirected graph G = (V ,E ,A (s)),
whereA (s) is the symmetric adjacency weight matrix with entries in the form of real

numbers and transfer functions. According to different interactions among agents,

we divided the multi-agent networks into two separate subnetworks: a controlled

network with n agents labeled 1 through n, and a controller network with m agents

labeled 1 throughm. If agents lie in the same networks, the interactions between them

are static. Otherwise, if agents lie in different networks, the interactions between

them are dynamic. A simple example of such mixed multi-agent networks is shown

in Fig. 1, where the controlled and controller network have 6 agents and 4 agents,

respectively.

The controlled network is associated with an undirected graph

G p = (V p
,E p

,A p), where V p =
{
vi ∶ i ∈ In

}
, E p

⊆

{(
vi, vj

)
∶ vi, vj ∈ V p}

, and

A p =
(
apij
)
∈ ℝn×n

. The dynamics of each agent vi are given by

ẋi(t) =
∑
j∈N p

i

apij
[
xj(t) − xi(t)

]
+ upi (t), i ∈ In (1)

where xi(t) ∈ ℝ is the state of agent vi, u
p
i (t) ∈ ℝ is the control input or protocol to

be designed according to the dynamic interactions between vi and its neighbors in

controller network, and N p
i = {j ∶

(
vi, vj

)
∈ E p}.

Similarly, we consider the controller network be associated with an undirected

graph G c = (V c
,E c

,A c), whereV c =
{
ci ∶ i ∈ Im

}
, E c

⊆

{(
ci, cj

)
∶ ci, cj ∈ V c}

,

and A c =
(
acij
)
∈ ℝm×m

. The dynamics of each agent ci are given by

Fig. 1 An example of

mixed undirected network,

where solid lines denote the

static interactions, and

dashed lines denote the

dynamic interactions
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ẏi(t) =
∑
j∈N c

i

acij
[
yj(t) − yi(t)

]
+ uci (t), i ∈ Im (2)

where yi(t) ∈ ℝ is the state of agent ci, uci (t) ∈ ℝ is the control input or protocol to

be designed according to the dynamic interactions between ci and its neighbors in

controlled network, and N c
i = {j ∶

(
ci, cj

)
∈ E c}.

The interactions between agents in different networks are achieved by the inputs

upi (t) and uci (t) which fulfill the nearest neighbor rules. Let Up
i (s) = L

[
upi (t)

]
be the

Laplace transform of upi (t), and let Uc
i (s), Xi(s), and Yi(s) be defined in the same way

for uci (t), xi(t), and yi(t), respectively. We consider distributed dynamic consensus

protocols in the form of

Up
i (s) =

∑
j∈N cp

i

gcpij (s)
[
Yj(s) − Xi(s)

]
, i ∈ In (3)

Uc
i (s) =

∑
j∈N pc

i

gpcij (s)
[
Xj(s) − Yi(s)

]
, i ∈ Im (4)

where gcpij (s) and gpcij (s) are dynamic weights to be designed, which satisfy gcpij (s) ≠ 0
if vi can get dynamic information from cj and gcpij (s) = 0 otherwise, and gpcij (s) ≠ 0
if ci can get dynamic information from vj and gpcij (s) = 0 otherwise. Also, in (3) and

(4), N cp
i = {j ∶ gcpij (s) ≠ 0} and N pc

i = {j ∶ gpcij (s) ≠ 0}.

The problem addressed in this paper is to enable the agents in mixed multi-agent

networks to achieve consensus such that

lim
t→∞

𝜉(t) = 𝜉c,∀𝜉(t) ∈
{
x1(t),… , xn(t), y1(t),… , ym(t)

}
(5)

where 𝜉c ∈ ℝ is a constant quantity. In particular, the multi-agent networks achieve

the average consensus if 𝜉c =
1

n+m

(∑n
i=1 xi(0) +

∑m
j=1 yj(0)

)
, where xi(0) and yj(0)

are initial states of xi(t) and yj(t), respectively.

3 Problem Analysis

3.1 Consensus Analysis

Let x(t) =
[
x1(t), x2(t),… , xn(t)

]T
, and let up(t), y(t), uc(t) be denoted in the same

way with x(t). In this case, the consensus algorithm (1) and (2) can be written in a

compact form as

ẋ(t) = −Lpx(t) + up(t) (6)

ẏ(t) = −Lcx(t) + uc(t), (7)
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where Lp = diag{
∑

j∈N p
1
ap1j,

∑
j∈N p

2
ap2j,… ,

∑
j∈N p

n
apnj} −A p

and Lc = diag
{
∑

j∈N c
1
ac1j,

∑
j∈N c

2
ac2j,… ,

∑
j∈N c

m
acmj} −A c

are symmetric Laplacian matrix asso-

ciated with G p
and G c

, respectively.

For distributed dynamic consensus protocols (3) and (4), we design dynamic

weights in the form of transfer functions as

gcpij (s) =
acpij

s + kpi
, i ∈ In, j ∈ Im; g

pc
ij (s) =

apcij
s + kci

, i ∈ Im, j ∈ In, (8)

where kpi > 0, acpij > 0 if vi can get dynamic information from cj and acpij = 0 oth-

erwise, kci > 0, and apcij > 0 if ci can get dynamic information from vj and apcij = 0
otherwise.

Remark 1 Since the interactions between agents are undirected, it can easily be seen

that the dynamic weights gcpij (s) = gpcji (s) if there exist dynamic interactions between

vi and cj, which implies that kpi = kcj , a
cp
ij = apcji > 0, ∀i ∈ In, j ∈ Im.

With dynamic weights in (8), the control inputs upi (t) and uci (t) take the form of

u̇pi (t) = −kpi u
p
i (t) +

∑
j∈N cp

i

acpij
[
yj(t) − xi(t)

]
, i ∈ In (9)

u̇ci (t) = −kci u
c
i (t) +

∑
j∈N pc

i

apcij
[
xj(t) − yi(t)

]
, i ∈ Im (10)

which can be rewritten as

u̇p(t) = −Kpup(t) − Dcpx(t) +A cpy(t) (11)

u̇c(t) = −Kcuc(t) − Dpcy(t) +A pcx(t), (12)

where Kp = diag{kp1, k
p
2,… , kpn}, Dcp = diag{

∑
j∈N cp

1
acp1j ,

∑
j∈N cp

2
acp2j ,… ,∑

j∈N cp
n
acpnj }, A cp =

(
acpij

)
∈ ℝn×m

, Kc = diag{kc1, k
c
2,… , kcm}, Dpc = diag{

∑
j∈N pc

1

apc1j ,
∑

j∈N pc
2
apc2j , … ,

∑
j∈N pc

m
apcmj}, and A pc =

(
apcij

)
∈ ℝm×n

. Clearly, we have

A cp = (A pc)T , Dcp1n = A cp1m and Dpc1m = A pc1n.

3.2 Main Result

Let z(t) =
[
xT (t), yT (t)

]T
and u(t) =

[
(up(t))T , (uc(t))T

]T
. By combining (6), (7) and

(11), (12), we get
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ż(t) = −Lz(t) + u(t) (13)

u̇(t) = −Ku(t) − Hz(t), (14)

where L =
[
Lp 0n×m
0m×n Lc

]
, K =

[
Kp 0n×m
0m×n Kc

]
, and H =

[
Dcp −A cp

−A pc Dpc

]
.

To achieve the primary objective of this paper, we proceed to analyze (13) and

(14). Traditional convergence analysis of (13) and (14) generally collapses into

checking the Hurwitz property of block matrix C ≜

[
−L I
−H −K

]
. However, it is hard

to testify, since the block matrix C does not have nice structure, such as diagonally

dominant. We adopt a different analysis approach to addressing this issue, which is

motivated by the proof of sufficiency of Theorem 3.1 in [16].

Let Z(s) = L [z(t)] and U(s) = L [u(t)] be the Laplace transform of z(t) and u(t),
respectively. Taking Laplace transform of (13) and (14) gives that

sZ(s) − Z(0) = −LZ(s) + U(s) (15)

sU(s) = −KU(s) − HZ(s) (16)

Substituting (16) into (15) arrives at Z(s) =
[
sI + L + (sI + K)−1H

]−1 Z(0). Now the

consensus problem can be transformed into the stability problem of the transfer func-

tion matrix G(s) =
[
sI + L + (sI + K)−1H

]−1
.

Theorem 1 For the multi-agent network given by (1) and (2) with undirected graph
G , let the control input Up(s) and Uc(s) be applied with dynamic weights gcpij (s)
and gpcij (s) satisfying kpi = kcj = k,∀i ∈ In, j ∈ Im. Then the multi-agent network
achieves average consensus asymptotically if and only if G is connected.

The proof of Theorem 1 depends on the Gershgorin’s disc theorem [17] and the

final value theorem [18], which is omitted here due to the page limitation.

4 Illustrative Simulations

Consider mixed multi-agent networks whose interaction topology among agents is

shown in Fig. 1. Note that the undirected graph is connected. Without loss of gener-

ality, let the static adjacency weights (solid lines) be taken as 1, and let the dynamic

adjacency weights (dashed lines) be taken as gcp11(s) = gpc11(s) =
1

s+1
, gcp23(s) = gpc32(s) =

3
s+1

, gcp32(s) = gpc23(s)=
2

s+1
. The initial states are given by x(0) = [1, 2, 1.6, 2.5, 2.3, 2.7]T

and y(0) = [1, 2, 3, 2.2]T . Simulation results of this mixed multi-agent networks with

static and dynamic weights are shown in Fig. 2. It is clear from Fig. 2 that average

consensus is achieved for all agents on 2.03. This illustration coincides with the state-

ment of Theorem 1.
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Fig. 2 Average consensus

for multi-agent networks

with mixed static and

dynamic interactions
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5 Conclusions

In this paper, average consensus problems on multi-agent networks with static and

dynamic interactions have been discussed. We have proposed a new distributed con-

sensus algorithm and have studied under what kind of topology conditions average

consensus can be obtained. We adopt analysis approaches both in the time domain

and in the frequency domain, which can provide an alternative way to deal with

dynamic consensus problems on multi-agent networks. Simulations have been given

to validate the effectiveness of our proposed consensus algorithm. Possible future

research studies include dealing with multi-agent networks with directed static and

dynamic interactions.
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Modeling and Simulation of Parafoil
Systems in Wind Fields

Jin Tao, Qinglin Sun, Zengqiang Chen and Yingping He

Abstract Parafoil systems are a kind of flexible wing vehicle. In view that the
vehicle flying at low altitude is more susceptible to wind fields, and considering that
the parafoil canopy and the payload are regarded as rigid connection, a six degrees
of freedom (DOF) dynamic model is established according to the Kirchhoff motion
equation, which consists of three DOF for translational motion and three DOF for
rotational motion. Moreover, the effects of wind fields on its flight performances are
also discussed. The motion characteristics of parafoil systems under the horizontal
constant wind field are studied by numerical simulation. Simulation results
demonstrate that the established model can accurately characterize dynamic per-
formances of parafoil systems in wind fields, which is high valuable in engineering
applications.

Keywords Parafoil system ⋅ Dynamic model ⋅ Wind field ⋅ Flight
characteristic

1 Introduction

A parafoil system is made up of a ram-air parafoil canopy and a payload. It is a kind
of precision aerial delivery system with superior pneumatic performance, excellent
gliding ability, and easy handling property. It now has been widely used in military,
aerospace, and civil fields due to its excellent properties [1]. Over the last 50 years,
researchers had done a lot of researches on dynamic modeling of parafoil systems.
One of the first models was proposed by Goodrich who developed a three DOF
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model to analyze the static and dynamic longitudinal stability of parafoil in 1975
[2]. Iacomini and Cerimele [3] explored the lateral and longitudinal aerodynamics
for large-scale parafoil from the flight test data of NASA’s X-38 parafoil program.
Jann [4] proposed simple three and four DOF models based on ALEX parafoil flight
test data. Tao et al. [5] used a three DOF motion model of parafoil system for
planning optimal homing trajectories. Mortaloni et al. [6] addressed the develop-
ment of a six DOF model of a low aspect ratio controllable parafoil-based delivery
system which is equally suitable for modeling and simulation and for the design of
guidance, navigation, and control algorithms. Barrows [7] mainly focused on cal-
culations of the apparent mass of parafoil, and presented dynamic equations
including nonlinear terms of a six DOF model. Xiong [8] also established a six
DOF model for trajectory design and homing control. Considering the relative pitch
and yaw motion between the parafoil and payload, Slegers [9], Yakimenko and
Slegers [10], and Zhu et al. [11] applied the concept of coupling of moments
between the payload and parafoil at the joining to build eight DOF model of
parafoil system. Prakash and Ananthkrishnan [12] set up a nine DOF dynamic
model of parafoil–payload system representing three of freedom each for rotational
motion of the parafoil system, and three DOF for translational motion of the
confluence point of the lines. Inspired by the above achievements, the full com-
bined flexible system of parafoil and payload can be represented as an eight or nine
DOF model depending on the specific harness connecting these two pieces together.
Alternatively, it also can be modeled as a rigid body during flight only requiring six
DOF, which is preferred in this paper.

Flying in a complicated environment, the parafoil system may encounter a
sudden wind, which may cause severe influences on its aerodynamic performances,
affect the desired trajectory, even lead to stall. So far, however, literatures that
studied the effects of wind fields are merely to explore the influences on simple
movements of parafoil systems, such as gliding and turning, comprehensive studies
on wind effects are rather less.

Regarding the parafoil and the payload as a rigid body, a six DOF dynamic
model of parafoil systems is established in terms of the Kirchhoff motion equation
in wind fields. This paper emphasizes on effects of wind fields on its aerodynamics
performances. Consequently, basic flight motions such as gliding, turning and flare
landing in windy conditions are analyzed in simulations. The results verify the
validity of the established dynamic model of parafoil systems.

2 Modeling of Parafoil Systems in Wind Fields

2.1 Wind Field Model

Constant winds often used for flight simulation are adopted to explore the effects of
wind fields on flight characteristics of parafoil systems.
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In the geodetic coordinate, the wind field can be expressed as

Vv = ½uv, vv,wv�T , ð1Þ

where subscript v denotes the velocity of wind, u, v, and w denote the component of
V in x-, y-, and z-axes, respectively.

Project Vv into the body coordinate

½uv, p, vv, p,wv, p�T =Te− p½uv, vv,wv�T , ð2Þ

where Te-p denotes the transformation matrix from the geodetic coordinate to the
body coordinate.

Thus, the velocity V of the vehicle in the body coordinate is expressed as

V = ½u, v,w�T − ½uv, p, vv, p,wv, p�T ð3Þ

2.2 Dynamic Model of Parafoil System

Before modeling, some reasonable hypothesis should be made to facilitate analysis:

(1) After the canopy has been inflated completely, its aerodynamic configuration
keeps fixed without maneuvering.

(2) The parafoil and the payload are regarded as a rigid body, and the mass center
of the canopy overlaps the aerodynamic pressure center.

(3) The payload is regarded as a revolutionary body, such that the lift of the
payload is neglected, and only its aerodynamic drag force is considered.

(4) The ground is regarded as a plane.

The dynamic equations of parafoil system can be obtained by the momentum
and angular momentum theorem, the total momentum and angular momentum are
composed of two parts, one is produced by the real mass, and the other is generated
by the apparent mass. The quantity of the apparent mass is associated with motion
directions. However, the traditional rigid body dynamics equations often obscure
the changes of the apparent mass under different coordinate frames, which may lead
to incorrect results [13]. Accordingly, Kirchhoff motion equation is applied to
describe dynamic equations of parafoil systems.

The motion equations of the parafoil system are expressed as

∂PT

∂t
+W ×PT = Ṗa,O + Ṗr,O +W ×Pa,O +W ×Pr,O =Faero +Fex ð4Þ
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∂HT

∂t
+W ×HT +V ×

O PT =Hȧ,O +Hṙ,O +W ×Ha,O

+V ×
O Pa,O +W ×Hr,O +V ×

O Pr,O

=Maero +Mex,

ð5Þ

where PT and HT denote the total momentum and total angular momentum of the
whole system, respectively; V and W denote the vectors of velocity and angle
velocity of mass center, respectively; F and M denote the force and the moment,
respectively. The subscript aero denotes aerodynamic force associated with the
traditional aerodynamic force coefficients and static derivatives, the subscript ex
denotes the external force except the aerodynamic force, but for parafoil systems,
the only external force is gravity.

Faero, Fex, Maero, Mex can be expressed as

Faero =Faero, p +Faero, l +Faero, f ð6Þ

Fex =FG, p +FG, l ð7Þ

Maero =Maero, p +Maero, l +Maero, f ð8Þ

Mex =MG, p +MG, l ð9Þ

where the subscript p, l, f, and G denote flap, parafoil canopy, payload, and gravity,
respectively.

Then write

Pȧ,O + Ṗr,O =Faero +Fex −W ×Pa,O −W ×Pr,O ð10Þ

Hȧ,O +Hṙ,O =Maero +Mex −W ×Ha,O −V ×Pa,O −W ×Hr,O −V ×Pr,O ð11Þ

Define

Fr, nl = −W ×Pr,O = −W ×mrV ð12Þ

Fa, nl = −W ×Pa,O = −W ×Ma V − ðL×
RO +L×

PRS2ÞW
� � ð13Þ

Mr, nl = −W ×Hr,O −V ×Pr,O = −W × Jr,OW −V ×mrV = −W × Jr,OW ð14Þ

Ma, nl = −W ×Ha,O −V ×Pa,O

=W × S2L×
PR +L×

RO

� �
MaV −W × Ja,OW +V ×MaðL×

RO +L×
PRS2ÞW,

ð15Þ

where the subscripts a and r denote the apparent mass and the real mass, respec-
tively, and the subscript nl denotes the nonlinear force and moment. J denotes the
momentum of inertia of the system, S denotes a choice matrix, L×

MN denotes the
cross-product matrix of the corresponding distance vector from M to N.
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Then the dynamic equation of the parafoil system can be expressed as

V ̇
W ̇

� �
= Ar +Aa½ �− 1 Faero +Fex +Fr, nl +Fa, nl

Maero +Mex +Mr, nl +Ma, nl

� �
, ð16Þ

where Ar and Aa denote the matrix form of real mass and apparent mass of the
parafoil system, respectively.

3 Numerical Simulation Analysis

The simulation experiments are conducted based on a certain type of parafoil
systems whose physical parameters are listed in Table 1.

The initial values of motions are set as follows: initial position (x, y, z) =
(0, 0, 2000 m), initial velocity (u, v, w) = (15.9 m/s, 0, 2.1 m/s), initial Euler
angles (ϕ, θ, ψ) = (0, 0, 0), and initial angular velocity (p, q, r) = (0, 0, 0).

Aiming that the parafoil system is more susceptible to wind fields, the effects of
transverse constant wind on gliding, turning, and flare landing are discussed below.

3.1 Gliding with Winds

The working condition is set as follows: after 50 s, when the vehicle is in stable
state of gliding, the wind Vv = (0, 5 m/s, 0) is added to the simulation environment.
Simulation results are shown in Fig. 1.

It can be seen from Fig. 1a, b that the parafoil system glides steadily in the
vertical plane and the trajectories both in the horizontal plane and 3D space are
straight lines. Influenced by the transverse wind field, its horizontal trajectory is an
inclined line, whose slope is a constant value and corresponding to its yaw angle.
From (c), the velocities of x- and z-axes remain unchanged at 13.9 m/s and 4.5 m/s,
respectively, the ultimate velocity of y-axis increases close to the wind speed. Thus

Table 1 Design parameters
of the parafoil system

Parameters Values/Units

Span 6.2/m
Chord 3.6/m
Area of canopy 21.0/m2

Length of ropes 4.0/m
Rigging angle 10.0/°
Mass of canopy 20.0/kg
Mass of payload 80.0/kg
Characteristic area of payload 0.5/m2

Characteristic area of flag 0.9/m2
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the resultant velocity increases from 14.8 m/s to 15.4 m/s, but the gliding ratio
stays unchanged at 3. From (d), we can observe that at the beginning of the wind,
there exits large fluctuations in roll and yaw angles, but small changes in pitch
angle. After stabilized, steady yaw trend is produced, the yaw angle is less than
1.5°. It is obvious that the parafoil system will drift with winds, the velocity and
direction of drifting depend on the velocity and direction of the wind.

3.2 Turning with Winds

The working condition is set as: after 37.5 s, the left steering rope connected to the
trailing edge of the parafoil canopy is pulled down by 20 %, after 50 s, when the
system is in stable gliding state, the wind Vv = (0, 5 m/s, 0)T, is added to the
simulation environment. The results are shown in Fig. 2.

As shown in Fig. 2, by the influence of wind, the horizontal trajectory is an
upward spiral curve. The velocities of x- and y-axis sinusoidal fluctuate signifi-
cantly. The velocity of z-axis fluctuates very slightly with sine functions. The
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Fig. 1 Simulation results of gliding with winds: a trajectory in horizontal plane; b trajectory in
3D space; c velocities and gliding ratio in geodetic coordinate: 1 refers to resultant velocity, 2
refers to horizontal resultant velocity, 3 refers to velocity of x-axis, 4 refers to velocity of z-axis, 5
refers to velocity of y-axis, 6 refers to gliding ratio; d Euler angles: 7 refer to roll angle, 8 refers to
yaw angle, 9 refers to pitch angle
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resultant velocity fluctuates from 11.3 m/s to 20.5 m/s. The gliding ratio fluctuates
from 1.7 to 3.6. From Fig. 1, roll and yaw angles fluctuate slightly with sine
function, and continuous yaw trend is produced. It is said that the parafoil system
also drifts with the wind, which can be used for identifying the speed and direction
of wind field.

3.3 Flare Landing with Winds

The working conditions are set as follows: after 50 s, Vv = (5 m/s, 0, 0) and
Vv = (−5 m/s, 0, 0) are added to the simulation environment, separately. After 75 s
as the system gliding steadily in the wind field, both steering ropes are pulled down
by 100 % simultaneously and quickly, the simulation results are shown as Fig. 3.

It can be observed from Fig. 3a that for flare landing against wind, the minimum
velocity will be more close to zero, so as to ensure the safety of recycled payloads.
Whereas for flare landing following wind, see as Fig. 3b, the minimum velocity
will be much larger. This may further explain that flying against wind is a necessary
condition for flare landing.
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Fig. 2 Simulation results of turning with winds: a trajectory in horizontal plane; b trajectory in
3D space; c velocities and gliding ratio in geodetic coordinate: 1–6 indicate the same as Fig. 1c;
d Euler angles: 7–9 indicate the same as Fig. 1d
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4 Conclusion

In this paper, a nonlinear dynamic model of the parafoil system was built according
to the Kirchhoff motion equation in the wind field. Regarding the parafoil and the
payload as a rigid body, the model has six DOF, including three DOF of transla-
tional motion with the mass center and the other three DOF of rotational motion
around the mass center. This modeling method considers the wind fields on aero-
dynamics performances of the parafoil system, and the modeling process is rela-
tively simple, which provides significant hints for the research of parafoil systems.
The basic motion characteristics of gliding, turning, and flare landing in the
transverse constant wind were analyzed by simulations. The simulation results
verified the validity of the established model.
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Implementation of Intelligent Dynamic
Tracking Monitoring System for Vehicle
Transportation-in Hazardous Goods

Dekuan Liu

Abstract In order to put an end to malignant accident caused by leakage, loss,
explosion, etc., of hazardous goods of vehicle in transportation process, this paper
explores a kind of remote real-time dynamic track monitoring system. In the paper,
it makes the anatomy of the reason resulted in malignant accidents, discusses the
system architecture aimed at the conditions and trigger factors of malignant acci-
dents caused, based on the combination between GPS positioning and GPRS
communication, it designs the transceiver terminal of vehicle data acquisition and
the functional modules such as communication, electronic map loading, database,
monitoring alarm, etc., in monitoring center, and realizes a prototype of real-time
dynamic track monitoring system. The preliminary test demonstrated that it could
complete the remote dynamic tracking and monitoring function of transportation-in
hazardous goods in vehicle. Research shows that it can provide effective technical
support for security of transportation-in hazardous goods of vehicle.

Keywords Hazardous goods transportation ⋅ GPRS ⋅ Electronic map ⋅ B/S
structure mode ⋅ Transportation-in monitoring

1 Introduction

In recent years, the serious accidents in leak, loss, and explosion caused by the
vehicle mounted hazardous goods in transit have given people a serious lesson, and
have aroused great concern from all walks of life [1–4]. The hazardous goods own
the characteristic such as being flammable, explosive, toxic, corrosive, and
radioactive, and it is extremely easy to cause fire, explosion, poisoning, radiation,
and other major accidents in the course of transport if it is heated in case of fire,
collision, vibration, friction, and other trigger factors [5–7]. In order to prevent the
occurrence of malignant accident, it has important practical significance to carry out
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the real-time tracking and monitoring of the vehicle hazardous goods in transit.
Although many applications have been made in this area, and in view of the
complexity of the problem [8–10], it is still necessary to conduct in-depth study.

2 System Structure of Real-Time Dynamic Tracking
and Monitoring

The structure diagram of real-time dynamic tracking and monitoring system is
shown in Fig. 1, and it is composed by the vehicle terminal, GPRS network, and
monitoring center.

Monitoring center, GPRS network, and vehicle terminal are, respectively,
responsible for the monitoring of hazardous goods vehicle, alarm, and scheduling,
communication of monitoring center and vehicle terminal, and the test of vehicle
operation, hazardous goods status, and GPS positioning parameters.

3 Monitoring System Design

Real-time dynamic tracking monitoring of vehicle hazardous goods in transit must
have the following functions. ① Based on the GIS Web map, it can achieve the
location of the transport vehicle GIS tracking. ② Based on vehicle terminal, it can
achieve the information query such as kind of hazardous goods, transport vehicle
number, and other hazardous goods state data. ③ Based on historical data storage,
it can achieve the historical data query and track playback. ④ Based on the early
warning of state parameters, it can achieve the threshold management and early
warning of hazardous goods. ⑤ Based on a variety of control commands, it can
achieve the relevant information management.

3.1 Vehicle Terminal System

Vehicle terminal state monitoring is not only involved in the state parameter of
hazardous goods, and it is also related to the location of the vehicle, the state of the
vehicle itself, and the state parameters of the vehicle. Geographic location-related

GPRS 
Net

Web
Service User queryMonitoring 

center
Vehicle 
terminal

Fig. 1 Structure of tracking and monitoring system
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information data of vehicle terminal system can be obtained by GPS, and other state
data information can be collected automatically by the vehicle terminal system. In
view of the vehicle terminal state data, it includes the distribution in the com-
partment and also covers the environment parameters which are not with the wiring
of the data collected such as temperature, etc. It is desirable to design a distributed
status monitoring system based on WSN for wireless sensor networks, and there-
fore, it adopts the design of the wireless communication mode based on ZigBee and
GPRS for data transmission. The local data collection and transmission is realized
by ZigBee, and the remote data transmission of sensing data to the monitoring
center is completed with the help of GPRS. ZigBee is suitable for automatic
monitoring in the field of remote monitoring and control, and it is a kind of
two-way wireless communication technology with close distance and low cost.
WSN network hardware is achieved using 2.4 GHz band ZigBee device, and this
can help to reduce costs and promote the applications, because it is a global unity
without the application of the available frequency bands. The monitoring node
includes 16 channels at a frequency of 2.4 GHz, its transmission distance is
10–75 m, and the data transmission rate is 250 kbps. As long as it configures the
ZigBee monitoring nodes on the way of the vehicle terminal and vehicle, it can
meet the requirements of vehicle terminal wireless networking and monitoring.

3.2 Design of Monitoring Center and Communication
System

The communication system is responsible for establishing and maintaining the
communication link, sending and receiving data among the vehicle terminals, and it
is the information transmission channel of the monitoring center and the vehicle
terminal. The monitoring center is responsible for specific functions needed to be
realized.

The specific functions needed to be realized are as follows. ① Establishing
communication link between the monitoring center and the mobile terminal, ②
Receiving and checking the data transmitted by the vehicle terminal, ③ In
accordance with the data encapsulation protocol, the vehicle terminal data is
resolved to have the actual meaning of the data. ④ making the data analyzed to
store into the classified ground database in accordance with the structure of the
database table classification. ⑤ After monitoring center judging the receiving
comprehensive data, it issues the corresponding prompt information to the vehicle
terminal. In order to ensure the correctness of data transmission, the communication
adopts TCP/IP protocol, and the communication between the monitoring center and
the vehicle terminal adopts the real-time bidirectional transmission channel pro-
vided by TCP agreement. Although the GPRS network also has limitations on the
TCP link, but network programming based on socket, the application does not need
direct contact with the network interface to send and receive data packets.
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3.3 System Database Design

The background database of the monitoring center carries the storage of the data
information such as the hazardous goods and the vehicle state, and it is the infor-
mation hub of the monitoring system. Monitoring system database must make the
reasonable design according to the design principles such as reasonable organiza-
tion, clear structure, low redundancy, easy to operate, easy maintenance, good
expansibility, and so on. Monitoring system database is used to store basic infor-
mation, GPS positioning and geographic information, and other data, in which, the
basic information database is used to organize and store the attribute information of
the related objects, including the data table such as warning threshold of hazardous
goods, hazardous chemicals, transport vehicles, the driver status, and so on. GPS
positioning database is used to store the latitude and longitude data information of
hazardous goods transport vehicles, and it can also store the vehicle terminal
position track, vehicle terminal number, vehicle terminal instruction sending and
receiving information, alarm information, and other data tables. Geographic
information database is used to organize and store the geographical distribution and
other spatial data table of the hazardous goods in the way to monitor. Database
access is realized through the data table, and the monitoring center database
includes static and dynamic data tables, in which, the static data table is a long-term
preservation of the system, and the contents of the general does not change.
Dynamic data table is dynamically established in the vehicle transport of hazardous
goods, and the content is continuously updated in real time. The relationship
between the various data tables is distinguished in accordance with the “number”,
and the relations between them are shown in Fig. 2, in which, the static data table is
represented by the black body line frame.
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3.4 Electronic Map

Weighing the impact of various aspects of electronic map such as function, loading
speed, cross-platform performance, ease of use, etc., and in order to realize the
positioning and tracking of the vehicle terminal of hazardous goods, it adopts
third-party GIS Web electronic map engine to design and construct the electronic
map platform in the design. Because of its software system in the server side is
equipped with the corresponding desktop GIS software, the client can send its
desktop software support space query command directly to the server via Internet,
and it can directly make positioning the transport vehicle display on the electronic
map. With the aid of map matching technology, the monitoring system can correct
all kinds of errors, and so that the hazardous goods vehicles accurately positioned
on a certain road, more accurately displayed on the electronic map.

4 Monitoring System Implementation

Monitoring center carries on the function of real-time dynamic monitoring and
historical data inquiry of hazardous goods vehicle state, among them, the latter is
used to realize the tracing query of the historical data. The system adopts B/S
structure mode to realize the real-time location of hazardous goods, the display of
the state parameters, the historical data, and the track query, and the state param-
eters of the transport vehicle; the monitor center database selects server SQL 2000,
and based on GPRS-Internet communication mode, it realizes the monitoring for
sensor data acquisition, related commands issued, and remote office.

4.1 Information Management

The information management module is responsible for the management of users,
vehicles, alarm, and control command information. After the user management
module conducts to read the relevant parameters, configuration files, system ini-
tialization, and user logins verification process, the users own the right to use the
system. The configuration file is WXPJC.ini.

[General]

DSN = WXPJC //Data source, the user can configure

UID = name //Database logins user name

PWD = password //Database logins password

[NET]

IP = xxx.xx.xx.xxx //Monitoring center server IP

Port = xxxx //Communication port
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Alarm management module deals with the operating management of data tables
in alarm class, alarm class vehicle, and alarm class goods, and they are corre-
sponding to the alarm definition column, vehicle status definition, and hazardous
goods status column in the window. The module includes three submodules, they
are, respectively, the vehicle information input, query, modification and deletion,
and it defines the alarm state parameters used to manage the static information of all
vehicles. Control command management module integrates the command defini-
tion, send command and dispatch information management functions into a win-
dow, and among them, the command definition management column is to manage
the system command, and the send command and dispatch information manage-
ment column is to send the system command and scheduling information to the
target vehicle. The process of sending command (scheduling information) is that
according to the vehicle number of the target vehicle, it first makes query IP address
and port from data table work vehicle, then the command, along with the IP address
and port number, is transmitted to the communication module, and stored in the
work command send data table. Communication module based on IP address and
port number finds the communication connection, it converts command to com-
munication protocol format, and finally, it is sent to the target vehicle.

4.2 Real-Time Monitoring

The monitoring module has two functions of classification monitoring and alarm.
Status information of hazardous goods and transport vehicles can be monitored in
real time by classified monitoring according to the type of goods, the model of the
vehicle, the container number, and the driver information. If the real-time status of
hazardous goods and vehicles is abnormal, the alarm signs of the monitoring
interface will be constantly flashing.

4.3 History Query

Historical inquiry is used for hazardous goods traceability for all kinds of infor-
mation in the way, including the vehicle number and time, hazardous goods tem-
perature, humidity, smoke, inclination, vibration and other records, logistics
information, transport vehicle information, as well as tracing and querying for all
alarm record, it can realize the online view of historical data information, and one of
the monitoring interfaces is shown as in Fig. 3.
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4.4 GPRS Communication Implementation

Figure 4 describes the implementation process of command issued under the GPRS
communication mode.

4.5 Implementation of GIS Web Platform

In the vehicle monitoring system of hazardous goods, with aid of related functions
provided by Google Maps API, the monitoring center site can be combined with the
satellite map of Google Maps, and it makes jointly implement the vehicle’s trajec-
tory description and positioning and other functions. The steps are that after the
Google website is registered, according to the key provided by Google, the Maps
Google can be embedded in the web page. In the process of generating a map, it
calls the map code provided by Google into the user’s web page, such
as < script src=“http: Maps.Google.com/MaPs?file = api&amp:v = 2&amp:key =
abedefg”type=“ text/JavaScript” > </script > < script type = “text/JavaScript” >,
all the information used by Maps API Google are derived from the above link. With

Fig. 3 Monitoring interface

Fig. 4 Send data process for
GPRS
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the help of the code, it completes the map creation and center point establishment,
embedded web maps are placed in div tags (map size and ID), and write it as a
parameter to construction function of GMap2. Through call for Google Maps API, it
can complete the call process for Google satellite map. Its code is as follows:

Var Map = new GMap2(docurnent.getElementById (“Map”));
Map.setCenter(new GLatLng (110,32), 15);

Maps Google has obvious advantages over the traditional map service system in
aspects of response speed and ease use, and the application of maps Google in the
monitoring system also has the advantage of maps Google application. It is worth
noting that GIS Web platform implementation is only the use of the third party map
engine implementation, and there is no GIS server in the monitoring center. In fact,
the GIS Server is stored in the Google Company, that is, to say that the monitoring
system does not have the map engine, and it just uses the map engine provided by
the Google to complete the related GIS operation.

4.6 System Testing

After building a distributed state monitoring system based on WSN, the wireless
sensor acquisition node of vehicle terminal and gateway node with GPS can be
through the GPRS and monitoring center for data transceiver communications. If
the sensor data acquisition is normal and communication is unimpeded,the user can
log in monitoring center site with the user name and password, and check whether
the monitoring data and the map acquisition are successful. Through the monitoring
center sending the relevant control commands to the vehicle terminal, it can test
whether the monitoring system is stable or not, and whether the working state of
related communication system, GIS system, and the functional module is normal,
and thereby it can test the feasibility, rationality, and availability of remote real-time
tracking and monitoring system for the vehicle hazardous goods in transit.

5 Conclusions

With the continuous development of WSN technology, the popularity of GPRS
communication technology, and the wide applications of maps Google satellite
map, it is conducive to the development of hazardous goods transportation moni-
toring toward to the network monitoring direction. The system adopts the B/S
structure pattern design, based on wireless sensor data acquisition of WSN, com-
bined the monitoring center site with the maps Google satellite map, with aid of
GPRS-Internet communication, the monitoring center can realize the real-time
positioning of hazardous goods, display of the state parameters, query of historical
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data, track, transport vehicle state parameters. It can effectively reduce the
requirements of the system to the client, and is conducive to the realization of
remote monitoring system for remote access. The test shows that the system design
is feasible and reasonable, and the implementation of the system has a certain
reference value for the design of similar systems.
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Design on Embedded System in Parameter
Measurement for Electric Power System

Dekuan Liu

Abstract In order to avoid out of whack in large-scale complex power system
caused by the influence of artificial or natural factors, this paper explores the
application of embedded system in electric power system measurement of electrical
parameters. In the paper, it researches the related algorithm of the characteristic
parameters in power system, takes the microcomputer line protection system of a
110 kV substation as an example, constructs the software and hardware platform of
electric power parameter state monitoring system based on embedded micropro-
cessor, and designs the hardware circuit and software control program. The system
commissioning results demonstrates that the designed system can determine whe-
ther the fault of the related equipment, sends correctly the trip command to make
the isolation between the fault equipment and the power system so as to protect the
system from being damaged. The experiment results show that it is effective and
available to electrical parameter test of the embedded system based on integrated
testing method in the power system for guaranteeing the safe and stable operation of
power system.

Keywords Embedded system ⋅ Parameter testing ⋅ Electric power system

1 Introduction

Once the power system is affected by man-made or natural factors to enter the
abnormal operation state, and there may be a decline in the quality of power supply,
power failure, or damage to electrical equipment, or even personal casualties and
other accidents. Therefore, the relay protection device is an important means to
ensure the stable operation of power system. In power system, electrical parameter
measurement is the most important, the literature [1, 2] have made a comprehensive
study on this, and a lot of research results have been achieved in the online
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detection and calculation of single parameter [3–7]. In order to improve the intel-
ligentized and networked level of relay protection device, combined with engi-
neering practice, the following is to conduct some discussion of the relevant
technology for the embedded system in the power system electrical parameters
measurement based on embedded Linux system.

2 Algorithm of System Characteristic Parameter

2.1 Two-Point Multiplication Algorithm

Taking the calculation of voltage parameters as an example, it assumes voltage
sampling, respectively, to be u1 and u2 corresponding to the sampling time n1 and
n2, and in which, if the phase difference between sampling time n1 and n2 is π/2, ω
is angular frequency, and T is the sine wave period, then Eq. (1) is satisfied.

ωT n2 − n1ð Þ= π 2̸ ð1Þ

From which, it can derive the RMS value U of voltage and initial phase α1ν,
shown as in Eqs. (2) and (3).

2U2 = u21 + u22 ð2Þ

tgα1v = u1 u̸2 ð3Þ

That is to say that if two sine instantaneous values separated by π/2 are known,
then it can calculate the RMS value and phase.

In power system, it is necessary to carry out distance protection, and therefore
the impedance must be measured. If the current and voltage i1, u1, and i2, u2 at
sampling time n1 and n2 can be measured simultaneously at the same time, it can
find the current RMS value and the phase angle α11 at sampling time n1, shown as
in Eqs. (4) and (5).

2I2 = i21 + i22 ð4Þ

tgα11 = i1 i̸2 ð5Þ

From which, it can calculate the complex impedance modulus z and modulus
angle αz,shown as in Eqs. (6) and (7).

z=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u21 + u22

q
̸
ffiffiffiffiffiffiffiffiffiffiffiffi
i21 + i22

q
ð6Þ

az = α1v − α11 = tg− 1 u1 u̸2ð Þ− tg− 1 i1 i̸2ð Þ ð7Þ
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The algorithm is based on sine wave calculation, and the algorithm itself has no
error. The algorithm adopts two sampling values separated by π/2, the length of the
data window is only 1/4 cycle of power frequency, and the time delay is 5 ms. In
fact, the algorithm has nothing to do with the sampling frequency, but it must be
matched with the digital filter. Because of the power grid signal cannot be pure sine
wave, so the sampling frequency is generally determined by the selected filter. The
algorithm has more calculation of multiplication and division, so the calculation
workload is rather large. It is worth to point out that the length of the data window
can be arbitrarily valued, two sampling points are not necessarily separated by π/2,
and only the calculation is slightly more complex.

2.2 Recursive Fast Fourier Algorithm

The algorithm is as an auxiliary algorithm of differential full wave filtering Fourier
algorithm, the computation workload is relatively small. Recursive fast Fourier
algorithm has more application in the liquid crystal display real-time calculation,
because it can be measured by the order of data. After obtaining the new sample
data, it can adopt the recursive algorithm to correct the original valuation, and its
valuation correction and data sampling is carried out simultaneously [8].

The discrete Fourier transform is defined as Eq. (8), in which, x(n) (n = 0, 1, …,
N−1) is the discrete time signal for the corresponding sampling.

XðkÞ= 1
N

∑
N − 1

n=0
xðnÞe− jð2π N̸Þkn ð8Þ

In Eq. (8), k = 0, 1,…, N−1. Based on Eq. (8), the fundamental component of
data x(n) obtained from the sampling is defined as Eq. (9).

Xð1Þ= 1
N

∑
N − 1

n=0
xðnÞ×Wn

N

=
1
N

xð0Þ×W0
N + xð1Þ×W1

N +⋯+ x N − 1ð Þ×WN − 1
N

� �
ð9Þ

In Eq. (9), WN = e− j 2π N̸ð Þ.
In accordance with the same method, it moves a data after the sampling point,

and by means of the transformation definition Eqs. (8) and (10) can be got.

X
0 ð1Þ= 1

N
∑
N − 1

n=0
xðnÞ×Wn

N

=
1
N

xð1Þ×W0
N + xð2Þ×W1

N +⋯+ xðNÞ×WN − 1
N

� �
ð10Þ
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Equation (10) is the Fourier transform of a sampling point x(n) after shifting a
sampling point, and compared Eq. (9) with Eq. (10), Eq. (11) can be obtained.

X′ 1ð Þ= X 1ð Þ− x 0ð Þ½ �×W − 1
N + x Nð Þ×WN − 1

N ð11Þ

From Eq. (11), it can be seen that it only needs the computation of a complex
number, a real number addition, and two times of multiplication, hence the com-
putation of the recursive fast Fourier algorithm is significantly reduced.

3 Hardware Platform Design

Taking a certain 110 kV microcomputer line protection system as an example, the
designed hardware platform of embedded electrical parameters monitoring system
is shown as in Fig. 1.

3.1 Main Module of Protection Monitor

The working process of the microcomputer protection device is mainly completed
by the main module, and the function structure of the main module is shown in
Fig. 2. After through the conversion of the low-voltage signal to send the main
module, the MCF5282 microprocessor runs and makes the signal sampling, and
completes the software function of prior arrangement of all kinds of numerical
calculation, analysis, and processing. If the state of the object to be protected is
abnormal (such as any fault), the microprocessor MCF5282 can send out the
tripping action signal of the drive circuit breaker by the switch output circuit of the
microprocessor so as to protect the system. At the same time, it makes protection
action information to send directly to the host computer and management templates,
and makes the record, saves the data, and alarms for operators by data communi-
cation mode. Because the embedded platform is universal, although the protection
of the transformer is not the same in power systems (such as transformers, motors,
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or other control equipment), as long as the corresponding functional software can
be changed, then it can complete the protection function.

The main module of the MCF5282 is a 32-bit RISC microprocessor, as shown in
Fig. 3. In order to reduce the peripheral devices of MCF5282 and improve the
reliability of the main template, the operation of single chip mode is adopted, and it
uses I/O port or functional port to exchange with external information.

3.2 Analog Input Circuit

The voltage and current converter of the unit input module is used for converting
the relevant signal into a low-voltage signal which is sampled by A/D of the
MCF5282 microprocessor, and the forming circuit of voltage square wave is used
to detect the voltage frequency, frequency difference, and phase difference. In order
to get a better signal, the AC and DC components of the analog input channel are,
respectively, configured by the RC and RLC passive filter circuit.

3.3 Switch Input and Output Circuit

The switching signal input and output signal are designed on the main template.
Among them, the switch input via the optical isolation chip TLP521 sends to I/O

I/OExpansion 
data memory

Data sampling

Reset crystal BDM debug

MCF5282

I/O
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I2C

UART
Ethenet

Clock

Switch input

E2PROM
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Fig. 2 Structure of main
module

Fig. 3 MCF5282 single-mode circuit diagram
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port of MCF5282. Through the driver, the signal output by the MCF5282 micro-
processor controls the relay action in the output template.

3.4 Man–Machine Interface Module

The module directly deals with the human–computer interaction, and the interface
circuit is composed of data communications, keyboard, LCD, USB print interface,
and other parts. In view of the fact that the performance requirements are high, the
single chip adopts the LPC2294 of ARM7 kernel. LCP2294 is a 16/32-bit
ARM7TDMI-S microcontroller, and its unique acceleration structure and the
128-bit width of the storage interface can be run at the maximum clock rate of
32-bit code. If it strictly controls the size of the code, using the 16-bit thumb mode,
it would reduce the size of the code more than 30 % in the case of very small
performance loss.

4 Software System Design

4.1 Software Main Frame

Figure 4 shows the main frame of the software system, and the task is that if the
relevant conditions are satisfied, then it calls the corresponding subfunction module
to execute the functional module task that meets the relevant conditions of [9, 10].
Its working process is simply described as follows. First, the microprocessor
MCF5282 makes the setting up of itself environment and working conditions, such
as the I/O port, “watchdog” and peripheral initialization. Second, it makes the
judgment for the sampling interrupt time, if the sampling interrupt time is reached,
then it conducts the analog sampling, and otherwise it conducts the hardware
self-test judgment. After completing the analog sampling, the system reads out the
tuning parameters from the EEPROM, and calculates the electrical parameters.
According to the calculation results, it can judge whether the fault occurs, and if a
fault occurs, then it issues a warning or enters a fault processor. It can be seen that
in the main program loop, only when the function module meets the preset con-
dition, the main program executes the function module, and otherwise the main
program is forced to transfer into the next function module. In fact, not all oper-
ations must be performed every time. From the above it can find that in the pro-
gram, the reading of each electrical parameter A/D sampling result and data
exchange communication are completed through the corresponding interrupt
program.
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4.2 Design A/D Interrupt Program

Figure 5 is the interrupt processing flowchart of various electrical parameters of the
A/D conversion. Taking a substation as an example, there is a total of 24 channels
including 8 DC channels and 16 AC channels. After the conversion is completed to
be generated interrupt, the AC channel A/D conversion is started by the timer cycle.
The counter pointl is used to store the sampling number of measured parameters for
a complete cycle of 24 points. When a complete cycle sampling is completed, the
sign of adflag is 2, its pointl count is 24, and it shows that the main program can call
its measurement parameters of the calculation subroutine. From Fig. 5, it can be
seen that when adflag is only 1 the new A/D sample value can be saved, and when
the measurement parameters are calculated the new A/D sampling values cannot
covered that it is using to calculate the conversion results. After calculating the
measured parameters of a cycle, the main program will automatically set the adflag
to be 1. It shows that the measurement parameter calculation of a cycle has been
completed, and the counter pointl is cleared so as to store the A/D conversion
results of the next cycle. The time to execute the interrupt program is as short as
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possible, and it facilitates CPU to have more time to deal with other tasks. For this
purpose, point2 is used for storing sampling number of statistical parameters in the
program design. When it is odd number of sampling, it calls the protection sub-
routine to calculate and save the protection parameters. When it is an even number
of sampling, it does not make any measurement data processing, and after through a
period of idling, the counter point2 automatically resets.

4.3 Design of Man–Machine Interface Programming

The above has been mentioned, and the man–machine interface module function,
(such as print processing, keyboard processing, LCD display, etc.) is mainly
completed by the ARM7 kernel LPC2294. Here, it is worth noting that the mutual
data communication is completed with the help of executing the interrupt, and the
human–machine interface program is shown as in Fig. 6.
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5 Conclusions

Electrical parameter measurement is the precondition to judge whether the power
system is safe and stable, and now the parameter measurement is developing toward
to integrated automation, networking, and intelligent development. Above taking a
110 kV microcomputer line protection system as an example, explored the elec-
trical characteristic parameter algorithm of power system based on embedded
platform, designed the embedded system hardware platform and software main
frame, and gave the relevant program block flow. The experiments online with the
scheduling center host computer show that the designed protection measurement
system can be used to modify the electrical parameters of power system, correctly
controls the switching operation of the system, and the operation speed is fast, the
error is not greater than 0.1 %. When the sampling points are selected as 24 points
in a cycle, the fast response time protection is in 1.67 ms, and it can fast isolate the
fault equipment so as to protect the electric power system from being damaged.
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Virtual Actuators for Attitude Control
Based on Variable-Speed Control Moment
Gyros

Kebei Zhang, Dayi Wang and Liang Tang

Abstract A steering law avoiding singularity by virtual actuators for
variable-speed control moment gyros (VSCMGs) is proposed in this paper. Using
virtual actuator to extend VSCMGs Jacobian matrix, this method can guarantee the
pseudo-inverse solution of VSCMGs steering law always exists. At the same time,
the null motion of VSCMGs is adopted to make sure that the VSCMGs gimbal
angles always get away from the singularity and the VSCMGs rotor velocities tend
towards to expect speed. The proposed steering law is demonstrated through
numerical simulation for large angle attitude maneuver control.

Keywords Variable-speed control moment gyros ⋅ Virtual actuators ⋅ Steer law

1 Introduction

In the near future, the new generation spacecraft will require rapid attitude
maneuver capability to accomplish various missions. Control moment gyros
(CMGs) along with the reaction wheels (RWs) are regarded as an effective and
perfect torque generator for attitude stability and attitude maneuver. The CMGs can
generate relatively large control torque due to its large torque amplification capa-
bility. The reaction wheel can generate exactly torque for highly attitude stability.
Adopting both the CMGs and RWs capability, the variable-speed control moment
gyros (VSCMGs) are designed for generating large torque and exactly torque.
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However, one drawback of the VSCMGs is the steering law suffering from the
singularity problem. Thus, a practical and reliable steering law for VSCMGs is
needed for engineering in spacecraft attitude control.

Many literatures discuss the singularity avoidance steering law for VSCMGs.
The Moore–Penrose pseudoinverse (MP) solution has been tried as an exact
solution for VSCMGs steering law [1–6]. The null motion method of CMGs was
used to avoidance the singularity. It has been believed that addition of null
motions is beneficial to VSCMGs for avoiding hyperbolic singularity. The
VSCMGs singularity is analyzed in [1, 2] and it turns out that the drawback of
pseudoinverse steering law is that, it cannot pass though the elliptic singularity.
Professor Frederick in [3] developed a hybrid steering law to avoid hyperbolic
internal singularity and or elliptic singularities. Lee and Bang in [4] developed
singularity avoidance optimal approach for VSCMGs. The steering law is based
on a constrained optimization by minimizing a cost function which consists of a
singularity index and a kinetic energy term. The steering law can overcome the
wheel velocity saturation problem during the operation of VSCMGs clusters.
Leeghim et al. [5, 6] designed new CMGs steering law in which one-step pre-
dicted singularity index was used to avoid singularity. The proposed predicted
singularity approach ultimately leads to an optimized solution of gimbal rates with
performance improvement to avoid singularity by robust gradient null vectors.
The above predicted singularity index steering law was used in [7] to design
VSCMGs one-step predicted singularity steering law. It turns out that the pre-
dicted steering law that used to avoidance singularity in VSCMGs is equivalent to
a general solution including the null motion method. The proposed optimal
steering law for VSCMGs can deal with the RWs wheel saturation during the
operations of VSCMGs clusters as well as add null motion to avoid the singu-
larity. Jay and Schaub [8] implements singularity avoidance null motion for
VSCMG. The method is based on tracking the range of the transverse axes
instead of calculating the rank of VSCMGs control projecting matrix. Virtual
actuators technical are used in [9] to develop CMG singularity avoidance steering
law. When CMGs is approximate to singularity, the singular vector is used to
extend dimension of Jacobian matrix. The singular vector is perpendicular to the
command torque. Thus, the extended dimension matrix is always full ranked and
the MP inverse always exists. The singular direction avoidance (SDA) is further
examined and modified by Tao and Saburo in [10]. It confirms that the modified
SDA steering has a clearer geometric meaning and shares a similar ability to
escape singularity.

In this paper, we first introduce the focus of attention and study for VSCMGs
steering law in Sect. 1. Second, the VSCMGs singularity is analyzed and the
steering law based on virtual actuator is designed in Sect. 2. Simulation results are
shown in Sect. 3 and conclusions are given in Sect. 4.
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2 Steering Law for VSCMGs

2.1 VSCMGs Dynamics

The most used pyramid-type VSCMGs clusters are introduced and shown in Fig. 1.
There are four VSCMGs in pyramid configuration. The total angular moment of
pyramid configuration is closing to sphere so that the VSCMGs clusters can output
3-D torque. The total angular moment H and the output torque Tc of VSCMGs are
given as

H =H δ,Ωð Þ= ∑
4

i=1
hcmgi + ∑

4

i=1
hrwi ð1Þ

Tc =H ̇= ∂H
∂δ δ ̇ +

∂H
∂ΩΩ ̇=C δð Þδ ̇+D Ωð ÞΩ ̇

Tc0 =C δð Þδ ̇
Tc1 =D Ωð ÞΩ ̇

8
<

:
ð2Þ

Here Tc is the command torque, Tc0 is the torque generated by CMGs, Tc1 is the
torque generated by RWs. The variable δ = δ1 δ2 δ3 δ4½ �T is a 4-D gimbal
angle column vector for CMGs and the variable δ ̇ = δ̇1 δ ̇2 δ ̇3 δ ̇4½ �T is a 4-D
gimbal angle column vector for CMGs. The matric C is the CMGs Jacobian matrix.
The variable Ω = Ω1 Ω2 Ω3 Ω4½ �T is the RWs velocity column vector and
the variable Ω ̇ = Ω1 Ω2 Ω3 Ω4½ �T is the RWs acceleration column vector.
The matric D is the Jacobian matrix of RWs.

The most used MP pseudoinverse steering law can be illustrated as follows:

xT =
δ ̇
Ω ̇

� �
=WQT QWQT� �− 1

Tc ð3Þ
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Here Q= C D½ � and the weighted matrix W is designed as

W =
I4 × 4 04 × 4

04× 4 ω1e−ω2KI4× 4

� �
ð4Þ

Here the variables ω1,ω2 are designed parameters. The parameter K = σ3 σ̸1 can
be calculated by the minimum singular value σ3 and maximum singular σ1 of
Jacobian matrix C.

Based on the theory of SVD, the Jacobian matrix C can be decomposed into the
production of three special matrices

C=UΛVT = ∑
3

i=1
σiUiVT

i ð5Þ

Here U = U1 U2 U3½ �∈R3× 3 and V = V1 V2 ⋯ Vn½ �∈Rn× n are
unitary matrices. The following equations are satisfied: UTU =VTV = I3× 3. The
matrix I3× 3 represents the 3-D identify matrix. Λ= S 03× 1½ �,
S=diag σ1 σ2 σ3ð Þ and σ1 > σ2 > σ3 are singular value of Jacobian matrix C.

2.2 Singularity Analysis and Steering Law

When the VSCMGs are closing to singular, the 3-D torque unit axis vectors x-y-
z remains on the same plane. The rank of Jacobian matrix C is less than 3. The
inverse of Q does not exist. VSCMGs cannot generate torque along the singular
vector Cs, which is perpendicular the torque axis plane. As illustrated in Fig. 2, the
command torque cannot be generated by the VSCMGs when the torque unit axis
vectors x-y-z remain on the same plane because none of the available torque vectors
orthogonal to the x-y-z plane.

x

Td

yz

Cs

T0

T1

Fig. 2 Singular configuration
and vector Cs
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It is assumed that there exists a virtual actuator which the unit torque axis vector
is parallel to the singular vector Cs. The singular vector can be defined as

cs = x× y or y× z ð6Þ

Then, any 3-D command torques can be generated. The existence for Moore–
Penrose pseudoinverse solution in Eq. 2 can be guaranteed. The new Jacobian
matrix of CMGs is extended by the virtual actuator. The expanded matrix is then
defined as

C ̂= C hscs½ � ð7Þ

Here the hs represents the magnitude of virtual actuator angular moment. The
Jacobian matrix Q in Eq. 3 is consisted as Q= C ̂ D½ �.

Then the command gimbal rate of extended CMGs is given by

̇δ ̂= δ ̇ δ ̇cs½ �T =C ̂T ̂CC ̂T
� �− 1

Tc0 ð8Þ

Here δċs is the corresponding virtual gimbal rate. The existence of ̇δ ̂ is guar-
anteed since the rank of C ̂ is always three. Then, the error torque generated by
virtual actuator is given as

ΔTc0 = hscsδċs ð9Þ

The error torque generated by virtual actuator can be compensated by the RWs.
The extra compensation torque generated by RWs can be calculated as

ΔTc0 =D Ωð ÞΔΩ ̇ ð10Þ

The RWs extra velocity is given as

ΔΩ ̇=DT DDT� 	− 1
hscsδċs ð11Þ

Then, the resolve for command torque in Eq. 3 is given as

x=
δ ̇

Ω ̇+ΔΩ ̇

� �
ð12Þ
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2.3 Null Motion Steering Law

It is confirmed that null motion often does a favor for VSCMGs to escape the
singularity. The local gradient null motion for VSCMGs, which is presented in [11,
12] is given by

xN =
δṄ
ΩṄ

� �
= I8 −WQT QWQT� �− 1

Q
h i

d ð13Þ

To effectively avoid VSCMGs singularity, the vector d should be selected
appropriately. The method to select d is briefly explained as follows:

Let K in the Eq. 4 denote a measure of the singularity of the matrix C as a
function of the gimbal angles. The null motion steering law and vector d in Eq. 13
should be selected to keep singular measurement K larger in order to avoid any
singularity. The null motion steering law does not have any effect on the generated
output torque. The vector d is selected as [11]

d= α 1−Kð Þ
∂K
∂δ

� �

Ωf −Ω

� �
ð14Þ

Here Ωf is the RWs balance velocity. The method to calculate the item ∂K
∂δ is

illustrated in [13] and shown as follows:

∂K
∂δ

=
1
σ1

∂σ3
∂δ

−
σ3
σ21

∂σ1
∂δ

ð15Þ

∂σi
∂δ

= −

U : , ið ÞT ∙Λ : , 1ð Þ∙V 1, ið Þ
U : , ið ÞT ∙Λ : , 2ð Þ∙V 2, ið Þ
U : , ið ÞT ∙Λ : , 3ð Þ∙V 3, ið Þ
U : , ið ÞT ∙Λ : , 4ð Þ∙V 4, ið Þ

2

664

3

775 i =1, 3 ð16Þ

Here U : , ið Þ is ith column of matrix U. The V j, ið Þ is the jth row and ith column
of matrix V.

3 VSCMGs Maneuver Simulation

To demonstrate the proposed steering laws, spacecraft three axis attitude maneuver
simulation is conducted and VSCMGs ability to escape singularity is also examined
in this section. The parameters used in simulation are illustrated in Table 1.

The time responses for spacecraft attitude, including Euler angle, angular
velocity, gimbal angle, and so on are shown in Figs. 3 and 4. The spacecraft angular
velocity is approximating to zeros after 40 s. Two cases are conducted in order to
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compare the singular measurement K and the steer law ability to escape singularity.
In the first case, the null motion steer law is not added to the command steer law
and the second case the null motion steer law is used.

Two cases are conducted in attitude maneuver simulation. The first case is that
only the command steering law in Eq. 3 is used. Both command steering law and
null motion steering law are used in second case. As shown in Fig. 3, the attitude
large angle maneuver is done when the initial VSCMGs gimbal angles are closing
to singular. It confirms that the virtual actuator steer law can successfully steer the

Table 1 Simulation parameter

Item Parameter

Spacecraft inertia I = diag(560, 600, 600) (kgm/s2)
Initial attitude (roll, pitch, yaw) = [20, −30, 30] (°)
Desired attitude (roll, pitch, yaw) = [0, 0, 0] (°)
Singular gimbal angle δ(0) = [85, 5, −95, −5] (°)
Initial gimbal rate δ′(0) = [0, 0, 0, 0] (°/s)
RWs rate Ω(0) = [3900, 3900, 3900, 3900] (r/min)
RWs moment H(0) = [16.25, 16.25, 16.25, 16.25] (Nms)
PID controller [Kp, Ki, Kd] = [616, 0.02, 693]
Maximum gimbal rate δ′max = 57.3 (°/s)
Maximum RWs torque Tmax = 0.06 (Nm)
ω1 50
ω2 0.1
α 0.2
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Fig. 3 Attitude simulation result with null motion steering law
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gimbal to escape the singular while they meet requirement of the attitude maneuver
command torque. The lower right in Fig. 3 shows that the singular measurement K
is increasing when the null motion steering law is added. The upper two in Fig. 4
show that the RWs velocity and angle moment cannot keep to the expect speed. The
lower two show that the RWs velocity and angle moment can keep to the balance
value. It is also proved that the null motion steering law in Eq. 14 is working.

4 Conclusion

In this paper, the virtual actuators technique to solve the singularity problem of
VSCMGs is studied and tested in attitude maneuver simulation. When the
VSCMGs initial condition is closing to singularity, the virtual actuators can also
generate the torque so that the large angle attitude maneuver can be realized. Two
cases are conducted in attitude maneuver in order to show the detail of singular K. It
confirms that null motion steer law is conducive to increase the K. The new
approach presented in this paper can be explored towards escaping singular for
VSCMGs.
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Modeling and Control of a Rail-Type
Mobile Robotic Work Platform

Sheng Shi, Xiaobin Li and Haiyan Sun

Abstract The longitudinal displacement of a rail-type mobile robotic work plat-
form based on semi-active suspension system is modeled, and the unknown dis-
turbance noise in the model is separated. As for the control method, we use the state
feedback control of linear quadratic regulator and add the filter of H∞ minimum
error state estimation to filter the unknown process and measurement noise.
Besides, the difference between Kalman filter and H∞ filter is analyzed based on
the power spectral density. Eventually, the anti-interference performance of two
filters is compared by means of simulation.

Keywords A rail-type mobile robot ⋅ Platform ⋅ Modeling and control

1 Introduction

As an indispensable part of intelligent manufacturing, the mobile operation of
industrial robotic equipment is more and more widely used in practical field. Along
with the improvement of production precision, in addition to improve the posi-
tioning and working accuracy of the industrial robot equipment itself, it is also need
more precision and real-time positioning and control for the rail-type mobile
platform which is rigidly connected with robot.

According to current research, due to the simple model and the control method,
the positioning error of industrial rail-type mobile work platform is in the centimeter
range. It is impossible for robot which only relies on the error compensation ability
of itself to fully meet the higher precise requirement which is in the millimeter range.
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There are accuracy problems of work platform positioning in many yields, such as
pushing coke lathe, coke-educing carrier, coke quenching car, coal conveyor using
encoder to locate in the metallurgical industry, high-speed industrial production line
and the industrial robot working on the rail-type mobile platform [1].

To solve the above problems, the industrial mobile platform should be effec-
tively modeled and improved. After that, the advanced control method is utilized to
restrain the random disturbance in the system so as to realize the high precision
positioning of mobile platform.

As to the research of mobile platform modeling, Weia et al. [2] uses the
acceleration sensor to model the error of rail vehicles in vertical direction.
A comprehensive stress analysis of the train and a dynamic model of 31 degrees of
freedom is established by Kim et al. [3]. In the study of control strategy, the fuzzy
control strategy is adopted to analyze position compensation of the lateral, vertical,
and angle error respectively [4]. Eski [5] researches a robust neural network control
method to solve the disturbance problems. In the research of disturbance restrain,
Zolotas uses the Kalman filter to eliminate the error caused by the random
disturbance of the rail [6].

In this study, the rail-type mobile platform is modeled, the random disturbance
of model is filtered and the error of longitudinal error is corrected through the H∞
filter and the linear quadratic optimal control. These studies indicate that mobile
platform model based on improved mode can not only achieve efficient location
tracking, but also obtain better robustness on filtering performance compared to the
traditional Kalman filter.

2 Modeling

In the actual industrial robot operation and manufacturing field, a relatively simple
mechanical structure is generally used as the track moving operation platform
including roller, track, etc. The more advanced work platform is added as a passive
way of suspension, shock absorber, and damper to the roller. This way, which can
meet the general requirements of industrial production, have the advantage of low
price and simple structure. But as to the industrial field of higher positioning
accuracy requirements, such as welding robot, robotic ultraprecision machining, this
structure cannot greatly eliminate the disturbance error of mobile operation platform.

This study intends to solve the coke oven cleanup problem of industrial robotic
equipment. Through the analysis of the characteristics of industrial machine
cleaning coke oven, referencing [4, 7, 8] and combining with the requirements of
mobile industrial production based on robotic, a rail-type mobile robotic work
platform is constructed as shown in Fig. 1.

This platform is designed to describe work condition of longitudinal direction
based on the single-direction and main function of industrial robot. On the other
hand, not only bogies, suspension and damper, which are indispensable in the
passive suspension system, but also the semi-active control suspension structure, i.e.,
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adding semi-active suspension structure as controller, are adopted to reduce errors
caused by external factors of rail, environment, and other uncertainties (Table 1).

Through the force analysis of platform body and the bogies, the dynamic
equation was established as followed:

mcX ̈m = − 2Kg2ðXm −XgÞ− 2Cg2ðXṁ −X ̇gÞ+ u

mbX ̈g = − 2Kg1½2Xg − ðXt1 +Xt2Þ�− 2Kg2ðXg −XmÞ− 2Cg2ðXġ −X ̇mÞ− u
ð1Þ

let x= Xm Xṁ Xg X ̇g
� �T , then dynamic Eq. (1) can be transformed into state

space expression

x ̇=Ax+B1ðXt1 +Xt2Þ+B2u

y=H1x+ v

A=

0 1 0 0

− 2Kg2

mc
− 2Cg2

mc

2Kg2
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2Cg2

mc

0 0 0 1
2Kg2
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mb
− 4Kg1 + 2Kg2

mb
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mb

2
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3

7775
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Fig. 1 The structure of
model

Table 1 Parameters of
model

Parameters Definitions

Kg1 Primary suspension spring stiffness

Cg2 Secondary suspension damping coefficients

Kg2 Secondary suspension spring stiffness

mc Car body mass
mg Bogies mass

Xm Longitudinal displacement of car body
Xg Longitudinal displacement of bogies

Xt1 Longitudinal displacement of 1st wheel-set
Xt2 Longitudinal displacement of 2nd wheel-set
u Control
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where u denotes control input, y denotes the measurement output, v denotes the
measurement noise.

In addition, ðxt1 + xt2Þ denotes the sum of longitudinal displacement of two
wheelsets, and because of its formation is related to the rail itself and various
environmental factors, with unpredictable randomness, it can be considered as
unknown process noise ω.

3 Control Strategy

3.1 Linear Quadratic Optimal Control

It may exist as linear optimal control method if the system is linear and controllable.
Assuming this control strategy satisfies the quadratic performance index, it can
realize the optimal tracking and regulation [9].

If we ignore the noise temporarily and just consider tracking problems of sys-
tems. Equation (2) can be transformed into a standard linear quadratic state
equation

xṡ =Axs +B2u

ys =H1xs
ð3Þ

If the system is linear and controllable, there is a state feedback control strategy
u= −Klx

If the value of Kl can minimize the quadratic performance index [6]

J = lim
t→∞

Ef
Z t

0
½xTMlx+ uTNlu�dτg ð4Þ

and Kl satisfies the following Riccati equation:

ATP−PB2N − 1
l BT

2P+Ml + Ṗ+PA=0 ð5Þ

then the linear quadratic optimal control is

u= −N − 1
l B2Px ð6Þ

where Ml denotes state weighting matrix and Nl is control weighted matrix, as
well as symmetric matrix of positive definite, P is time-variable matrix and the
boundary conditions are satisfied, then Ṗ=0 and there exists P which lets
Kl =N − 1

l B2P.
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3.2 H∞ Filter [10–13]

According to Eq. (2), the system state equation driven by noise is given as
followed:

x ̇=Ax+B1ω

y=H1x+ v

z=H2x

ð7Þ

where H2 = 1 0 0 0½ �, ωk k2 <∞, vk k2 <∞, which means these two noises
have finite energy, and z is estimated output, then the observer

xȯ =Kiðy− yoÞ+Axo
yo =H1xo
zo =H2xo

ð8Þ

where x ̂, y ̂, z ̂ are estimated value of x, y, z respectively, Ki is gain value of filter.
Equation (7) subtracts Eq. (8), the state equation of estimated error is

xṙ =B1ω−Kiv+ ðA−KiH1Þxr
e= z− zo =H2xr

ð9Þ

where xr = x− xo,ω
⌣ = ω v½ �T

The performance index of H∞ is

I = sup
0≠ω

⌣∈ L2

ek k22
ω
⌣

�� ��2
2

≤ γ2 ð10Þ

where γ is positive constant.
Then the main problem can be considered as guaranteeing stability of the system

and finding out the Ki which can minimize γ.
According to the above conditions and zero initial condition, there exists X ≥ 0,

which satisfies the equation

B1BT
1 +XAT −XðHT

1H1 − γ − 2HT
2H2ÞX +AX =0 ð11Þ

where Xðγ − 2HT
2H2 −HT

1H1Þ+A is stable matrix.

Ki =XHT
1
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3.3 Structure of System

In the light of above tracking and filtering strategies, Fig. 2 indicates the system
block diagram.

In Fig. 2, the structure is similar to linear quadratic Gauss control (LQG). The
difference is that the value of Ki is obtained by algorithm of H∞ filter and it will be
analyzed through the power spectral density in the next section.

3.4 Comparison of the Two Filters

(1) From the conditions of filtering, Kalman filter is based on the minimum
estimation of variance and it should be built on the basis of the known
mathematical model. H∞ filter can be obtained better result by unknown
power spectral density or statistic characteristics of noise, which the param-
eters of filter can be adjusted just through Riccati equations.

(2) The structure of filter is shown in Fig. 3.
The Eq. (11) is simplified as follows:

XHT
2 γ

− 2H2X = −AX −XAT +XsE−B1BT
1 +XHT

1H1X + sEX ð12Þ

If Ki =XCT
1 , The Eq. (12) can be transformed into Eq. (13).

XHT
2 γ

− 2H2X =KiKT
i + ðsE−AÞX +XðsE−ATÞ−B1BT

1 ð13Þ

Fig. 2 The structure of
system
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Equation (13) is left multiplied by H1ðsE−AÞ− 1 and right multiplied by
ð− sE−ATÞ− 1HT

1 ,

H1ðsE−AÞ− 1XHT
2 γ

− 2H2Xð− sE−ATÞ− 1HT
1 =DðsÞD̃ðsÞ−Gy ð14Þ

where E is identity matrix of 4 × 4,

DðsÞ=H1ðsE−AÞ− 1Ki +E, D̃ðsÞ=DTð− sÞ
Gy =H1ðsE−AÞ− 1B1BT

1 ð− sI −ATÞ− 1HT
1 +E

According to conclusions of the least mean square deviation in [14], DðsÞ is
return difference ratio matrix, Gy is power spectral density. If DðsÞD ̃ðsÞ=Gy, the
filter can obtain the minimum estimation of variance which is the basis of the
Kalman filter. If and only if γ→∞, H∞ is regarded as Kalman filter, i.e., Kalman
filter is a special form of H∞.

Above all, theoretically, because the value of γ is related to the robust perfor-
mance and the filter performance, when the filter is the minimum estimation of
variance, the robustness is poor and when the value of γ is minimum, the result is
the opposite. Therefore, the appropriate choice of filter can make the filter possess a
smaller estimation of variance and strong robustness, so as to meet the requirements
of the rail-type mobile robotic platform.

4 Experiment and Result

If the value of parameter is shown as followed:

Kg1 = 100000 N m̸, Kg2 = 10100000 N m̸, Cg2 = 25000 Ns m̸,

mc =67000 kg, mb =10000 kg

and in the Eq. (4), the value is Q= diagð½2× 108, 108, 103, 10�Þ, R=10− 11

Then Kl =109½4.45203.1677− 0.00270.0009�
(1) The measurement noise and process noise are all set to be Gaussian distributed

noise of zero means and covariance that is equal to 1. If γ =10 which is chosen
based on the stability and the structure of Fig. 4, we can obtain the following
simulation,

Fig. 3 The structure of filter
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Figure 4 indicates that when the means and covariance of noise is respectively
0 and 1, the tracking and filtering effect of combining Kalman filter with linear
quadratic optimal control is very similar to the one of combining H∞ filter with
linear quadratic optimal control. Even during period of middle, performance of
Kalman filter is better.

(2) The measurement noise and process noise are all set to be Gaussian distributed
noise. The means of process and measurement noise are all zero and covariance
are respectively, 0.5 and 0.22. If γ =5 which is chosen based on the stability
and Fig. 5, we can obtain the following simulation:
Experimental results of Fig. 5 shows that when the noise covariance is smaller,
the robustness of the Kalman filter and the filter performance is significantly
worse than that of the H∞ filter.

(3) If the measurement noise and process noise are limited energy instead of
Gaussian noise, which the noise function is ω=0.707 sinðtÞe− 10t;
v=0.2 sinðtÞe− 5t, the simulation is shown as followed, Fig. 6.

Fig. 4 Comparison on two filters processing with white noise. a Tracking comparison, b the
difference between ideal output and estimated output

Fig. 5 Comparison on two filters processing with white noise. a Tracking comparison, b the
difference between ideal output and estimated output
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The comparison of these two filters indicates that when the noise is the finite
energy signal, H∞ filter has a more distinguished effect of decrease error
between the estimated value and the ideal value.

5 Conclusion

The precision of the mobile platform plays an important role on the operation of the
mobile robot. In this study, robotic platform of single-direction mobile is modeled
by using characteristics of the semi-active suspension system. Besides, the H∞
filter and the linear quadratic optimal control method is designed for tracking
simulation and anti-interference simulation. Eventually, the comparison of these
two filters reflect the fact that H∞ filter has a more distinguished effect of decrease
error between the estimated value and the ideal value if the covariance of white
noise is smaller or the noise possesses uncertain limited energy. The result of
experiment has a high value for applications on coke oven cleaning robot using
rail-type mobile platform.
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Modeling and Control of Rail Type
Suspended Conveyor for Electrolytic
Aluminum Anode Casting

Sheng Shi, Xiaobin Li and Haiyan Sun

Abstract The dynamic equation of rail type suspended conveyor for electrolytic
aluminum anode casting is established as controlled plant. Besides, hierarchical
sliding mode control (HSMC) is utilized to track the displacement of conveyor
driving unit for anode casting and, meanwhile, realize the smooth control for swing
angle of loading hook and ferrophosphorus ladle container without extra force on
them. Simulation studies the control of conveyor for electrolytic aluminum anode
casting in various conditions and cycle operation test of factory production process,
indicating that the anode casting process of conveying can be stably, effectively,
and smoothly controlled and has good robustness.

Keywords Electrolytic aluminum anode casting ⋅ Rail type suspended
conveyor ⋅ Cycle operation test ⋅ Modeling and control

1 Introduction

In the process of electrolytic aluminum anode assembly, the anode casting is a
crucial link, which it will incredibly difficult for rail type suspended conveyor to
positioning precisely causing the instability of conveyor and inaccuracy of reaching
the location of the work area because of the high temperature and conveying of
reciprocating motion within the process of electrolytic aluminum anode casting.

Now the rail type suspended conveyor for anode casting is mainly composed of a
driving device, tensioning device, traction chain (driving chain), traction and bearing
track, pusher, lifting, rotating mechanism and loading car. The conveying system is
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mainly controlled by force limiter, car retarder, limit switch, proximity switch,
encoding card, address reader and Programmable Logic Controller (PLC). In the
practical production, in light of inertia and nonlinear characteristics of force limiter,
car retarder, strength of chain, accurate positioning of rail type suspended conveyor
for anode casting is exceedingly difficult to be realized in the case of hanging fer-
rophosphorus ladle container of 1.2 t and moving at the speed of 35 mm/s. This study
intends to improve the existing control system of rail type suspended conveyor and
now it has realized the accurate positioning during conveying process. Besides, the
system can cooperate with the industrial robot placed on the ground to charge and cast
material precisely and safely. This kind of automatic production structure will highly
avoid the waste of the working area, and ensure the safety of the staff.

To solve the above problems, rail type suspended conveyor should be effectively
modeled and controlled by advanced method so as to reach each work station
precisely and stably and overcome perturbation of parameters in the controlled
model which is imposed by instability of ferrophosphorus mass or other irresistible
environmental factors. These abilities can bring the system strong robustness,
accuracy, and anti-swing ability.

Currently there is little research on rail type suspended conveyor for electrolytic
aluminum anode. Just the similar model, suspended crane, can be searched. As to the
modeling of suspended conveyor, Sawodny and Briechle [1] studies overhead crane
model based on two-dimensional pendulum angle model. The nonlinear model of
two-dimensional angle is simplified to a linear model to facilitate controller design by
Tanaka and Kouno [2]. Arena and Casalotti [3] builds a three-dimensional swing
angle model of full-motion and the change of suspended line length is taken into
account. In addition, in terms of control strategies, Zhang andMan [4] establishes the
adaptive tracking strategy based on Lyapunov equation and the relatively complete
uncertainty variables are considered. A passive control method for double pendulum
model is built through Lyapunov equation based on the conservation of energy [5].
Blajer and Kolodziejczyk [6] introduces the intelligent obstacle avoidance strategy
into three-dimensional crane in order to realize the path planning of crane.

This study references the specific structure of suspended conveyor and estab-
lishes the dynamic model based on the Lagrange equation. Meanwhile, the swing
angle of loading hook and ferrophosphorus ladle container are taken into account.
Multilayer sliding mode control is used to make the rail type suspended conveyor
smoothly track the path, and then the simulation of the general cycle of electrolytic
aluminum anode casting is done. Through the above work, the effectiveness and
robustness of the controller for type suspended conveyor have been demonstrated.

2 Dynamics Modeling

In the factory of electrolysis aluminum assemble, the driving unit of suspended
conveyor is composed of motor, reducer and some transmission devices. Tension
control just depends on the force limiter, i.e., when the force output is too large, the
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power supply will be cut off to ensure the safety of the operation of the system.
While the ferrophosphorus ladle container and loading hook, without any force
control, is driven by the driving device carrying the hanging chain. The moving
stability of container and hook should be considered since the container is loaded
with high-temperature workpiece, ferrophosphorus, or other dangerous items.
Based on the above points, and combined with the structure of rail type suspended
conveyor, the dynamic model is shown in Fig. 1 (Table 1).

The x− y coordinate system is built based on the overhead rail in Fig. 1. Positive
direction of Y axis is above the overhead rail and the right side of midpoint of rail is
positive direction of X axis. The kinetic energy of system is

E=0.5m0x ̇2 + 0.5m1ðx ̇21 + y ̇21Þ+0.5m1ðx ̇22 + y ̇22Þ+0.5J1φ1̇ + 0.5J1φ1̇ ð1Þ

where ðx1, y1Þ and ðx2, y2Þ respectively denote the coordinate values of the center of
gravity of loading hook and ferrophosphorus ladle container.

x1 = λ1 sinφ1 + x, y1 = − λ1 cosφ1

x2 = ðλ1 + λ′1Þ sinφ1 + λ2 sinφ2 + x, y2 = − λ2 cosφ2 − ðλ1 + λ′1Þ cosφ1

ð2Þ

The potential energy of system is

H = ðm2gðλ1 + λ′1Þ+m1λ1gÞð1− cosφ1Þ+m2gðλ1 + λ′1Þð1− cosφ2Þ ð3Þ

According to the Lagrange equation

Table 1 Parameters of model

Parameters Definitions

φ1 The angle between the hanging rope and the y axis
φ2 The angle between the y axis and the line connecting container gravity and

loading hook
m0 Driving unit mass
m1 Loading hook mass
m2 Container mass
λ1 Distance between the center of gravity of loading hook and driving unit

λ′1 Distance between the center of gravity of loading hook and the connection of
loading hook and container

λ2 Distance between the center of gravity of container and the connection of
loading hook and container

J1 Load hook moment of inertia
J2 Container moment of inertia
f Friction of rail
F Driving force of driving unit
x Longitudinal displacement of driving unit
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d δE
δa ̇
dt

−
δE
δa

+
δH
δa

= u ðwhere a= ½x,φ1,φ2�T , u= ½F − f , 0, 0�TÞ ð4Þ

By substituting Eq. (1) and (3) into (4), the dynamic equation can be obtained

MðaÞa ̈+Qða, a ̇Þa ̇+GðaÞ= u ð5Þ

where

MðaÞ=
m0 +m1 +m2 ðm1λ1 +m2ðλ1 + λ′1ÞÞ cosφ1 m2λ2 cosφ2

ðm1λ1 +m2ðλ1 + λ′1ÞÞ cosφ1 m1λ
2
1 +m2ðλ1 + λ′1Þ2 + J1 m2λ2ðλ1 + λ′1Þ cosðφ1 −φ2Þ

m2λ2 cosφ2 m2λ2ðλ1 + λ′1Þ cosðφ1 −φ2Þ m2λ
2
2 + J2

0
B@

1
CA

Qða, ȧÞ=
0 − ðm1λ1 +m2ðλ1 + λ′1ÞÞ sinφ1φ ̇1 −m2λ2 sinφ2φ ̇2
0 0 m2λ2ðλ1 + λ′1Þ sinðφ1 −φ2Þφ2̇

0 −m2λ2ðλ1 + λ′1Þ sinðφ1 −φ2Þφ ̇1 0

0
B@

1
CA

GðaÞ= 0 ðm1gλ1 +m2gðλ1 + λ′1ÞÞ sinφ1 m2gλ2 sinφ2

� �T , u= F − f 0 0½ �T = Fs 0 0½ �T

Fig. 1 Model of conveyor
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To clearly describe the role of Fs played in each variables of a= ½x,φ1,φ2�T ,
Eq. (5) can be transformed into the following system of nonlinear form

x ̈=B0 +A0Fs, φ ̈1 =B1 +A1Fs, φ ̈2 =B2 +A2Fs ð6Þ

where

A0 =
1

m0 +m1 +m2
, A2 =

cosφ2

m2λ2 cos2 φ2 − ðλ2 + J2 m̸2λ2Þðm0 +m1 +m2Þ

A1 =
cosφ1ðm1λ1 +m2ðλ1 + λ′1ÞÞ

ðm1λ1 +m2ðλ1 + λ′1ÞÞ2 cos2 φ1 − ðm1λ
2
1 +m2ðλ1 + λ′1Þ2 + J1Þðm0 +m1 +m2Þ

B0 =

− ðm1λ1 +m2ðλ1 + λ′1ÞÞ cosφ1φ ̈1 −m2λ2 cosφ2φ̈2

+ ðm1λ1 +m2ðλ1 + λ′1ÞÞ sinφ1φ ̇21 +m2λ2 sinφ2φ ̇22

 !

m0 +m1 +m2

B1 =

ðm2λ2ðλ1 + λ′1Þðm0 +m1 +m2Þ cosðφ1 −φ2Þ−m2λ2ðm1λ1 +m2ðλ1 + λ′1ÞÞ cosφ1 cosφ2Þφ̈2

+ ðm1λ1 +m2ðλ1 + λ′1ÞÞ2 sinφ1 cosφ2φ ̇21
+ ððm1λ1 +m2ðλ1 + λ′1ÞÞm2λ2 cosφ1 sinφ2 +m2λ2ðλ1 + λ′1Þ sinðφ1 −φ2Þðm0 +m1 +m2ÞÞφ ̇22

+ ðm1λ1 +m2ðλ1 + λ′1ÞÞðm0 +m1 +m2Þg sinφ1

0
BBBB@

1
CCCCA

ðm1λ1 +m2ðλ1 + λ′1ÞÞ2 cos2 φ1 − ðm1λ
2
1 +m2ðλ1 + λ′1Þ2 + J1Þðm0 +m1 +m2Þ

B2 =

ððm0 +m1 +m2Þðλ1 + λ′1Þ cosðφ1 −φ2Þ− ðm1λ1 +m2ðλ1 + λ′1ÞÞ cosφ1 cosφ2Þφ̈1

+ ððm1λ1 +m2ðλ1 + λ′1ÞÞ sinφ1 cosφ2 − ðλ1 + λ′1Þ sinðφ1 −φ2ÞÞφ ̇21
+m2λ2 cosφ1 sinφ2φ ̇22
+ ðm0 +m1 +m2Þg sinφ2

0
BBB@

1
CCCA

m2λ2 cos2 φ2 − ðλ2 + J2 m̸2λ2Þðm0 +m1 +m2Þ

3 Control Law

3.1 HSMC Control [7]

HSMC is multilayer slide mode method and each layer of slide mode has its own
function [8]. First of all, the first layer of multilayer is defined as follows:

s0 =w0ðx− xref Þ+ ðx ̇− xṙef Þ, s1 =w1ðφ1 −φ1ref Þ+ ðφ1̇ −φ2̇ref Þ
s2 =w2ðφ2 −φ2ref Þ+ ðφ2̇ −φ2̇ref Þ

ð7Þ

where w0,w1,w2 denote the positive weight parameter to be chosen. xref ,φ1ref ,φ2ref

are the ideal trajectory which are tracked by each variables of a= ½x,φ1,φ2�T .
Furthermore, xref is predefined curve or step function and φ1ref and φ2ref are equal
to zero according to the goal of study. If moving phase points approach and reach
the switch surface of first layer, according to [9], s0̇, s1̇, s2̇ are equal to zero. Second,
the second layer is written as follows:
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H = q0s0 + q1s1 + q2s2 ð8Þ

where q0, q1, q2 are the weight parameters to be chosen. Now we should find out the
Fs which can make the phase points to reach the switch surface of second layer,
move along the switch surface, and then arrive at the origin, i.e., the second layer is
asymptotically stable. Fs is obtained based on the Lyapunov stability criterion,
assuming the Lyapunov function, L=0.5H2 ≥ 0, and then we can obtain,

L̇=HH ̇=Hðq0s0̇ + q1s1̇ + q2s2̇Þ ð9Þ

By substituting Eqs. (6) and (7) into (9),

L̇=Hððq0B0 + q1B1 + q2B2 + q0w0x ̇+ q1w1φ1̇ + q2w2φ2̇ − ðq0xr̈ef + q0w0xṙef ÞÞ
+ ðq0A0 + q1A1 + q2A2ÞFSÞ

ð10Þ

Let

L̇= − c1H2 − c2 Hj j where c1 > 0, c2 > 0 ð11Þ

If Eq. (11) < 0, the second layer is asymptotically stable according to Lyapunov
stability criterion, then

Fs = −

c2sgnðHÞ+ c1H + q0B0 + q1B1 + q2B2

+ q0w0x ̇+ q1w1φ1̇ + q2w2φ2̇ − ðq0xr̈ef + q0w0xṙef Þ
� �

ðq0A0 + q1A1 + q2A2Þ ð12Þ

where sgnðHÞ=
1 H >0
0 H =0
− 1 H <0

8<
: and HsgnðHÞ= Hj j

3.2 Proof of Stability

Equation (11) shows the second layer is asymptotically stable. According to the
stability proof of multilayer slide mode control on Single-Pendulum Crane in [10]:
In view of this study, based on Lasalle invariance principle, if t→∞, the maximum
invariant set is

H ∈R3jL ̇≤ 0
� �

∩ H = q0s0 + q1s1 + q2s2 = 0 or H ̇= q0s0̇ + q1s1̇ + q2s2̇ = 0
� �

And because H = q0s0 + q1s1 + q2s2 is asymptotically stable, the first step is that
the phase points will go into the neighborhood of the zero point of the
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three-dimensional coordinate which is composed of three slide mode functions in
Eq. (7). Then, the second step is that ½x− xref , x ̇− xṙef ,φ1,φ1̇,φ2,φ2̇� will all tend to
zeros, which means Eq. (7) is asymptotically stable. Above all, the system is
asymptotically stable.

4 Simulation and Result

The parameters of rail type suspended conveyor for electrolytic aluminum anode
casting are m0 = 20 kg, m1 = 10 kg, m2 = 300 kg, λ1 = 5m, λ′1 = 0.4m, λ2 = 0.5m.
Besides, f , J1, J2 is defined as the uncertain perturbation of system.

(1) If the driving unit tracks the S-shape smooth curve [11],

xref =
p
2
+

k21
4k2

ðln coshð2k2t k̸1 − δÞ− ln coshð2k2t k̸1 − δ− 2pk2 k̸21ÞÞ ð13Þ

where p=1 is positional parameter which means that when t→∞, the xref is equal
to p; k1 = 0.4, k2 = 0.2 is respectively maximum rising velocity and acceleration of
xref ; δ=2 is regulative initial velocity of xref . On the other hand, the weight
parameters of controller is chosen as follows:

c1 = 0.8, c2 = 0.35,w0 = 0.007,w1 = 150,w2 = 50.2, q0 = 1000, q1 = − 100, q2 = 0.37

Figure 2 shows simulation of eight variables when tracking xref . Figure 2a
indicates that, with the exception of rising time, the simulation of driving unit
tracking xref is perfect, which non-overshoot is so important to meet the require-
ments of the precise robotic operation. Figure 2b, c reflect the fact that the swing
range of loading hook is from −0.01249 rad to +0.01046 rad approximately and
that of ferrophosphorus ladle container is from −0.0123 rad to +0.01048 rad. The
swing range of the system is really small to rail type suspended conveyor [10] and
they are equal to zero when the state of system is stable. Figure 2d shows that when
conveyor movement tends to stable, F also tends to stable.

(2) If the xref and parameters of controller are not changed,
case 1 m0 = 15 kg, m1 = 5 kg, m2 = 200 kg, λ1 = 3m, λ′1 = 0.3m, λ′2 = 0.4m
case 2 J1 = 1Nm2, J2 = 5Nm2

case 3 f =0.05 sgnðx ̇Þ.
The above four figures reflect the fact that when parameters of model inevitably

exist perturbation, the system can quickly restore the original state. Figures 3, 4 and
5 indicate that the main variables of systems do not appear to be affected (Fig. 6).

(3) Electrolytic aluminum anode casting process is simulated in Fig. 7.
In Fig. 7, P1 is position of anode casting. P2 and P3 is respectively Charging

area1 and Charging area2. P1, P2, and P3 are four meters apart. Each workstation
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Fig. 2 Simulation of eight variables when tracking Xref. a Position tracking, b Angle of loading
hook, c Angle of ferrophosphorus ladle container, d Input F

Fig. 3 Position tracking with
perturbation

Fig. 4 Angle of loading
hook with perturbation
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has an industrial robot for casting and charging. One operational cycle of rail type
suspended conveyor is listed as follows:

X1: After receiving the material in P2, the conveyor moves 4 meters to P1 along
the positive direction of X axis.

Fig. 5 Angle of
ferrophosphorus ladle
container with perturbation

Fig. 6 Input F with
perturbation

Fig. 7 Top view of working process
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X2: Start the casting of workpiece1.
X3: After finishing the casting of workpiece1, the conveyor moves 8 meters to

P3 along the reverse direction of X axis.
X4: Start charging in P3.
X5: After receiving the material in P3, the conveyor moves 8 meters to P1. along

the positive direction of X axis.
X6: Start the casting of workpiece2.

Fig. 8 Position tracking of working process

Fig. 9 Loading hook swing of working process
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Finished.
It can be seen that the ideal tracking trajectory is square wave. The weight

parameters of controller is chosen as follows:

c1 = 1, c2 = 0.001,w0 = 0.37,w1 = 400,w2 = 100, q0 = 8, q1 = − 0.4, q2 = 1

The simulation of each variable on one operational cycle of rail type suspended
conveyor is shown in Figs. 8, 9, 10 and 11. They indicate that although the
direction of movement and state has changed many times, the system can still come

Fig. 10 Ferrophosphorus ladle container swing of working process

Fig. 11 Input F of working process
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to steady-state in a relatively short time. Besides, when the displacement of driving
unit is between −4 m and +4 m, φ1 and φ2 can still be kept from –0.15 rad to
+0.15 rad.

5 Conclusion

Currently, the manual mode and under-actuated control is widely used in the
process of rail type conveying for electrolytic aluminum anode casting, which this
mode will bring a number of environmental and safety issues on staff and equip-
ment operation. In this study, the rail type suspended conveyor is taken as
the controlled plant. Initially, the locomotion process has been analyzed and
the dynamic model was established based on the Lagrange equation. Furthermore,
the HSMC control is utilized to rail type conveying for electrolytic aluminum anode
casting. Eventually, the cycle experiments of reliability and stability working
process have been made in many cases. These results show the satisfactory effect on
tracking ability of system and anti-swing ability of ferrophosphorus ladle container
and loading hook. On the other hand, the robustness and stability of system which
can meet the requirement of controlling the conveying of electrolytic aluminum
anode casting have a high value for application.
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Composite DOBC and H∞ Control
for Stochastic Systems with Disturbances

Linqing Zhang and Xinjiang Wei

Abstract Composite disturbance observer-based control (DOBC) and H∞ control

scheme is proposed for a class of stochastic systems with nonlinear dynamics and

multiple disturbances. The stochastic disturbance observer based on pole placement

is constructed to estimate disturbance which is generated by an exogenous system.

Then, composite DOBC and H∞ controller is designed to ensure that the composite

system is mean-square stable and its H∞ performance satisfies a prescribed level. A

numerical example validates the feasibility and effectiveness of the approach.

Keywords Stochastic system ⋅Multiple disturbances ⋅Disturbance observer-based

control ⋅ H∞ control

1 Introduction

Disturbance observer-based control approach was established in the late 1980s and

has been used in many control engineering systems against disturbances [1–5].

The basic idea is to estimate disturbance by disturbance observer, and then com-

pensate disturbance by combining a feedforward compensator and control laws. In

[6], single-input single-output (SISO) nonlinear systems with external disturbances

which were limited to be constant or harmonic signals have been considered. In [7],

the DOBC approaches were proposed for a class of multiple-input multiple-output

(MIMO) nonlinear systems with nonlinear dynamics and neutral stable disturbances.

In [8], the DOBC methods were extended to a class of stochastic systems. Recently,

composite DOBC and other control approaches have been proposed to achieve the

multiple disturbances attenuation and rejection performance. For instance, compos-

ite DOBC and H∞ control was proposed for MIMO continuous models in [9]. Com-

posite DOBC and fuzzy control was presented for continuous MIMO nonlinear sys-

tems in [10]. In [11], Composite hierarchical anti-disturbance control (CHADC)

method was proposed for nonlinear systems with multiple disturbances. CHADC
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can make full use of disturbance characteristic to complete anti-disturbance perfor-

mance. In [12], New disturbances compensation and rejection methods were studied

based on DOBC technique for the various nonlinear systems, and have been widely

applied in the process control, mechanical control, and the aeronautic engineering.

On the other hand, the stochastic H∞ control for stochastic systems have been

investigated by many researchers. For example, the H∞ scheme for uncertain sto-

chastic systems with delay was proposed in [13]. The robust H∞ method for uncer-

tainty impulsive stochastic system under sample measurements was presented in

[14]. However, composite DOBC and H∞ control for stochastic systems with multi-

ple disturbances are not given enough attention.

The purpose of this paper is to propose a composite DOBC and H∞ control

scheme for a class of stochastic systems with disturbances. The main contributions

of this paper are as follows. Composite DOBC and H∞ control scheme is extended

from nonlinear systems to a class of stochastic systems, and it can improve control

accuracy and achieve satisfactory system performance compared with pure DOBC

method.

Notations: For matrices M1,M2, M1 < 0 means that M1 is a negative definite matrix.

diag{M1,M2} stands for a black diagonal matrix; 𝜆min(M1) and 𝜆max(M1) are mini-

mum and maximum of matrix M1 eigenvalues; (𝛺,F,Ft,P) is a complete probability

space with a natural filtration Ft and E{⋅} be the mathematical expectation operator

with respect to probability measure; ∗ represents the symmetric form of matrix;

2 Formulation of the Problem

The following stochastic system with disturbances is described as

dx(t) = {A0x(t) + F0 f0(x(t), t) + H0[u(t) + d0(t)]
+ H1d1(t)}dt + B0x(t)dW(t) (1)

where x ∈ Rn
, u ∈ Rm(m < n) are the system state and the control input, respec-

tively. A0 ∈ Rn×n
, and H0 ∈ Rn×m

, H1 ∈ Rn×p
, B0 ∈ Rn

are the coefficient matri-

ces. F0 ∈ Rn×q
are weighting matrices. The Borel measurable and bounded non-

linear functions f ∶ Rq × R+ ⟶ Rq
satisfy Assumption 2. d0(t) ∈ Rm

is supposed

to satisfy Assumption 1. d1(t) ∈ Rp
is the external disturbance which is assumed in

the H2−norm. W(t) is a zero-mean scalar Wiener process (Brownian Motion) on

(𝛺,F,Ft,P) with E[W(t)] = 0 and E[W2(t)] = dt.

Assumption 1 The disturbance d0(t) can be generated by the following exogenous

system

dw(t) = Gw(t)dt + H2𝛿(t)dt
d0(t) = Vw(t) (2)
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where G ∈ Rr×r
,H2 ∈ Rr×r

and V ∈ Rm×r
are proper known matrices. 𝛿 ∈ Rl

is the

additional disturbance which results from the perturbations and uncertainties in the

exogenous system. It is also supposed that 𝛿(t) belongs to H2−norm.

Assumption 2 The nonlinear functions f0(x(t), t) are locally Lipschitz in x(t) ∈ Rn

with f (0, t) = 0, there exists a constant weighting matrix U0 which satisfies

‖f0(x1(t), t) − f0(x2(t), t)‖ ≤ ‖U0(x1(t) − x2(t))‖ (3)

Assumption 3 (A0,H0) is controllable and (G,H0V) is observable.

3 Composite DOBC and H∞ Control

In this section, we suppose that all the system states are available, f0 are known and

Assumptions 1–3 hold. A stochastic observer will be designed to estimate the distur-

bance d0(t). Then the new control method which combines the DOBC with H∞ con-

trol abbreviated as DOBPH∞C is proposed such that the disturbance can be rejected

and the mean-square stability of the composite system can also be guaranteed.

3.1 Stochastic Disturbance Observer (SDO)

In this section, the stochastic disturbance observer is formulated as

⎧⎪⎪⎨⎪⎪⎩

̂d0(t) = Vŵ(t)
ŵ(t) = v(t) − Lx(t)
dv(t) = (G + LH0V)[V(t) − Lx(t)]dt

+ L[A0x(t) + F0 f0(x(t), t) + H0u(t)]dt

(4)

where ŵ(t) is the estimation of w(t), and v(t) is the auxiliary variable. Define the

estimation error ew(t) = w(t) − ŵ(t). Based on (1), (2), and (4), it can be obtained

that

dew(t) = (G + LH0V)ew(t)dt + H2𝛿(t)dt + LH1d1(t)dt + LB0x(t)dW(t) (5)

Since (G,H0V) can be observed, we can place the poles at an arbitrarily chosen

location by adjusting L in (5) to satisfy the performance requirement for SDO.

In the following, the controller can be constructed as

u(t) = − ̂d0(t) + Kx(t) (6)
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Substituting (6) into (1), the closed-loop system is given by

dx(t) = [(A0 + H0K)x(t) + F0f (x(t), t) + H0Vew(t)
+ H1d1(t)]dt + B0x(t)dW(t) (7)

Combining (5) and (7), the composite system is described as

{ dx̄(t) = [Ax̄(t) + Ff (x̄(t), t) + HD(t)]dt + Bx̄(t)dW(t)
z(t) = Cx̄(t)

(8)

where

x̄(t) =
[
x(t)
ew(t)

]
,A =

[
A0 + H0K H0V

0 G + LH0V

]
,F =

[
F0
0

]
,

f (x̄(t), t) = f0(x(t), t),H =
[
H1 0
LH1 H2

]
,B =

[
B0 0
LB0 0

]
,D(t) =

[
d1(t)
𝛿(t)

]

The reference output is denoted as z(t) = Cx̄(t) with weighting matrices

C =
[
C1 C2

]
. For f (x̄(t), t), it can be shown that

‖f (x̄(t), t)‖ ≤ ‖Ux̄(t)‖
where

U =
[
U0 0
0 0

]

With the above formulations, the main objective is to estimate d0(t) with stochastic

disturbance observer, and compute a composite DOBC and H∞ controller such that

(8) is stable and satisfies the following requirement:

1. The composite system in (8) with D(t) = 0 is mean-square stable.

2. Under the zero initial condition, the system (8) satisfies the following inequality:

‖z(t)‖E2
< 𝛾‖D(t)‖E2

(9)

for all nonzero D(t) ∈ L2[0,∞), where 𝛾 > 0 is a prescribed scalar, and ‖z(t)‖E2
=

(E∫ ∞
0 |z(t)|2dt)1∕2.

3.2 Composite DOBC and H∞ Control

In this section, we aim to design K such that (8) is mean-square stable and satisfies

the performance of anti-disturbance attenuation.
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Theorem 1 For given parameters 𝜆 > 0, 𝛾 > 0, if there exist Q1 > 0,Q2 > 0, and
R1 satisfying

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

M1 F0 H1 0 Q1BT
0 Q1BT

0L
T Q1CT

1 Q1UT
0 H0VQ2

∗ − 1
𝜆
2 I 0 0 0 0 0 0 0

∗ ∗ − 𝛾

2I 0 0 0 0 0 HT
1 L

T

∗ ∗ ∗ − 𝛾

2I 0 0 0 0 HT
2

∗ ∗ ∗ ∗ − Q1 0 0 0 0
∗ ∗ ∗ ∗ ∗ − Q2 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ − I 0 C2Q2
∗ ∗ ∗ ∗ ∗ ∗ ∗ − 𝜆

2I 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ M2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0

(10)

where

M1 = A0Q1 + Q1AT
0 + H0R1 + RT

1H
T
0 ,

M2 = GQ2 + QT
2G

T + LH0VQ2 + QT
2V

THT
0 L

T
.

Then, by designing SDO (5) with gain L and DOBC law (6) with gain K = R1Q−1
1 ,

the composite system (8) is mean-square stable in the absence of disturbance D(t),
and satisfies ‖z(t)‖E2

< 𝛾‖D(t)‖E2
.

Proof For the system (8) with D(t) = 0, consider the following Lyapunov function

V(x̄(t)) = x̄T (t)Px̄(t) + 1
𝜆
2 ∫

t

0
[‖Ux̄(s)‖2 − ‖f (x̄(s), s)‖2]ds (11)

Define

P =
[
P1 0
0 P2

]
=
[
Q−1

1 0
0 Q−1

2

]
> 0 (12)

based on (8), (11) and (12), we have

LV(x̄(t), t) = x̄T (t)(PA + ATP + BTPB)x̄(t) + x̄T (t)PFf (x̄(t), t)

+ f T (x̄(t), t)FTPx̄(t) + 1
𝜆
2 x̄

T (t)UTUx̄(t) − 1
𝜆
2 f

T (x̄(t), t)f (x̄(t), t)

=
[

x̄(t)
f (x̄(t), t)

]T
𝛺0

[
x̄(t)

f (x̄(t), t)

]
(13)
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where

𝛺0 =
[
PA + ATP + BTPB + 1

𝜆
2UTU PF

FTP 0

]
< 0.

Now, the expectation of (13) can be seen that

E{LV(x̄(t))} ≤ 𝜆min(𝛺0)E{‖x̄(t)‖2} (14)

Let 𝛼 = − 𝜆min(𝛺0)
𝜆max(P)

> 0 and 𝛽 = E{x̄T (0)Px̄(0)} > 0, such that

E{‖x̄(t)‖2} ≤
𝛽

𝜆min(P)
e−𝛼t (15)

lim
t→∞

E{‖x̄(t)‖2} = 0 (16)

So the mean-square stability of the system (8) with D(t) = 0 is proved.

To establish the H∞ performance under the zero initial condition, we consider the

following auxiliary function

J(t) = E
∫

t

0
[zT (s)z(s) − 𝛾

2DT (s)D(s)]ds

= E
∫

t

0
[zT (s)z(s) − 𝛾

2DT (s)D(s) + LV(x̄(s), s)]ds − EV(x̄(t), t)

≤ E
∫

t

0
[zT (s)z(s) − 𝛾

2DT (s)D(s) + LV(x̄(s), s)]ds

= E
∫

t

0

⎡⎢⎢⎣
x̄(s)

f (x̄(s), s)
D(s)

⎤⎥⎥⎦

T

𝛺1

⎡⎢⎢⎣
x̄(s)

f (x̄(s), s)
D(s)

⎤⎥⎥⎦
ds (17)

in which V(x̄) is denoted in (11), and

𝛺1 =
⎡⎢⎢⎣
PA + ATP + BTPB + 1

𝜆
2UTU + CTC PF PH

FTP − 1
𝜆
2 I 0

HTP 0 − 𝛾

2I

⎤⎥⎥⎦
. (18)

Now, we will prove that if (11) holds, then 𝛺1 < 0.
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Based on Schur complement, 𝛺1 < 0 is equivalent to 𝛺2 < 0, where

𝛺2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝛱1 P1H0V P1F0 P1H1 0 P1BT
0 P1BT

0L
T CT

1 UT
0

∗ 𝛱2 0 P2LH1 P2H2 0 0 CT
2 0

∗ ∗ − 1
𝜆
2 0 0 0 0 0 0

∗ ∗ ∗ − 𝛾

2I 0 0 0 0 0
∗ ∗ ∗ ∗ − 𝛾

2I 0 0 0 0
∗ ∗ ∗ ∗ ∗ − P−1

1 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ − P−1

2 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ − I 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ − 𝜆

2I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(19)

with

𝛱1 = P1A0 + AT
0P1 + P1H0K + KTHT

0 P1,

𝛱2 = P2G + GTP2 + P2LH0V + VTHT
0 L

TP2

𝛺2 < 0 is pre-multiplied and post-multiplied by matrix diag{Q1,Q2, I, I, I, I, I, I, I},

then by exchanging rows and columns, we can obtain (10).

4 Simulation Example

In this section, we give a numerical example to demonstrate the effectiveness of the

proposed method. Consider the system (8) with the following parameters:

A0 =
[
−2.2 1.5
0 1.2

]
,H0 =

[
−1.5
2

]
,H1 =

[
1.2
1

]
,B0 =

[
0.1 1
0 1

]
,F0 =

[
1
0.5

]
,

C1 =
[
0.5 0.1

]
,C2 =

[
0.4 0.2

]
,G =

[
0 2
−2 0

]
,V =

[
2 0

]
,

d2(t) =
2

5 + 10t
,H2 =

[
0.4
0.6

]
.

Assume 𝜆 = 1, 𝛾 = 10,U0 = diag{0, 1}. The initial value of the state is taken to be

x(0) = [−1, 1]T . Suppose that f0 = sin(2𝜋 ∗ 5t)x2(t).

By placing the poles J at [−5,−6] in (5), it can be computed that

L =
[
1.3200 − 1.7600
1.5600 − 2.0800

]
.
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Fig. 1 The comparison of system state x1 between the DOBC and the DOBPH∞C
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Fig. 2 The comparison of system state x2 between the DOBC and the DOBPH∞C

According to Theorem 1, we can obtain

R =
[
37.9093 − 54.4370

]
,

K =
[
−1.8771 − 9.8850

]

Figures 1 and 2 demonstrate the comparison of system performance between the

DOBC approach and the DOBPH∞C scheme. Figure 3 shows the estimation error for

system disturbance using DOBPH∞C approach. Figure 4 illustrates the trajectory

of DOBPH∞C control. The simulation results show that although there are multi-

ple disturbances in the stochastic system, the disturbance rejection performance is

improved by the presented DOBPH∞C in comparison with the pure DOBC method.
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Fig. 3 Estimation error for disturbance using DOBPH∞C strategy
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Fig. 4 The trajectory of control input with DOBPH∞C

5 Conclusions

Composite disturbance observer-based control (DOBC) and H∞ control for a class

of stochastic systems with nonlinearity and disturbances are considered in this paper.

The stochastic disturbance observer based on pole placement is constructed and

integrated with conventional H∞ control laws to achieve anti-disturbance perfor-

mance. One of the challenging works for further research is how to design distur-

bance observer to estimate d0(t) with unknown parameters.
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Estimation for a Class of Unknown
Frequency Disturbance Using Two-Step
Nonlinear Disturbance Observer

Lingxia Ran and Xinjiang Wei

Abstract This paper proposes an estimation strategy of two-step disturbance

observer to unknown frequency disturbance existing in a class of nonlinear systems.

Two-step disturbance observer is designed to estimate the disturbance and guarantee

the disturbance estimation error system is asymptotically stable. A number simula-

tion example is given to demonstrate the correctness and effectiveness of the pre-

sented method.

Keywords Unknown frequency disturbance ⋅Disturbance observer ⋅Two-step dis-

turbance observer ⋅ Nonlinear system

1 Introduction

Disturbances widely exist in modern industrial control system, such as measurable

noise, environmental interference, mechanical and electrical system of the friction

and load change, the error caused by the sensor and actuator, and so on. Distur-

bance is one of the important factors that causes adverse influence on system per-

formance. Disturbance attenuation, compensation, and rejection have been a hot

research spot of control problem [1]. Disturbance attenuation is an important way

for anti-disturbance control, which mainly includes the internal model control [2],

the output regulation theory [3], the active disturbance rejection control [4], the dis-

turbance observer based control (DOBC) [5–7], and so on. For linear systems, the

internal model control and output regulation theory can be used to compensate dis-

turbance which satisfies certain neutral stability conditions. The active disturbance

rejection control (ADRC) offsets the disturbance through the observation of it. Since

the control observed by it is the equivalent lumped disturbance whose using range

is quite extensive while the design of controller is relatively complex. Thus it is
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conservative on the control accuracy. Disturbance observer based control (DOBC)

appeared in the 1980s and was put forward first by Japanese scholars Nakao et al. [8].

The basic ideas of DOBC are to design the disturbance observer to estimate external

disturbance and to compensate the disturbance in the feedforward channel. Mono-

graph [9] and monograph [10] expound systematically the basic principle of DOBC

approach and the latest research achievement. Monograph [9] proposes a composite

hierarchical anti-disturbance control (CHADC) strategy through the combination of

DOBC with other control methods for the system with multiple source disturbance.

CHADC is a kind of exact anti-disturbance control (EADC), which make full use

of disturbance information to obtain better anti-disturbance performance. In Mono-

graph [10], the basic principle of DOBC control strategy and new progress in theory

and practical application of current DOBC are introduced. The new method based

on the DOBC which includes the disturbance estimation and compensation is pro-

posed for various disturbance systems with constant, harmonic, higher order, and it

is applied to the motion control, process control, flight control, etc.

In reference [11], a new design for observers of external deterministic distur-

bances is developed, which is useful in constructing parametrized disturbance mod-

els for wide classes of linear system on a unified basis. Literature [12] considers a

class of strict feedback linear time invariant system with unknown frequency dis-

turbance, using the adaptive backstepping control method to offset disturbance, and

the closed-loop system is asymptotically stable. In reference [13], a class of manip-

ulator system with unknown frequency sinusoidal disturbance, designing two-step

disturbance observer to estimate the disturbance is described. Based on the above

researches, this paper considers a class of nonlinear system as the research object,

and interferes with the description of the range to expand of a class of unknown

frequency condition.

2 Problem Formulation

The following nonlinear system with unknown disturbances is described as

{ ẋ (t) = f (x (t)) + g (x (t)) d (t)
y (t) = h (x (t))

(1)

where x(t) ∈ ℝn
, d(t) ∈ ℝ, and y(t) are the state vector,the unknown disturbance and

the system output, respectively. It is assumed that f (x(t)), g(x(t)), h(x(t)) are smooth

and differentiable functions in terms of x(t).

Assumption 1 The disturbance d(t) can be described by the following exogenous

system:

ẇ(t) = Aw(t)
d(t) = Cw(t) (2)
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where w(t) ∈ ℝn
is the state of the exogenous system, A ∈ ℝm×m

and C ∈ ℝ1×m
are

unknown matrices. (A, C) is observable. A has all its eigenvalues on the imaginary

axis and C = [c1, c2,… , cm] is constant vector. Generally, the exogenous system (2)

is deemed to be neutral stable.

Remark 1 In many cases, disturbances can be formulated as dynamic systems with

unknown parameters and initial conditions. Thus, the model (2) can be applied to

describe some kinds of disturbances in engineering applications. It is shown that

harmonic disturbances with unknown frequency, amplitude, and phase are special

cases of this model (2), and the coefficient matrices A, C are described as follows

A =
[
0 a
a 0

]
, C = [c 0] (3)

where a > 0 represents the frequency of harmonic disturbances.

In this paper, we need to structure the nonlinear disturbance observer for the

unknown disturbances so that the disturbances can be estimated. It can be guaranteed

that the disturbance estimation error system is asymptotically stable.

3 Two-Step Nonlinear Disturbance Observer (TSNDO)

Before the design of TSNDO, some definition and preliminary result are required,

which are stated as follows:

According to relevant references [14, 15], there is a unique constant vector 𝜃 ∈ ℝn

for any Hurwitz matrix N ∈ ℝn×n
such that the disturbance d(t) can be presented in

the form

d = 𝜃

T
𝜑 + 𝜃

T
𝛿 (4)

where 𝜑 ∈ ℝn
, the system satisfies

�̇� = N𝜑 + Ld (5)

where (N,L) is controllable, ̇
𝛿 = N𝛿, 𝛿(0) = Mw(0) − 𝜑(0), and 𝜃

T = CM−1
.

The matrix M is a solution to the Sylvester matrix equation

MA − NM = LC (6)

Introducing auxiliary variable 𝜉 = 𝜑 + 𝛿, the disturbance can be presented in the

form

d = 𝜃

T
𝜉 (7)



184 L. Ran and X. Wei

̇
𝜉 = G𝜉 + Ld (8)

If N and L are selected as follow

N =
⎡⎢⎢⎢⎣

0 1
⋮ ⋱
0 1

−n0 − n1 ⋯ − nn−1

⎤⎥⎥⎥⎦
, L =

⎡⎢⎢⎢⎣

0
0
⋮
1

⎤⎥⎥⎥⎦
(9)

where N ∈ ℝn×n
is Hurwitz matrix, (N,L) is controllable, n0, n1,… , nn−1 are

unknown constant.

In order to estimate the unknown disturbance d(t), two-step nonlinear disturbance

observer is designed.

The design of first-step nonlinear disturbance observer

̂
𝜉 = 𝜂 + 𝜓(x) (10)

�̇� = N𝜂 + N𝜓(x) − 𝜕𝜓

𝜕x
f (x) (11)

𝜕𝜓

𝜕x
g(x) = L (12)

where ̂
𝜉 is the estimation of 𝜉, 𝜂 and 𝜓(x) are auxiliary vectors as the state of the

first-step nonlinear disturbance observer.

The estimation error of 𝜉 is denoted as e
𝜉

= 𝜉 − ̂
𝜉. Based on (10)–(12), its deriv-

ative gains

ė
𝜉

= ̇
𝜉 + �̇� + �̇�(x)

= N𝜉 + Ld(t) − N𝜂 − N𝜓(x) + 𝜕𝜓

𝜕x
f (x) − 𝜕𝜓

𝜕x
(f (x) + g(x)d(t))

= N𝜉 + Ld(t) − N𝜂 − N𝜓(x) + 𝜕𝜓

𝜕x
f (x) − 𝜕𝜓

𝜕x
f (x) − 𝜕𝜓

𝜕x
g(x)d(t)

= N(𝜉 − 𝜂 − 𝜓(x))
= Ne

𝜉

(13)

The construction of second-step nonlinear disturbance observer

̂
𝜃 = z + p (14)

ż = −s ̂𝜉TN ̂
𝜉 − s ̂𝜉TL ̂𝜉T ̂𝜃 (15)

p = 1
2
s ̂𝜉T ̂𝜉 (16)

where s ∈ ℝn
satisfying s ̂𝜉T = ̂

𝜉LT . z and p are auxiliary vectors. ̂𝜃 is the estimation

of 𝜃.
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Differentiating estimation error e
𝜃

= ̂
𝜃 − 𝜃, we obtain the following error model

ė
𝜃

= ̇
̂
𝜃 − ̇

𝜃 = ż + ṗ − ̇
𝜃 = −s ̂𝜉TLeT

𝜃

̂
𝜉 + s ̂𝜉TL𝜃Te

𝜉

(17)

Based on the two-step disturbance observer, the following result can be obtained.

Theorem 1 Consider nonlinear system (1) with disturbance (2) under Assumption
1. By designing the two-step disturbance observer (10)–(12) and (14)–(16), if there
exists a positive definite matrix P, two scalars 𝜆 > 0 and 𝜀 > 0 satisfying

NTP + PN + 𝜆I < 0 (18)

‖𝜃‖2 + 4𝜀 = 4𝜆 (19)

the estimation error system of disturbance consisting of the plant (13) and (17) is
asymptotically stable.

Proof Based on construction of the first-step disturbance observer, the disturbance

(2) describe as

d(t) = 𝜃

T
̂
𝜉 + 𝜃

Te
𝜉

(20)

combining the estimation error system of disturbance consisting of the plant (13)

and (17), consider the Lyapunov function candidate V(t) as

V(t) = 1
2
eT
𝜃

e
𝜃

+ eT
𝜉

Pe
𝜉

(21)

By differentiating V(t) with respect to time, it can be shown that

̇V(t) = eT
𝜃

ė
𝜃

+ ėT
𝜉

Pe
𝜉

+ eT
𝜉

Pė
𝜉

(22)

Substitution of (13) and (17) into (22) yields

̇V(t) = eT
𝜃

ė
𝜃

+ ėT
𝜉

Pe
𝜉

+ eT
𝜉

Pė
𝜉

= eT
𝜃

(−s ̂𝜉TLeT
𝜃

̂
𝜉 + s ̂𝜉TL𝜃Te

𝜉

) + eT
𝜉

(NTP + PN)e
𝜉

< −eT
𝜃

̂
𝜉LTL ̂𝜉Te

𝜃

+ eT
𝜃

̂
𝜉LTL𝜃Te

𝜉

− 𝜆eT
𝜉

e
𝜉

≤ −eT
𝜃

̂
𝜉LTL ̂𝜉Te

𝜃

+ ∥ eT
𝜃

̂
𝜉LT‖‖L𝜃T‖‖e

𝜉

‖ − 𝜆eT
𝜉

e
𝜉

≤ −‖eT
𝜃

̂
𝜉LT‖2+ ∥ eT

𝜃

̂
𝜉LT‖‖L‖‖𝜃T‖‖e

𝜉

‖ − 𝜆‖e
𝜉

‖2
= −‖eT

𝜃

̂
𝜉LT‖2+ ∥ eT

𝜃

̂
𝜉LT‖‖𝜃T‖‖e

𝜉

‖ − 𝜆‖e
𝜉

‖2
= −‖eT

𝜃

̂
𝜉LT‖2+ ∥ eT

𝜃

̂
𝜉LT‖‖𝜃‖‖e

𝜉

‖ − 𝜆‖e
𝜉

‖2
= −‖eT

𝜃

̂
𝜉LT‖2 − 𝜆‖e

𝜉

‖2 + 2(‖𝜃‖
2

‖e
𝜉

‖)‖eT
𝜃

̂
𝜉LT‖ (23)
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Using the Young inequality acquire,

̇V(t) < −‖eT
𝜃

̂
𝜉LT‖2 − 𝜆‖e

𝜉

‖2 + 2(‖𝜃‖
2

‖e
𝜉

‖)‖eT
𝜃

̂
𝜉LT‖

≤ −‖eT
𝜃

̂
𝜉LT‖2 − 𝜆‖e

𝜉

‖2 + ‖eT
𝜃

̂
𝜉LT‖2 + (‖𝜃‖2

4
)‖e

𝜉

‖2
= −(‖eT

𝜃

̂
𝜉LT‖2 + ‖eT

𝜃

̂
𝜉LT‖2) + (‖𝜃‖2

4
− 𝜆)‖e

𝜉

‖2
= (‖𝜃‖2

4
− 𝜆)‖e

𝜉

‖2 (24)

̇V(t) < −𝜀‖e
𝜉

‖2 can be guaranteed by (19), then ̇V(t) < 0. Hence, the result.

Remark 2 The disturbance estimation is ̂d(t) = ̂
𝜃

T
̂
𝜉, what is more, the disturbance

estimation error is denoted as e = d − ̂d. so we can obtain estimation error of distur-

bance

e = 𝜃

Te
𝜉

− eT
𝜃

̂
𝜉 (25)

e
𝜃

→ 0, e
𝜉

→ 0, as t → ∞, and ̇
𝜉 = N𝜉 + Ld. N is Hurwitz matrix. 𝜃 is an unknown

constant vector, L is chosen in (9) and disturbance is bounded, so e → 0 (t → ∞). It

is given to demonstrate the effectiveness of TSNDO.

4 Simulation Example

To show the efficiency of the proposed scheme, a numerical simulation is given in

this paper. The second-order nonlinear system is described as follows:

⎧⎪⎨⎪⎩

ẋ1 = −x21 − x1x2 + x2
ẋ2 = −x32 + x22 + x1x2 − x1 − 6x2 + (1 + sin2 x1)d(t)
y = x1 + x2

(26)

where x = [x1, x2]Tandy are the system states and output, respectively. what is more,

d(t) is assumed to be an unknown harmonic disturbance described by (2) with

A =
[

0 15.6
−10 0

]
, C = [19.86 0], N =

[
0 1

−66 − 10

]
, L =

[
0
1

]

Based on Theorem 1 we can select 𝜆 = 100 and 𝜓(x) = [6; x2]. Moreover, in the

simulation of state and the initial value of secondary variables are as follows:

x1(0) = 16.8, x2(0) = 50, z(0) = [0.982; 11.123], 𝜂(0) = [−16.757; −48.456]
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Fig. 1 The response curves are d (solid line) and ̂d (dash line)
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Fig. 2 The estimation error of disturbance using TSNDO

The simulation results are shown in Figs. 1 and 2.

Figures 1 and 2 illustrate disturbance estimation response curve and disturbance

estimation error response curve, respectively. The simulation results show that

although the disturbance frequency, amplitude, and initial phase are unknown, two-

step disturbance observer can still well estimate disturbance and make disturbance

estimation error for the asymptotic stability.
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5 Conclusions

This paper shows that the proposed TSNDO scheme is an effective estimation distur-

bance approach for a class of general nonlinear systems subject to unknown distur-

bance. Theoretic results obtained for the TSNDO scheme can guarantee asymptotic

stability of the disturbance eliminate error. However, the disturbance is single distur-

bance in this paper. In practical engineering, many complex systems can be affected

by multiple disturbances. One of the challenges for further research is to find a novel

anti-disturbance control approach for a class of general nonlinear system with mul-

tiple unknown disturbances.

References

1. Peng J, Chen X (2013) A survey of modeling and control of piezoelectric actuators. Modern

Mech Eng 03(1):1–20

2. Harnefors L, Nee H (1998) Model-based current control of AC machines using the internal

model control method. IEEE Trans Ind Appl 34(1):133–141

3. Byrnes CI, Priscoli FD, Isidori A (1990) Output regulation of nonlinear systems. IEEE Trans

Autom Control 35(2):131–140

4. Yi H, Xue W (2014) Active disturbance rejection control: methodology and theoretical analy-

sis. ISA Trans 53(4):963–976

5. Chen W (2004) Disturbance observer based control for nonlinear systems. IEEE/ASME Trans

Mechatron 51(12):706–710

6. Wei X, Chen N (2014) Composite hierarchical anti-disturbance control for nonlinear systems

with DOBC and fuzzy control. Int J Robust Nonlinear Control 24:362–373

7. Guo L, Chen WH (2005) Disturbance attenuation and rejection for systems with nonlinearity

via DOBC approach. Int J Robust Nonlinear Control 15:109–125

8. Nakao M, Ohnishi K, Miyachi K (1987) A robust decentralized joint control based on interfer-

ence estimation. In: Proceedings of the IEEE international conference on robotics and automa-

tion, pp 326–331

9. Guo L, Cao S (2013) Anti-disturbance control for systems with multiple disturbances. CRC

Press

10. Li S, Yang J, Chen W et al (2014) Disturbance observer-based control:methods and applica-

tions. CRC press

11. Nikiforov VO (2004) Observers of external deterministic disturbances. I. Objects with known

parameters. Autom Remote Control 65(10):1531–1541

12. Basturk HI, Krstic M (2014) State derivative feedback for adaptive cancellation of unmatched

disturbances in unknown strict-feedback LTI systems. Automatica 50(10):2539–2545

13. Wen X, Guo L, Zhang Y (2011) Estimation of unknown sinusoidal disturbances using two-step

nonlinear observer. In: Proceedings of the 30th Chinese control conference, pp 22–24

14. Nikiforov VO (1998) Adaptive non-linear tracking with complete compensation of unknown

disturbances. Eur J Control 4(2):132–139

15. Nikiforov VO (2001) Nonlinear servo-compensation of unknown external disturbances. Auto-

matic 37(10):1647–1653



Containment Consensus of Multi-agent
Systems with Communication Noises

Fusheng Wang and Hongyong Yang

Abstract Containment control of multi-agent systems with switching topologies
and communication noises is studied. In order to attenuate the effect of noises,
containment control algorithm with multiple leaders is presented, where a positive
time-varying gain is employed in the protocol. The stability of control algorithm is
studied with the assumption that communication topology is jointly connected.
Some constraint conditions of multi-agent systems are derived with the aid of
modern control theory and stochastic analysis. Simulation results are provided to
verify the correctness and effectiveness of the conclusion.

Keywords Containment control ⋅ Multi-agent systems ⋅ Communication noise

1 Introduction

Recently, cooperative control of multi-agent systems has attracted great attentions
in the fields of control theory, mathematics, computer science, etc. Due to com-
munication noises and disconnected topologies emergence in practical applications,
distributed cooperative problem are more complex and difficult.

Containment control has been paid much more attention [1–3], which aims to
control followers eventually converging to a target area formed by the leaders. In
[4], distributed containment control of multi-agent systems with measurement
noises was considered, and a stochastic approximation type and consensus-like
algorithm was proposed. In [5], containment control problem for multi-agent sys-
tems with transmission noises was studied, and some sufficient conditions were
derived to guarantee the mean square containment. In [6], containment of first-order
and second-order multi-agent systems with communication noises was investigated.
By using graph theory and stochastic analysis, containment control was investi-
gated, and many mean square convergences were derived [7]. In [8], the distributed
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containment tracking control for multiple leaders system under directed Markovian
switching network topologies was investigated, and some necessary and sufficient
conditions were presented for the containment tracking in the asymptotic unbiased
mean square sense.

In this paper, distributed coordination control problem for multi-agent systems
with multiple leaders and communication noises is studied. By applying modern
control theory and stochastic analysis, the convergence of control algorithm for
multi-agent systems with jointly connected topologies is studied.

2 Preliminaries

Let G= ðV ,EÞ be an undirected graph of order n, where V = v1, v2, . . . , vnf g is the
set of nodes, E= fðvi, vjÞ: vi, vj ∈Vg is the set of edges. If ðvj, viÞ∈E, then vj is the
neighbor of vi. The neighbors set of node vi is denoted by Ni = fvj ∈V jðvi, vjÞ∈E,
j≠ ig. A path from vi to vj is denoted by πi, j = fðvi1, vi2Þ, ðvi2, vi3Þ, . . . ,
ðvim− 1, vimÞg, where vi1 = vi,vim = vj and ðvik, vik +1Þ∈E, k∈ f1, 2,⋯,m− 1g. If
there is a path between any distinct pair of nodes then the undirected graph is said to
be connected. The union of a collection of graphs G1,G2,⋯,Gm with the same
node set V , is defined as the graph G1−m with the node set V and edge set equalling
to the union of the edge sets of all of the graphs. Moreover, G1,G2,⋯,Gm is jointly
connected if its union graph G1−m is connected.

The weighted adjacency matrix A= ½aij�∈R
n× n of undirected graph G satisfies

aij ≥ 0, where aij >0 if ðvi, vjÞ∈E, aij =0 otherwise. The Laplacian matrix corre-
sponding to the undirected graph G is defined as L= ½lij�∈R

n× n, where lij is defined
as follows:

lij =
− aij, i≠ j,
∑
j∈Ni

aij, i= j.

(

Definition 1 Let X = fx1, x2,⋯, xmg be a set in a real vector space V⊆R. The
convex hull COðXÞ of the set X is denoted as

COðXÞ= f∑
m

i=1
αixijxi ∈X, αi ∈R, αi ≥ 0,

Consider an infinite sequence of nonempty, bounded and contiguous time
intervals ½tr, tr+1Þ, r=1, 2,⋯, with t1 = 0 and tr+1 − tr ≤Ta for some constant
Ta >0. In each interval ½tr, tr+1Þ there is a sequence of subintervals ½tr, j, tr, j+1Þ,
j=1, 2,⋯,mr with tr, 1 = tr and tr,mr +1 = tr+1 satisfying tr, j+1 − tr, j ≥Tb,
j=1, 2,⋯,mr for some integer mr ≥ 1 and given constant Tb >0. Such that the
communication topology described by Gr, j switches at tr, j and it does not change
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during each subinterval ½tr, j, tr, j+1Þ. Let σðtÞ: ½0, +∞Þ→Γ, Γ = f1, 2,⋯,Ng
(N denotes the total number of all possible topologies), be a piecewise constant
switching function. GσðtÞ denotes the information topology of multi-agent systems
at time t, and its Laplacian is denoted by LσðtÞ.

3 Mean Square Containment Control of Multi-agent
Systems

Suppose that multi-agent systems with m leaders and n−m followers have the
following dynamics

xi̇ðtÞ= uiðtÞ, i=1, 2,⋯, n. ð1Þ

where xiðtÞ∈R, uiðtÞ∈R are the state and the control input of the ith agent,
respectively.

Suppose the information of agent i receiving from its neighbor agent j is cor-
rupted by the additive communication noise σijμijðtÞ, where μijðtÞ is the standard
white noise and σij >0 is the finite noise intensity, satisfying μijðtÞ= μjiðtÞ, σij = σji.
Then the real information that agent i receives from agent j is
ξijðtÞ= xjðtÞ+ σijμijðtÞ. It is also assumed that fμijðtÞji=1,⋯, n; j=1,⋯, ng are
mutually independent, that is, EfμijðtÞμklðtÞg=0,∀fi, jg≠ fk, lg.
Definition 3 ([9]). The mean square containment problem of multi-agent systems
with communication noises is said to be solved if for any initial states
ðx1ð0Þ,⋯, xnð0ÞÞT ∈R

n, there exist deterministic variables x*i ∈CoL≜

Cofx1̂,⋯xm̂g= f∑
m

j=1
αjxĵjαj ≥ 0, ∑

m

j=1
αj =1g (CoL denotes the convex hull spanned

by the leaders’ final states xĵ ≜ limt→∞ xjðtÞ, j=1,⋯,m) such that
limt→∞ jxiðtÞ− x*i j=0, i=m+1,m+2,⋯, n.

Considering the case of stationary leaders, and suppose the control protocol of
first-order multi-agent systems is

uiðtÞ= bðtÞ ∑
j∈Ni

aijðtÞðξijðtÞ− xiðtÞÞ, ð2Þ

where bðtÞ>0 is a continuous time-varying function.

Definition 4 L=
0m×m 0m× ðn−mÞ
L1 L2

� �
is the Laplacian matrix of graph G, where

L1 ∈R
ðn−mÞ×m, L2 ∈R

ðn−mÞ× ðn−mÞ.

According to Definition 4, the system (1–2) can be written as
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x ̇ðtÞ= − bðtÞLxðtÞ+ bðtÞHμðtÞ ð3Þ

where xðtÞ= ½x1ðtÞ, x2ðtÞ,⋯, xnðtÞ�T, and μðtÞ= ½μT1 ðtÞ, μT2 ðtÞ,⋯, μTn ðtÞ�T is the n2

dimensional standard white noise vector, μiðtÞ= ðμi1ðtÞ,⋯, μinðtÞÞT,
H = diagðE1,⋯,EnÞ, Ei = ðai1σi1,⋯, ainσinÞ, i=1,⋯, n.

By the knowledge of stochastic process, the standard white noise is the gener-
alized mean square derivative of standard Brownian motion. Then this stochastic
system is equivalent to the following Ito ̂ stochastic differential equation

dxLðtÞ=0m×1

dxFðtÞ= − bðtÞðL1xLðtÞ+L2xFðtÞÞdt+ bðtÞH2dWðtÞ
�

ð4Þ

where xLðtÞ= ðx1ðtÞ, x2ðtÞ,⋯, xmðtÞÞT, xFðtÞ= ðxm+1ðtÞ,⋯, xnðtÞÞT, and WðtÞ is an
nðn−mÞ dimensional standard Brownian motion, H1 = diagðE1,⋯,EmÞ=0mn×m,
H2 = diagðEm+1,⋯,EnÞ∈R

ðn−mÞ× nðn−mÞ.
Before further discussion, the following three conditions are presented for

first-order multi-agent systems.
(A1) The communication topologies of multi-agent systems, in each interval

½tr, tr+1Þ, r=1, 2,⋯, are jointly connected;
(A2) There exists a connectivity subset for multi-agent systems in each

nonoverlapping time intervals ½tr, j, tr, j+1Þ⊂½tr, tr+1Þ, j=1, 2,⋯,mr. For each fol-
lower, there exists at least one leader that has a path to the follower in this subset;

(A3)
R∞
0 bðtÞdt=∞.

Lemma 1 ([9]). For undirected graph G, if condition (A2) holds, then L2 is pos-
itive definite, − L− 1

2 L1 is a nonnegative matrix and the sum of the entries in every
row equals to 1.

Let x ̃FðtÞ= xFðtÞ+ L− 1
2 L1xLðtÞ, then Eq. (4) can be written as

dxF̃ðtÞ= − bðtÞL2xF̃ðtÞdt+ bðtÞH2dWðtÞ ð5Þ

Lemma 2 Let xL̂ = lim
t→∞

xLðtÞ= ½x1̂,⋯, xm̂�T, if lim
t→∞

xF̃ðtÞ=0, then the mean square

containment control of the multi-agent system can be achieved.

Proof From Lemma 1 and Definition 2, we can know −L− 1
2 L1 is a nonnegative

matrix and the sum of the entries in every row equals to 1. Then −L− 1
2 L1xL̂ is

located in the convex hull formed by those stationary leaders, where
xL̂ = lim

t→∞
xLðtÞ= ½x1̂,⋯, xm̂�T. Thus, if lim

t→∞
xF̃ðtÞ=0, i.e., lim

t→∞
xFðtÞ= −L− 1

2 L1xL̂,

then the containment control of multi-agent systems can be achieved. □
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Lemma 3 Consider the following differential equation

y ̇ðtÞ= − bðtÞΔsðλÞyðtÞ ð6Þ

where yðtÞ= ðy1ðtÞ, y2ðtÞ,⋯, ysðtÞÞT, ΔsðλÞ=diagfλ1,⋯, λsg∈R
s× s, λk >0,

k=1, 2,⋯s. The state transition matrix of (6) is

Φðt, t0Þ= diagfϕλ1ðt, t0Þ,⋯,ϕλsðt, t0Þg ð7Þ

where ϕλk ðt, t0Þ= e
− λk

R t

t0
bðτÞdτ

, k=1, 2,⋯s.

Suppose the communication graph Gσ on subinterval ½tr, j, tr, j+1Þ has nσ con-
nected subgraphs Gi

σ , i=1, 2,⋯, nσ , and each connected subgraph Gi
σ has diσ

nodes, where f1,⋯, diσLg represents the set of leaders, fdiσL+1,⋯, diσg represents
the set of followers. The Laplacian matrix of subgraph Gi

σ is denoted by Liσ . Then
there exists a orthogonal matrix Uσ such that

UT
σ LσUσ =diagfL1σ , L2σ ,⋯,Lnσσ g ð8Þ

UT
σHσUσ =diagfE1

σ1,E
2
σ2,⋯,Enσ

σdiσ
g ð9Þ

UT
σHσ2Uσ =diagfE1

σdiσL +1,E
2
σdiσL +2,⋯,Enσ

σdiσ
g ð10Þ

xFðtÞUσ = ðx1σFðtÞ, x2σFðtÞ,⋯, xnσσFðtÞÞT ð11Þ

xLðtÞUσ = ðx1σLðtÞ, x2σLðtÞ,⋯, xnσσLðtÞÞT ð12Þ

WðtÞUσ = ðW1
σ ðtÞ,W2

σ ðtÞ,⋯,Wnσ
σ ðtÞÞT ð13Þ

where Liσ =
0diσL × diσL

0diσL × ðdiσ − diσLÞ
Liσ1 Liσ2

� �
, Ei

σk = ðak1σk1,⋯, akdiσ σkdiσ Þ, k=1,⋯, diσ ,

i=1, 2,⋯, nσ .
According to the above description, Eq. (5) can be written as

dx ̃FðtÞ= − bðtÞLσ2xF̃ðtÞdt+ bðtÞHσ2dWðtÞ ð14Þ

The system (14) can be transformed into the following subsystems dynamic in
each subinterval ½tr, j, tr, j+1Þ

dx ̃iσFðtÞ= − bðtÞLiσ2x ̃iσFðtÞdt + bðtÞHi
σ2dW

i
σðtÞ ð15Þ

where xĩσFðtÞ= xiσFðtÞ+ Li− 1
σ2 Liσ1x

i
σLðtÞ, xiσLðtÞ= ðxiσ1ðtÞ,⋯, xi

σdiσL
ðtÞÞT,

xiσFðtÞ= ðxi
σdiσL +1ðtÞ,⋯, xiσdiσ ðtÞÞ

T, Liσ2 ∈R
ðdiσ − diσLÞ× ðdiσ − diσLÞ, Liσ1 ∈R

ðdiσ − diσLÞ× diσL ,
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Hi
σ2 = diagðEi

σdiσL +1,⋯,Ei
σdiσ

Þ∈R
ðdiσ − diσLÞ× diσðdiσ − diσLÞ, Ei

σk = ðak1σk1,⋯, akdiσ σkdiσ Þ,
k=1,⋯, diσ , and Wi

σðtÞ is an diσðdiσ − diσLÞ dimensional standard Brownian motion,
i=1, 2,⋯, nσ .

Theorem 1 Consider first-order dynamic system (1) with n followers and m
leaders under switching topologies. Suppose conditions (A1), (A2) and (A3) hold,
and then control protocol (2) can solve the mean square containment control of
first-order multi-agent systems with communication noises and dynamical
topologies.

Proof There exists a transformation matrix P such that

P− 1Liσ2P=Λ ð16Þ

where Λ= diagfλ1,⋯λdiσ − diσL
g is the diagonal matrix of Liσ2, λl >0,

l=1,⋯, ðdiσ − diσLÞ.
According to Lemma 3, the state transition matrix of (15) is

Φðt, tr, jÞ=Pdiagfϕλ1ðt, tr, jÞ,⋯,ϕλdiσ − di
σL

ðt, tr, jÞgP− 1 ð17Þ

If Conditions (A2) and (A3) hold, it is obtained from Lemma 3, for any
t∈ ½tr, j, tr, j+1Þ

lim
t→∞

Φðt, tr, jÞ=0ðdiσ − diσLÞ× ðdiσ − diσLÞ ð18Þ

The solution of Ito ̂ stochastic differential Eq. (15) in each subinterval ½tr, j, tr, j+1Þ
can be written as

x ̃iσFðtÞ=Φðt, tr, jÞx ̃iσFðtr, jÞ+ Yi
σðtÞ ð19Þ

where Yi
σðtÞ=

R t
tr, j

bðτÞΦðt, τÞHi
σ2dW

i
σðτÞ, t∈ ½tr, j, tr, j+1Þ.

The second-order moment matrix of Yi
σðtÞ satisfies

EðYi
σðtÞYiT

σ ðtÞÞ= R t
tr, j

b2ðτÞΦðt, τÞHi
σ2H

iT
σ2Φ

Tðt, τÞdτ, and each element of

EðYi
σðtÞYiT

σ ðtÞÞ is a linear combination of the following terms

ηλl =
Z t

tr, j
b2ðτÞϕ2

λl
ðt, tr, jÞdτ ð20Þ

where t∈ ½tr, j, tr, j+1Þ, l=1,⋯, ðdiσ − diσLÞ.
According to Lemma 3 and condition (A3), we have

lim
t→∞

ϕ2
λl
ðt, tr, jÞ= lim

t→∞
e
− 2λl

R t

tr, j
bðτÞdτ

=0. Based on Eq. (20), we get lim
t→∞

ηλl =0,
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i.e., lim
t→∞

EðYi
σðtÞYiT

σ ðtÞÞ=0. We obtain lim
t→∞

Yi
σðtÞ=0 from Definition 3. Therefore,

we have lim
t→∞

xĩσFðtÞ=0 as t→ +∞ from (19), then lim
t→∞

xiσFðtÞ= − Li− 1
σ2 Liσ1x

i
σLðtÞ.

Furthermore, in any subinterval ½tr, j, tr, j+1Þ⊂½tr, tr+1Þ, j=1, 2,⋯,mr,
lim

t→ +∞
xiσFðtÞ= − Li− 1

σ2 Liσ1x
i
σLðtÞ, i=1, 2,⋯, nσ . Therefore, in the connected portion

of multi-agent systems in the subinterval ½tr, j, tr, j+1Þ and ½tr, j+1, tr, j+2Þ, i.e., in the
subinterval ½tr, j, tr, j+2Þ, lim

t→ +∞
xi′σFðtÞ= − Li− 1′

σ2 Li′σ1x
i′
σLðtÞ still holds,

i=1, 2,⋯, n′σ ,t→∞. Since all agents are jointly connected in each ½tr, tr+1Þ,
according to condition (A1), lim

t→∞
xFðtÞ= − L− 1

2 L1xL̂ by induction, where x ̂L
denotes the states of stationary leaders. From Lemma 2, the containment control of
multi-agent systems with communication noises can be achieved. □

4 Simulations

In this section, we consider two dynamic switching topologies shown in Fig. 1,
where connection weight of each edge is 1. Suppose communication topology of
multi-agent systems randomly is switched among G1 to G4 at t= kT , k=0, 1,⋯,
T =0.5 s.

Fig. 1 Communication topology of the multi-agent systems
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We consider four leaders and six followers, whose communication topology is
shown in Fig. 1. The initial states of followers and leaders are taken x1ð0Þ= ð3, 2Þ,
x2ð0Þ= ð36, 2Þ, x3ð0Þ= ð38, 22Þ, x4ð0Þ= ð30, 38Þ, x5ð0Þ= ð2, 38Þ, x6ð0Þ= ð2, 22Þ;
x7 = ð15, 20Þ, x8 = ð20, 15Þ, x9 = ð25, 20Þ, x10 = ð20, 25Þ, respectively. Simulation
results are given in Fig. 2, where followers can asymptotically converge to the
plane area formed by four leaders.

5 Conclusion

In this paper, two distributed containment control problems for multi-agent systems
with communication noises are studied, and two control algorithms of first-order
systems with multiple stationary leaders and jointly connected topologies are pro-
posed. By applying modern control theory and algebraic graph theory, the con-
vergences of distributed containment control algorithms are analyzed on stochastic
analysis. Finally, some simulation examples are given to verify the correctness and
effectiveness of the conclusion. The mean square containment control for
discrete-time systems will be our future work.
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Sensor Fault Diagnosis Using Ensemble
Empirical Mode Decomposition
and Extreme Learning Machine

J. Ji, J. Qu, Y. Chai, Y. Zhou and Q. Tang

Abstract An algorithm using Ensemble Empirical Mode Decomposition (EEMD)
and Extreme Learning Machine (ELM) for the detection and classification of sensor
fault is presented in this paper. Under this method, the standardized sensor signal is
decomposed through EEMD into the original signal, several Intrinsic Mode Func-
tions (IMFs), and residual signal. Then, the variance, reduction ratio and normalized
total energy of each IMF and residual are calculated as the sensor fault features.
Subsequently, the feature vectors are input into the Extreme Learning Machine
(ELM), which is utilized as the classifier for the detection and identification of sensor
faults. The fault diagnosis simulation result of the carbon dioxide sensor indicates
that this method can not only be effectively applied to the fault diagnosis of carbon
dioxide sensors but also provide reference for the fault diagnosis of other sensors.

Keywords Ensemble empirical mode decomposition (EEMD) ⋅ Extreme learning
machine (ELM) ⋅ Intrinsic mode functions (IMFs) ⋅ Variance ⋅ Energy

1 Introduction

Sensor is not only an indispensable part in any measurement and control system,
but also one of the parts most prone to failure. Once the sensor fails due to the
cascading effect of the system, it is likely to cause the fault to spread throughout the
system, and the consequences could be disastrous. Therefore, sensor fault detection
and identification are of extreme importance to improve safety and reliability of
system operations.

The process of sensor fault detection and identification is a process of pattern
recognition essentially. In the pattern recognition problems, Huang et al. proposed
extreme learning machine (ELM) algorithm [1]. This algorithm can not only help
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avoid the risk of falling into local optimum, but also greatly improve the network
learning speed and generalization performance. The recognition effect of the ELM
depends on the effectiveness of the extracted feature, so how to extract the fault
features and identify the condition from the signals are the key steps in the fault
diagnosis of sensor. The time–frequency analysis method is applied to the feature
extraction of sensor fault signals by scholars at home and abroad. As shown in
Reference [2], the sensor output signal is performed by wavelet transform (WT).
The change rates of energy before and after signal failure are calculated to detect
various faults of the pressure sensor on different scales. As can be seen from
Reference [3], wavelet packet decomposition is utilized to extract the energy of
each node, and the RBF (Radial Basis Function) neural network to diagnose sensor
fault. As an automatic decomposition and fully data adaptive method, EMD [4]
provides an efficient analysis method for nonstationary and nonlinear signals.
Besides, EMD [5] method was considered as a major breakthrough in 2000, and it
has been successfully applied in the field of gas detection since then [6]. But one of
its important defects is mode mixing. In order to solve this problem, Ensemble
Empirical Mode Decomposition (EEMD), an improved version of EMD, has been
proposed by Wu and Huang [7], and has been widely applied in fault diagnosis [8,
9]. In this paper, the variance, reduction ratio, and normalized total energy of each
IMF and residual are calculated as the feature vector by EEMD method.

A sensor fault diagnosis method based on EEMD and ELM is presented in this
paper. The complete algorithm includes the following steps: (1) EEMD is applied to
decompose the standardized sensor signals into several IMFs and a residual signal.
(2) Their variance characteristics are calculated as the part signal features by
selecting the first four IMF components and final residual. (3) In order to strengthen
the fault feature of IMF components, the reduction thresholds of IMFs and residual
are calculated to facilitate cut processing, and obtain the reduction ratios of each
IMF component and the residual item. (4) Constructing feature vectors acquired by
calculating the normalized total energy of IMFs and residual item is input into the
ELM for classification. The rest of the content of this paper is arranged as follows:
In Sect. 2, the fundamental principles of EEMD, fault feature extraction method,
and ELM will be illustrated. In Sect. 3, data acquisition simulation experiment and
analysis will be demonstrated. Finally, the conclusion is drawn in Sect. 4.

2 Methodology

Fault diagnosis process for sensor includes both fault feature extraction and fault
classification. The former is the most important part in fault diagnosis. In accor-
dance to the extracted feature, different fault types are classified. The proposed
algorithm flow chart of the whole fault diagnosis is described in Fig. 1.
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2.1 Ensemble Empirical Mode Decomposition (EEMD)

The principle of EEMD [10] method is to make use of the Gauss white noise with
the statistical characteristics of uniform frequency distribution. EEMD is an
improved version of the EMD algorithm, which not only retains the advantages of
EMD, but also has the ability to effectively suppress mode aliasing and improve the
accuracy of signal analysis. The specific decomposition steps and principles are as
follows [11, 12]:

(1) Add the random Gauss white noise nj tð Þ with a mean value of zero to the
original vibration signal xðtÞ under the condition of constant standard devia-
tion, to obtain the decomposed signal xj tð Þ.

xj tð Þ= x tð Þ+ nj tð Þ ð1Þ

Wherein, xj tð Þ is the noise-added signal, j=1, 2, 3, . . . ,M, and M is the number
of trials. The size of Gauss white noise will directly affect the signal EEMD modal
aliasing extinction effect.

(2) Decompose the newly generated gas signal xj tð Þ into some IMFs through the
original EMD algorithm.

xj tð Þ= ∑
N

i=1
cj, i tð Þ+ rNj tð Þ ð2Þ

Wherein, i is the number of IMFs, i=1, 2, 3, . . . ,N, cj, i tð Þ represents the IMFs
(cj, 1, cj, 2, . . . , cj,N) which contain different frequency bands, and rNj tð Þ signifies the
final residue, which presents the mean trend of signal.

Decompose the original 
signals with EEMD

ELM

The feature vector
Calculate the 

threshold of each 
IMF and Residual

Calculate variance 
and total energy of 

each IMF

Energy 
normalization

Input 
signals

Original signal

IMFs

Residual signal

Output recognition

Sensor signal 
standardization

The sensor signal process

Fig. 1 Block diagram of the proposed method
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(3) Repeat Steps 1 and 2 for M times with a different white noise series each time
to obtain an ensemble of IMFs.

c1, i tð Þf g, c2, i tð Þf g, . . . , cM, i tð Þf g½ � ð3Þ

Wherein, i=1, 2, 3, . . . ,N.

(4) Calculate the ensemble means of the corresponding IMFs of the decomposi-
tions as the final result

ci tð Þ= 1
M

∑
M

k=1
ck, i tð Þ ð4Þ

Wherein, ci tð Þ is the i-th IMF decomposed through EEMD, while
k=1, 2, . . . ,M and i=1, 2, 3, . . . ,N.

2.2 Fault Feature Extraction Method

In order to ensure that the extracted features are not affected by the amplitude of the
output signal of the sensor, the signal is normalized before the EEMD decompo-
sition. The specific feature extraction steps are as follows:

(1) Make the sensor signals X standardized.

X ̂=D− 1 X −E Xð Þ½ � ð5Þ

Wherein, X represents the output signal of the sensor, E Xð Þ indicates the mean
value of X, and D denotes the standard deviation of X.

(2) Decompose X ̂ into some IMFs and residual signal through the EEMD algo-
rithm and extract the first four IMFs, which are represented by F1,F2,F3,F4,
respectively. F5 signifies the residual signal.

(3) Calculate the variance Di of F1,F2,F3,F4 and residual F5 to extract the fault
features of the sensor.

Di = ∑
m

j=1

F2
i

m
− ∑

m

j=1

Fi

m

 !2

, i=1, 2, . . . , k ð6Þ
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(4) Reduce the IMF component and the residual term, and calculate the cutoff
threshold of each IMF component and residual to enhance the fault charac-
teristics of the IMF component

ThrFi =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
m

∑
m

j=1
F2
i, j

s
ð7Þ

Wherein, m indicates the lengths of the IMF component and the residue, Fi, j the
j-th value of the i-th component of the IMF, and F5, j the j-th value of the residual
component. Then reduce each IMF component and residual item as follows, and
calculate the reduction ratio of each IMF component and residual term.

F ̄i, j =
Fi, j Fi, j

�� ��≥ ThrFij j
0 Fi, j

�� ��< ThrFij j
�

ð8Þ

CutFi =
Num F ̄i, j ≠Fi, j

� �
m

ð9Þ

Wherein, Fī, j is the IMF component and the residual term after the reduction,
and CutFi the reduction ratio of the corresponding component, i.e., the ratio of the
number of points to be cut to the total number of points.

(5) Calculate the normalized total energy EFi of each IMF component and the
residual items, as well as the total cutting ratio ΔCutF for pattern classification.

EFi =
Z

F ̄i
�� ��2dt = ∑

m

j=1
F ̄i, j
�� ��2 ð10Þ

ΔEFi =
EFiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
5

i=1
EFij j2

s ð11Þ

ΔCutF =
1
5
∑
5

i=1
CutFi ð12Þ

(6) Construct feature vector T for sensor fault diagnosis, where

T = ΔEF1,ΔEF2,ΔEF3,ΔEF4,ΔEF5,ΔCutF,D1,D2,D3,D4,D5½ � ð13Þ
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2.3 Extreme Learning Machine (ELM)

After the completion of the above EEMD and feature extraction, Extreme Learning
Machine (ELM) is applied to complete sensor fault classification and identification.
Recently, a least square based learning algorithm named Extreme Learning
Machine (ELM) has been developed for single hidden layer feedforward networks
(SLFNs) [13].

Suppose that there are N training samples xi, tið Þ, in which the input sample is
xi = xi1, xi2,⋯, xin½ �T ∈Rn and the output sample ti = ti1, ti2,⋯, tim½ �T ∈Rm, and
SLFNs output with L L≤Nð Þ hidden layer nodes, then the activation function of
g xð Þ is as follows [14, 15]:

∑
L

i=1
βigi xj
� �

= ∑
L

i=1
βig wi ⋅ xj + bi
� �

= oj, j=1, 2,⋯,N ð14Þ

Wherein, wi = wi1,wi2,⋯,win½ �T denotes the weight vector of the i-th hidden
layer neurons and the input neurons, βi = βi1, βi2,⋯, βim½ �T that of the i-th hidden
layer neurons and the output neurons, and bi the deviation of the i-th hidden layer
neurons.

As a new unsupervised and fast learning algorithm, ELM is not only effective
but also simple and easy to use. It only requires the activation function to be
infinite-order differentiable and needs to set the number of hidden nodes in the
network and incentive function before training rather than the input weights of the
network and the bias of the hidden layer nodes. The unique optimal solution is
obtained by solving the minimum norm least square solution of linear equations,
and the whole training process is completed at one time.

3 Experiments and Analysis

3.1 Data Collection

To evaluate the effectiveness of the feature extraction methods for sensor, a flow
chart of data acquisition is considered and shown in Fig. 2. Produced by British
City Technology, the sensor utilized in this experiment has been calibrated in
advance. To generate the required dataset, the gas in the environment is pumped

Gas Sensor

Advantech data 
acquisition cardComputer

Ambient air
air inflow Smart 

transmitting plate

Voltage signal

Fig. 2 Flow chart of data
acquisition
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into the reaction chamber first for full contact with the sensor. Then, the output of
the sensor is converted to the available voltage corresponding to the concentration
of the target gas through a transmission plate. Finally, Advantech data acquisition
card is adopted to collect the voltage signals of smart transmitting plate and convert
the voltage value into its concentration value. The data of this experiment is col-
lected at a room temperature of 25± 2 ◦C and a relative humidity of 50 %. Each
type of the dataset consists of 100,000 recordings (time series sequences) collected
over a period of 13 days. A total of 50 sample data are collected from each type,
with each datum containing 2000 points.

According to the structural characteristics and the online usage of the sensor,
sensor faults can be divided into six types: bias, precision degradation, drift,
complete failure, drift and bias, as well as precision degradation and bias.

3.2 Signal Decomposition

In EEMD, the number of ensemble M and the noise amplitude c are the two
parameters that need to be determined, and (M, c) should be selected carefully. To
make the EEMD effective, c should not be too small. Otherwise, it may not
introduce the change of extrema that the EMD relies on. It should be noticed that
the number of ensemble should increase as the amplitude of noise increases so as to
reduce the contribution of added noise in the decomposed results. In this study,
EEMD is employed to decompose the sensor signal. After testing some pairs of (M,
c), a satisfying result could be achieved when M = 100 and c = 20 %. Hence, these
two parameters are set as M = 100 and c = 20 % in this study. To acquire the fault
feature vectors, EEMD is first applied to decompose the sensor signals into several
IMFs and a residual. And the sensor signals are also decomposed through EMD,
and different IMF components and residual are obtained. It can be observed that the
modes take on a set of amplitude modulation and frequency modulation signals
fluctuating from the highest frequency to the lowest.

3.3 Fault Feature Extraction

To illustrate the effect of the method proposed in this paper, an experimental
comparison between EMD and EEMD is carried out. First, six different signals after
standardization are decomposed through EMD. Later, the variance, normalized
energy and reduction ratio of the three kinds of features are extracted, respectively,
to construct sensor feature vector T1. From Formula (13), it can be seen that feature
vector T1 contains a total of 11 different features. In order to make it easy to see the
effect of the distribution of the characteristics, this section only selects three features
of them for comparison and analysis. Figure 3a displays the distribution results of
the three features. Similarly, the six kinds of signals to be classified after
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standardization are decomposed through EEMD to calculate sensor feature vector
T2. Then, three features from the vector T2 are chosen to compare the experimental
result. Figure 3b shows the distribution results of the three features from the
selected feature vector.

From Fig. 3, it can be seen that EMD has poor performance of characteristic
distribution and obviously two classes of overlap. In comparison, EEMD can obtain
a clearer separation on the mapping. Consequently, EEMD can identify each fault
accurately for the feature samples. Extracting the variance, normalized energy and
reduction ratio of the sensor signal can clearly help classify the different faults.

3.4 State Classification Based on ELM

State classification for recognizing the operating states of sensor can be done based
on EEMD and ELM. The feature vector is obtained by the formula (13) and input
into ELM in this experiment. State classification results based on ELM are shown in
Figs. 4 and 5, from which it can be seen that the actual outputs of ELM are
extremely consistent with the target outputs even under variable conditions. By
comparing the EMD-ELM and EEMD-ELM, Fig. 4 shows that the result of the
extracted features through the EEMD decomposition is more suitable for fault
classification. Likewise, the comparison of EEMD-SVM and EEMD-ELM reveals
that the classification results of ELM are better compared with SVM, which is
unaffected by the number of training samples. Thus, the proposed method com-
bining EEMD with ELM is able to efficiently realize sensor fault diagnosis under
variable conditions.

In order to display the superiority of ELM, a comparison is made to show the
performances of SVM and ELM. Detailed comparison results are shown in Table 1,
in which 50 experiments are given to calculate the mean values of running time and
classification accuracy in order to facilitate the comparison. As can be seen, the
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average time consumed by ELM is 0.2818 s, and the average classification accu-
racy of ELM is 99.48 %. The SVM method is obviously more time consuming and
less accurate than the other methods. As a result, both the purposes of improving
the accuracy of pattern recognition and reducing model complexity can be achieved
by EEMD-ELM.

Fig. 4 Classification results
of experiment
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Fig. 5 Classification result of
ELM

Table 1 Classification
results of SVM and ELM

Test samples Running time (s) Classification
accuracy (%)

SVM ELM SVM ELM

180 2.3775 0.2818 93.75 99.48
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4 Conclusions

In order to fully extract the fault signal of sensor, this paper proposes a new sensor
fault diagnosis method based on EEMD and ELM. This approach first decomposes
the standardized signal through EEMD into the original signal, several IMFs and
the residual signal, and calculates their variances. Then, each component of IMF
after decomposition is cut to calculate the reduction ratio and the normalized total
energy. Subsequently, the feature vector obtained via the above calculation is
constructed to carry out fault classification through ELM algorithm. The sensor data
in the experiment are adopted to validate the proposed method. The results show
that EEMD is suitable for nonlinear and nonstationary signal processing, and the
proposed approach obviously improves the fault classification performance of
sensor and outperforms the other traditional approaches such as EMD and SVM.
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A New Quantum-Behaved PSO: Based
on Double δ-Potential Wells Model

Zhaoqing Xie, Qing Liu and Lanqing Xu

Abstract In this paper, a new QPSO based on double δ-potential wells model
(QPSO-DPW) is proposed. The algorithm contains three components: the global
best position, the particle position relative to the mean individual best positions, and
the particle position relative to global best position. This strategy restrains the
particle premature convergence and fall into local convergence. Several classical
nonlinear functions are employed to test the effectiveness of QPSO-DPW. The
results demonstrate good performance in convergence speed and the global
searching ability when compared with other recent variants of the PSO.

Keywords Quantum-behaved ⋅ Particle swarm optimization ⋅ Potential well

1 Introduction

The Quantum-behaved Particle Swarm Optimization (QPSO) was inspired by the
Quantum Dynamics and first proposed by Sun [1]. A lot of research work has been
done on QPSO, such as Guiding Quantum Particle Swarm Optimizer incorporating
Immune algorithm (GQPSOI) [2], Hybrid Chaotic Quantum-behaved Particle
Swarm Optimization (HCQPSO) [1], decentralized form of quantum-inspired par-
ticle swarm optimization (DFQPSO) [3], multi-objective quantum-behaved particle
swarm optimization (IMOQPSO) [4], etc. Based on QPSO, we proposed a new
QPSO which is based on double δ-potential wells model (QPSO-DPW), By ana-
lyzing the properties of particle in potential well in terms of quantum mechanics, we
find it has three different bound states in the iteration space. The first state is the
particle X in the potential well around point P (pbset) as the center of aggregation,
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the second state is the particle X around point G (gbset) as the center of aggregation,
in addition to the particle X, the pbest particle P also considered converging to point
G (gbest). We propose two different particles binding state models. The new algo-
rithm retains the ability of stochastic global searching and has better global con-
vergence and very strong self-adaptive ability with environment.

The rest of the paper is organized as follows. In Sect. 2 we describe the QPSO
algorithms. In Sect. 3, we introduce two different δ-potential well models on QPSO,
and then present QPSO-DPW algorithm. In Sect. 4, we present simulation
parameters and results and an evaluation of DPW-QPSO. Finally, In Sect. 5,
conclusions and future work are presented.

2 QPSO Algorithm

In [5], Clerc and Kennedy proved that if the upper coefficients r1, r2, c1, c2 are
properly selected, xijðtÞ will converge to pijðtÞ, whose coordinates are

pijðtÞ=φijðtÞ ⋅PiðtÞ+ 1−φijðtÞ
� �

⋅GjðtÞ φijðtÞ∼U 0, 1ð Þ ð1Þ

The particle moves around and toward to point pijðtÞ, from the point view of
dynamics, particle must be in binding state to guarantee convergence, moving in an
attraction potential field whose center is point pijðtÞ, correspondingly, we can
establish a quantitative and attractive δ-potential well model to bind the particles. In
[1], Jun Sun proved the particle converges to the center of potential point pijðtÞ, the
potential energy of the particle in one-dimensional δ-potential well is represented as

VðxÞ= −V0δðX − pÞ= −V0δðY1Þ Y1 =X − p ð2Þ

By solving the Schrödinger equation, the probability density function Q is
given by

QðyÞ= ψðyÞj j2 = 1
L
e− 2 yj j L̸ ð3Þ

which describes particles appearing at position y relative to p, if we set
QðyÞ∼Uð0, 1Þ, then the position of particles can be measured by

X = p±
L
2

ln 1 u̸ð Þ u∼Uð0, 1Þ ð4Þ

The position of particle i at (t + 1)th iteration in QPSO is updated as follows [6]

xijðt+1Þ= pijðtÞ± α ⋅ CjðtÞ− xijðtÞ
�� �� ⋅ ln

1
uijðtÞ ð5Þ
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CjðtÞ= 1
M

∑
M

i=1
PiðtÞ= 1

M
∑
M

i=1
pi1ðtÞ, 1

M
∑
M

i=1
pi2ðtÞ, . . . , 1

M
∑
M

i=1
pinðtÞ

� �
ð6Þ

where the pbest and gbest are computed as follows:

PiðtÞ= XiðtÞ f XiðtÞð Þ< f Pi t− 1ð Þð Þ
Pi t− 1ð Þ f XiðtÞð Þ≥ f Pi t− 1ð Þð Þ

�
ð7Þ

Gj =PgðtÞ, g= arg min
1≤ i≤M

f PiðtÞð Þð Þ ð8Þ

where CjðtÞ means the mean of the best individual positions of all particles which
replace pijðtÞ can be more effective. α is called contraction-expansion coefficient
which can be tuned to control the convergence speed of the algorithm.

3 QPSO-DPW Algorithm

As aforementioned QPSO-DPW, we present two different particle binding state
models as follows.

3.1 Particle in Two δ-Potential Wells Model

When particle X converges to P then it converges to G at the same time. We
establish one-dimensional δ-potential well around point P and G, as shown in
Fig. 1.

Respectively, the potential energy as

V1ðxÞ= −V0δ X −Pð Þ= −V0δ Y1ð Þ Y1 =X −P ð9Þ

V2ðxÞ= −V0δ X −Gð Þ= −V0δ Y2ð Þ Y2 =X −G ð10Þ

Ψ

XGP

Fig. 1 Particle in two δ-
potential wells model
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According to formula (3), the position X relative to P and G as

xpij t+1ð Þ= pij tð Þ± L1
2

⋅ ln
1

uij tð Þ ð11Þ

xgij t+1ð Þ=GjðtÞ± L2
2

⋅ ln
1

uijðtÞ ð12Þ

The position X can be defined as

xij t+1ð Þ=φijðtÞ ⋅ xpij t+1ð Þ+ 1−φijðtÞ
� �

⋅ xgij t+1ð Þφij tð Þ∼U 0, 1ð Þ ð13Þ

Thus

xij t+1ð Þ=φijðtÞ ⋅PijðtÞ+ 1−φijðtÞ
� �

⋅GjðtÞ± L
2
ln

1
uijðtÞ ð14Þ

where L1 =L2 =L, compare to the upper (5), the final result of this model has the
same meaning with QPSO.

3.2 Double δ-Potential Wells Model

When particle X converges to P then it converges to G at the same time (Fig. 2).
The potential energies are as

V1 xð Þ= −V0δ X − pð Þ= −V0δ Y1ð Þ Y1 =X − p ð15Þ

V2 xð Þ= −V0δ p−Gð Þ= −V0δ Y2ð Þ Y2 = p−G ð16Þ

Ψ

XP

(a) (b)
Ψ

PG

Fig. 2 Double δ-potential wells model. a Particle converges to individual best position.
b Individual best particle converges to global best position
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The position X can be defined as

xij t+1ð Þ=Gj tð Þ± L1
2
ln

1
uij tð Þ ±

L2
2
ln

1
uij tð Þ ð17Þ

We define

L1 = α Cj tð Þ− xij tð Þ
�� �� ⋅ ln

1
uij tð Þ ð18Þ

L2 = β Gj tð Þ− xij tð Þ
�� �� ⋅ ln

1
uij tð Þ ð19Þ

The position X can be defined as

xij t+1ð Þ=Gj tð Þ± α Cj tð Þ− xij tð Þ
�� �� ⋅ ln

1
uij tð Þ ± β Gj tð Þ− xij tð Þ

�� �� ⋅ ln
1

uij tð Þ ð20Þ

where α is the contraction-expansion coefficient which can be tuned to control the
convergence speed of particles emergence to the meaning best position, β is the
contraction-expansion coefficient which can be tuned to control the convergence
speed of particles emergence to the global best position.

3.3 Comparison

The particle of QPSO-DPW whose position update equation in (20) also has three
major components, the differences between the above three different algorithms are
as follows [7, 8]:

(1) The first component: The pijðtÞ of QPSO weighs the pbest and gbest ratio
which can make sure particles convergent to attractor P, the GjðtÞ of
QPSO-DPW records the best position ever found by all particles which can
accelerate particle convergences to global rapidly.

(2) The second component: The CjðtÞ− xijðtÞ
�� �� of QPSO selects the average best

position of all particles, which is referred to as “shared information” or “group
knowledge.” QPSO-DPW in this component is the same as QPSO.

(3) The third component: the GjðtÞ− xijðtÞ
�� �� of QPSO and QPSO-DPW are the

same meaning, which belongs to social cognitive part, reflects the information
sharing between particles.

We can include that QPSO and QPSO-DPW allow particles to profit both from
their own discoveries as well as the discoveries of the swarm as a whole, mixing
local and global information uniquely for each particle in each iteration, they both
are concerned about co-evolution and knowledge sharing.
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According to the formulations above, the following procedure can be used for
implementing the QPSO-DPW, the algorithm pseudocode is as follows:

Initial:
Step1: Initialize the swarm by assigning a random position in the problem hyperspace to each
particle.
Step2: Initialize pbest, gbest, and the fitness values.
Iteration:
While t < T (T is the max generation)
for i = 1 to M
Step3: Evaluate the fitness function for each particle.
Step4: For each individual particle, compare the particle’s fitness value with its pbest. The

pbest is computed according to (7).
Step5: Calculate the gbest according to (8).
Step6: Update the gbest and the current position.
Step7: Calculate the mean best according to (6).
Step8: Generate the random number.
for i = 1 to N
Step9: Update the position of particle according to (20).
End for
Step10: Update the fitness value of particle i.

End for
End while
Output: Step11: Select final solution with best evaluate index.

4 Experimental Results

4.1 Test Functions

In the experiments, four-dimensional benchmark functions with different properties
are chosen to test QPSO-DPW’s performance (Table 1). The equations are listed
below

4.2 Sensitivity to Control Parameters

In our experiments, the variation method of linear reduction with the change of the
iteration number is adopted in the control parameters. α and β are determined as

α= β= α0 − α1ð Þ ⋅ Gmax − tð Þ G̸max + α1 ð21Þ
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where α0 > α1, α0 and α1 are the initial control value and the end control value
respectively, Gmax is the total number of iterations, t is the current number of
iterations. We set α0 = 1 and α1 = 0.5.

4.3 Results

As in [9], for each function, three different dimension sizes, 10, 20, and 30 are
tested. The corresponding maximum generations are 1000, 1500, and 2000
respectively, and the population size is set to 20, 40, and 80. We choose the mean
best fitness, standard deviation, and convergence times to compare (Tables 2, 3, 4,
and 5). The experiment results are as follow tables.

Through the analysis of table data shows that the QPSO-DPW algorithm has a
strong ability of global optimization. For Griewank Function, QPSO-DPW has
higher fitness accuracy and convergence speed, in 20 populations and 20 dimen-
sions, the convergence has been realized. For Rastrigrin Function, QPSO and PSO
do not get the optimal solution, but QPSO-DPW shows excellent performance, in

Table 2 Experimental values for Griewank function

P D G QPSO QPSO-DPW PSO

Mean St.Dev n Mean St.Dev n Mean St.Dev n

20 10 1000 0.1838 0.1347 1000 0.0234 0.0762 840 0.0643 0.2874 1000

20 1500 0.0437 0.0422 1375 0.0077 0.0016 1074 0.0599 0.2679 1500

30 2000 0.0120 0.0043 1259 0.0083 0.0013 1452 0.0548 0.2451 2000

40 10 1000 0.1224 0.0955 1000 0.0065 0.0022 617 0.0245 0.1095 1000

20 1500 0.0220 0.0136 1292 0.0074 0.0023 1046 0.0404 0.1805 1500

30 2000 0.0153 0.0093 1170 0.0072 0.0020 1371 0.0542 0.2424 2000

80 10 1000 0.0838 0.0743 1000 0.0070 0.0022 703 0.0163 0.0731 1000

20 1500 0.0170 0.0124 1204 0.0078 0.0014 934 0.0099 0.0442 1500

30 2000 0.0124 0.0052 1212 0.0079 0.0018 1402 0.0536 0.2397 2000

Table 1 Test function and parameter configuration

F Mathematic expression Initial range fmin

Griewank
f ðxÞ= 1

4000 ∑
n

i=1
x2i − ∏

n

i=1
cos xiffi

i
p

	 

+1

− 600≤ xi ≤ 600 0

Rastrigrin
f ðxÞ= ∑

n

i=1
x2i − 10 cos 2πxið Þ+10
� � − 5.12≤ xi ≤ 5.12 0

Rosenbrock
f ðxÞ= ∑

n

i=1
100 xi+1 − x2i

� �
+ xi − 1ð Þ2

h i − 30≤ xi ≤ 30 0

Sphere
f ðxÞ= ∑

n

i=1
x2i

− 100≤ xi ≤ 100 0
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Table 3 Experimental values for Rastrigrin function

P D G QPSO QPSO-DPW PSO

Mean St.Dev n Mean St.Dev n Mean St.Dev n

20 10 1000 7.4805 4.4116 1000 0.0075 0.0021 726 2.0140 9.0070 1000

20 1500 17.8823 9.1916 1500 0.0076 0.0014 1197 3.2075 14.3444 1500

30 2000 40.3947 21.5696 2000 0.0083 0.0012 1667 4.3053 19.2540 2000

40 10 1000 6.0945 4.1070 1000 0.0080 0.0014 672 0.7462 3.3372 1000

20 1500 13.2951 8.8933 1500 0.0082 0.0020 1123 1.2136 5.4274 1500

30 2000 22.6855 6.1164 2000 0.0078 0.0016 1530 2.7271 12.1960 2000

80 10 1000 2.8170 2.4749 1000 0.0075 0.0019 605 0.8955 4.0046 1000

20 1500 10.8525 6.7026 1500 0.0080 0.0015 1081 1.6954 7.5822 1500

30 2000 18.9472 12.7890 2000 0.0080 0.0017 1491 3.0842 13.7930 2000

Table 4 Experimental values for Rosenbrock function

P D G QPSO QPSO-DPW PSO

Mean St.Dev n Mean St.Dev n Mean St.Dev n

20 10 1000 6.4090 1.7173 1000 7.6108 0.2338 1000 12.7093 56.8376 1000

20 1500 33.4467 32.0712 1500 17.6796 0.2686 1500 31.4622 140.7031 1500

30 2000 58.1192 46.6087 2000 27.8290 0.3080 2000 25.2040 112.7157 2000

40 10 1000 6.8361 4.2061 1000 7.3314 0.1474 1000 0.4816 2.1539 1000

20 1500 31.4469 33.9511 1500 17.3883 0.1852 1500 51.6630 231.0438 1500

30 2000 46.0095 45.3339 2000 27.4588 0.2878 2000 120.3963 538.4286 2000

80 10 1000 4.6891 1.2205 1000 7.2036 0.1303 1000 0.4330 1.9362 1000

20 1500 19.6564 17.5665 1500 17.2392 0.1200 1500 7.5854 33.9228 1500

30 2000 29.8979 19.4430 2000 27.2948 0.0954 2000 56.7790 253.9233 2000

Table 5 Experimental values for Sphere function

P D G QPSO QPSO-DPW PSO

Mean St.Dev n Mean St.Dev n Mean St.Dev n

20 10 1000 0.0082 0.0015 271 0.0077 0.0019 529 0.3948 1.7657 1000

20 1500 0.0087 0.0008 688 0.0082 0.0011 1005 0.0581 0.2597 1500

30 2000 0.0089 0.0010 1110 0.0083 0.0019 1429 0.0360 0.1607 2000

40 10 1000 0.0081 0.0016 256 0.0079 0.0012 443 0.0000 0.0000 431

20 1500 0.0087 0.0013 633 0.0078 0.0020 945 0.0941 0.4210 1500

30 2000 0.0090 0.0010 1071 0.0084 0.0015 1353 0.1849 0.8268 2000

80 10 1000 0.0082 0.0014 195 0.0077 0.0015 400 0.0000 0.0000 9

20 1500 0.0084 0.0010 603 0.0080 0.0016 864 0.0128 0.0571 1500

30 2000 0.0089 0.0007 1036 0.0081 0.0013 1271 0.0316 0.1413 2000
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20 population and 10 dimension, the optimal solution is found. For Rosenbrock
Function, the improvements are not so remarkable, but it is still better than the other
two algorithms under all conditions. For Sphere function, we can see that the
accuracy of QPSO-DPW is higher than QPSO and PSO, but the convergence speed
is lower than QPSO, can always converge to an optimal solution and the accuracy is
higher than QPSO and PSO obviously. Thus, on the whole, the global convergence
ability of QPSO-DPW is indeed improved obviously.

5 Conclusion

In this paper, QPSO has been extended based on Double δ-potential wells model. In
the model, the mean best individual positions and the best global positions two
attractors increase the ability of global searching and better global convergence
accuracy. Although we present a method of parameter control, it is only one of
self-adaption methods. Further research would investigate the sensitivity of
parameters into QPSO-DPW to increase its intelligence of search.
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Bearing Fault Diagnosis Based on Hilbert
Marginal Spectrum and Supervised
Locally Linear Embedding

Zhanqiang Xing, Jianfeng Qu, Yi Chai, Yanxia Li and Qiu Tang

Abstract A bearing vibration signal is nonlinear and nonstationary, with multiple
components and multifractal properties. A bearing fault diagnosis method based on
Hilbert marginal spectrum (HMS) and supervised locally linear embedding (SLLE)
is proposed for the first time in this paper. HMS is introduced for feature extraction
from faulty bearing vibration signals. Then SLLE is proposed for the dimension-
ality reduction of high-dimensional fault feature, which is more effective than other
reducing dimension methods, such as principle component analysis (PCA), multi-
dimensional scaling (MDS), and locally linear embedding (LLE). Finally, the
support vector machine (SVM) is applied to achieve the bearing fault diagnosis
according to the extracted feature vector. The results show that the proposed
method improves the fault diagnostic and classification performance significantly.

Keywords Bearing fault diagnosis ⋅ Hilbert marginal spectrum ⋅ Supervised
locally linear embedding ⋅ Support vector machine

1 Introduction

As an important part of mechanical equipment, bearing plays a very important role
in maintaining the normal operation [1]. The faults of rolling bearings often lead to
a decline in productivity and even cause huge economic loss. Thus, it is important
to keep the rolling bearing working in good state via condition monitoring and fault
diagnosis. Fault diagnosis is mainly divided into two parts, faults recognition and
faults classification. As a critical part of faults recognition, feature extraction
method should extract the most distinctive feature to reduce the feature dimension
[2] and classify. And the effective classifier is needed to obtain higher diagnostic
accuracy and reduce the time consumed.
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Due to the complexity of rotating machinery systems, the vibration signals of
rolling bearings are nonlinear and nonstationary. Several popular time-frequency
analysis methods about fault feature extraction of bearings have been suggested in
the literature, such as the short-time Fourier transform (STFT) [3], the wavelet
transform (WT) [4] and the Wigner-Ville distribution (WVD) [5]. In the short-time
Fourier transform, the time and frequency of the window function could not achieve
optimal at the same time that restrict the application of STFT. The performance of
WT mainly depends on the measured signal. Meanwhile, the WVD is limited by the
presence of cross-term interference.

Recently, the Hilbert-Huang transform (HHT) method is applied to the nonlin-
ear, nonstationary data analysis. The empirical mode decomposition (EMD) de-
composes the original signal to obtain the intrinsic mode function (IMF) [6]. Then
the Hilbert transform is applied to each IMF to obtain the amplitude and frequency.
The EMD method can decompose any type of signals without any basic function
preselection with its own time scale characteristics. Based on its own time scale
characteristics, the EMD method can decompose any type of signals without any
basic function preselection. Therefore, it has an extremely significant advantage in
processing nonstationary and nonlinear data and can decompose a complicated
signal into some IMFs. Meanwhile, the decomposed IMFs contain the local char-
acteristics of the original signal at different time scales. Hilbert marginal spectrum
(HMS) analysis is based on HHT, and possesses the advantage of HHT [7].

For the dimensionality reduction of fault feature extraction, the classical methods
are only effective on linear data such as principal component analysis (PCA) [8],
linear discriminate analysis (LDA) [9] and locality preserving projection
(LPP) [10]. It is difficult to extract feature for nonlinear data using those methods.
The manifold learning, a nonlinear dimensionality reduction method such as iso-
metric feature mapping (Isomap) [11], locally linear embedding (LLE) [12], can
effectively approximate the low-dimensional input space and have been applied to
rotating machinery fault diagnosis. However, when LLE is applied to faults
recognition, the LLE ignore the classification information and reduce the diagnostic
accuracy [13].

In this study, a novel hybrid model based on HMS, SLLE, and SVM is presented
for bearing fault diagnosis. First, the vibration signal is decomposed into some
IMFs by EMD and the HMS is applied to obtain the high-dimensional features.
Next, the manifold learning of SLLE is used to reduce features to improve the
accuracy and reduce the calculation time of the classification. Finally, the
low-dimensional fault feature vectors are fed into the trained SVM to identify the
fault type.

This paper is organized as follows: Sect. 2 is the introduction of HHT, SLLE,
and SVM, Sect. 3 shows the case study performed to validate the method, and
Sect. 4 concludes the paper.
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2 Methods

Bearings fault diagnosis includes fault feature extraction and fault classification.
According to the extracted feature, the fault is classified [14]. The proposed fault
feature extraction technique is described in Fig. 1.

2.1 Hilbert-Huang Transform and Its Marginal Spectrum

The HHT consists of EMD and Hilbert spectral analysis. The method of EMD based
on time series data is empirical, intuitive, direct, and adaptive. Therefore, any non-
linear and nonstationary signal can be decomposed into a set of IMFs to obtain the
amplitude and frequency modulated signals. The signal xðtÞ can be decomposed as:

xðtÞ= ∑
n

i=1
ciðtÞ+ rnðtÞ ð1Þ

where n is the number of intrinsic modes, ciðtÞ is the ith IMF, and rnðtÞ is the final
residual which represents the average trend of the signal.

The Hilbert transform is applied to every IMF to compute instantaneous frequency
and amplitude [15]. For any IMF ciðtÞ, its Hilbert transform c ̂ðtÞ is defined as:

c ̂ðtÞ= 1
π
p

Z+∞

−∞

cðτÞ
t− τ

dτ ð2Þ

where p is the Cauchy principal value. Then, the analytic signal zðtÞ can be
defined as:

zðtÞ= cðtÞ+ jc ̂ðtÞ= αðtÞejϕðtÞ ð3Þ

The amplitude αðtÞ and instantaneous phase ϕðtÞ are defined as:

αðtÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cðtÞ2 + c ̂ðtÞ2

q
ð4Þ

Fig. 1 Block diagram of the
proposed method
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ϕðtÞ= arctan
c ̂ðtÞ
cðtÞ ð5Þ

According to the instantaneous phase ϕðtÞ the instantaneous frequency wðtÞ can
be denoted as:

wðtÞ= dϕðtÞ
dt

ð6Þ

The original signal can be written in the following form:

XðtÞ=Re ∑
n

i=1
aiðtÞ expðj

Z
wiðtÞdtÞ ð7Þ

The frequency-time distribution of the amplitude is defined as the Hilbert-Huang
spectrum, Hðw, tÞ. The marginal spectrum hðwÞ can be defined as:

hðwÞ=
ZT

0

Hðw, tÞdt ð8Þ

The marginal spectrum offers a measure of total amplitude contribution from
each frequency value [16].

2.2 Supervised Locally Linear Embedding Algorithm

Using the HMS analysis method, the feature vectors are calculated from the bearing
vibration signal. The dimension of the feature vectors is too high, so the SLLE
algorithm is applied to obtain the low-dimensional feature vectors to improve the
accuracy and reduce the calculation time of the classification.

The LLE algorithm is an unsupervised method of nonlinear mapping from
high-dimensional space to low-dimensional space. Given a set of data,
X = fx1, x2, . . . xng is in a high-dimensional input data space representing feature
vectors. The objective of LLE is to map a low-dimensional representation of the
data X. The LLE algorithm mainly contains three steps [17]:

Step 1: Finding the k-nearest neighbors for each point xi in RD, I =1, 2, . . . n by
using the Euclidean distance.

Step 2: Assuming that each sample xi can be reconstructed by the k-nearest
neighbors. Compute the reconstruct weights wij of each input sample, wij >0 and
∑j wij =1. The reconstruction error is defined as:
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εðWÞ= ∑
n

i=1
xi − ∑

n

j=1
wijxj

�����

�����

2

ð9Þ

Step 3: Computing the coordinates of each xi in the low-dimensional space. The
low-dimensional output space Y can be computed by minimizing the cost function:

ϕðYÞ= yi − ∑
n

j=1
wijyj

�����

�����

2

ð10Þ

With the constraints: ∑N
i=1 yiy

T
i N̸ = Id × d, ∑N

i=1 yi =0, where yi ∈Rd is the
output sample vector, and I is an identity matrix. To find the matrix Y, we can define
a matrix M as follows:

M = ðI −WÞTðI −WÞ ð11Þ

The d bottom eigenvectors of M is associated to the d smallest nonzero eigen-
values and make up the matrix Y.

The LLE is an unsupervised learning method which does not the category
information of training samples. To improve the recognition ability, the class label
information is integrated in LLE. Supervised LLE (SLLE) [18] is introduced to
increase the distance between samples of different classes by reducing the distance
within class. A distance between samples xi and xj from different classes was added
to modify only the first step of the original LLE, while keeping the other two steps
unchanged [19]. The redefined distance between samples is as follows:

Δ′ =Δ+ αmaxðΔÞð1− δðxi, xjÞÞ ð12Þ

where Δ′ is the distance integrated with the class label information, Δ= xi − xj
�� �� is

the original distance between samples and maxðΔÞ= maxx, j xi − xj
�� �� is the maxi-

mum distance between samples. If xi and xj belong to different classes, δðxi, xjÞ=1
otherwise δðxi, xjÞ=0. a is a parameter to adjust the distance between point sets.
When α=0, SLLE is equivalent to the original unsupervised LLE.

3 Experiments and Analysis

3.1 Bearing Fault Data

An experimental analysis on bearing fault diagnosis was present to evaluate the
effectiveness of the proposed method. The bearing vibration data were provided by
the Bearing Data Center of the Case Western Reserve University (CWRU) [20].
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The four types of the vibration signal (normal, inner-race, outer-race, and rolling
element) were collected at 12,000 sample/s. The motor drives the input shaft and
the output shaft drive the loads of 0 and 3 horsepower (corresponding to motor
speeds of 1797 and 1720 r/min). Three levels of fault severity 7, 14, and 21 mils
were injected into the test bearings. In this study, the length of each original
collected signal is about 120,000, and 50 samples for each vibration condition are
extracted. The vibration signal waveforms of the different fault types are shown
in Fig. 2.

3.2 Feature Extraction Based on Hilbert-Huang Transform

To acquire the fault feature vectors, EMD is used to decompose the vibration
signals of the different fault types into IMFs, as shown in Fig. 3. The subsignals are
a series of amplitude and frequency modulation signals and the frequency is
reduced. Then based on Hilbert-Huang transform, further analyses of the bearings
signal can be made to obtain the significant feature.

Fig. 2 The vibration signal waveforms of a the normal, inner-race fault, b outer-race fault, c and
rolling element fault, d signal
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The plots of the HMS analysis method applied to the IMFs of the raw vibration
signals are shown in Fig. 4. Compared among the four figures, the qualitative
distinction of the different fault types is obtained. According to the Hilbert-Huang
spectrum, it is clearly observed from the figures that the amplitudes and the dis-
tributions of the frequencies of the different faults samples are quite different. With

Fig. 3 IMFs of the vibration signal obtained by EMD: a the normal; b the inner-race fault; c the
out-race fault; d the rolling element fault
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these obtained spectrums, the energy beyond 2000 Hz is considered to be the noise
signal. We extract the feature of the vibration signals from the energy spectrum
below 2000 Hz. Therefore, with the same level of fault severity and the same load,
200 samples are obtained, N = 200. Meanwhile, 136 features are obtained for each
fault sample.

3.3 Feature Dimension Reduction Based on SLLE

The traditional diagnosis methods that these feature values of the HMS analysis
method are directly input into the diagnosis model is difficult to meet the needs of
complex fault diagnosis for bearing fault diagnosis. Based on the manifold learning
method, the high-dimensional features are input into SLLE for nonlinear dimen-
sionality reduction. In order to verify the validity of the SLLE method, a com-
parison with PCA, MDS and LLE was made to evaluate its dimensionality
reduction performance. The optimal parameters of SLLE d, k, and are respectively,

Fig. 4 The HMS of a the normal, b inner-race fault, c outer-race fault, d rolling element fault
signal
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set to 3, 14, and 0.01. The experimental results with the four methods are shown in
Fig. 5, where it can be seen that the classification performance of PCA and MDS
are poor. The classification accuracy of LLE is close to SLLE, but when SLLE is
applied, the fault can be separated and gathered better. We will discuss this in detail
in the following paragraphs.

3.4 State Classification Based on SVM

State classification for recognizing the operating states of rolling bearing can be
done based on the fault feature vectors obtained by HMS and LLE methods.
80 samples are regarded as training sample, and the other 120 samples are regarded
as testing sample. State classification results based on SVM are shown in Table 1,
from which we can see that even under variable conditions, the actual output of
SVM are extremely consistent with the target outputs. Thus, the proposed method
combining HMS and SLLE with SVM is able to efficiently realize the fault diag-
nosis of rolling bearings under variable conditions. A comparison is made to show
the performance of MDS, LTSA, and LLE. Detailed results of the comparison are

Fig. 5 Feature dimension reduction to rolling bearing multi-domain feature in the dataset of 0
horsepower with fault diameters of 7 mils: a Mapping with PCA; b Mapping with MDS;
c Mapping with LLE; d Mapping with SLLE
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shown in Table 2, in which six examples are given to calculate the mean values of
running time and classification accuracy in order to make the comparison. As we
can see, the average consumed time by SLLE is 0.3052 s, and the average clas-
sification accuracy of SLLE is 99.82 %. The MDS method is obviously more
time-consuming and less accurate than the other methods. Although LLE and SLLE
are comparable, SLLE still has advantages in both running time and classification
accuracy. However, the classification accuracies of the three methods are all higher
than 95 %, because the fault feature vectors have good separability, which in turn
verifies the effectiveness of the proposed feature extraction method.

4 Conclusions

To fully extract the features of the bearings vibration signal, a novel fault diagnosis
method based on HMS and SLLE is proposed in this study. The approach first
performs the Hilbert marginal spectrum for feature extraction from faulty bearing
vibration signals. Then the supervised locally linear embedding (SLLE) method
solves the problem of mapping the high-dimensional feature into a low-dimensional
fault feature space. Finally, the SVM is applied to the fault classification. The
effectiveness of the proposed fault diagnosis method is verified by using the bearing
data. The results show that the proposed approach has a strong advantage over the
other traditional methods.
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Table 1 State classification results based on SVM using SLLE

Sequence Severity (in) Load (hp) No. of categories Average accuracy (%)

1 0.007 0 4 100
2 3 4 100
3 0.014 0 4 99.52
4 3 4 99.71
5 0.021 0 4 100
6 3 4 99.73

Table 2 Classification
results of MDS, LLE, and
SLLE

MDS LLE SLLE

Running time/s 0.8281 0.4895 0.3052
Average accuracy (%) 96.52 99.08 99.82
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Salient Region Detection Using Multilevel
Image Features

Qichang Duan, Si Li and Mingxuan Mao

Abstract In this paper, we propose a novel salient region detection approach. First,
segment the original image into a set of superpixels to extract patch level features
using low-level features in the patch. Next, global level features like element
uniqueness and color contrast are created by previous patch level features. And then
both patch level and global level features are gathered to a region to create region
level features. Finally, all three level features are utilized to train support vector
machines (SVM) classifier, and the trained SVM classifier is used to compute
saliency map. The experiment results on the datasets show that the approach we
propose performs outstanding in several state-of-the-art approaches.

Keywords Element uniqueness ⋅ Color contrast ⋅ Saliency detection ⋅
SLIC ⋅ SVM

1 Introduction

The primary goal of computer vision is to understand the surrounding environment
utilizing images and videos. In this field, there are three critical works which are
correct perception of the main object in the scene, outline recognition of the objects,
and access to environmental context of the objects. In order to achieve this goal,
saliency detection in the images is the most basic step. Thus, it has turned into an
active field in computer vision on account of its various applications, such as image
retargeting, object recognition, and object detection.

Salient region detection approaches can be usually classified into two groups,
which are top-down and bottom-up [1]. Bottom-up approach is stimulus and
data-driven, which utilizes lots of low-level features [2], such as texture, intensity
and color, since salient objects have strong contrast in comparison with the back-
ground. Nowadays, in order to value saliency, many approaches [1, 3, 4] use color
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contrast features along with other high-level features which are called color dis-
tribution and uniqueness, since salient objects are spatial compact rather than
widely spread background in the image. Except for these features, center prior [1] is
another useful feature, which can evaluate salient objects center with color contrast
and position.

Currently, more and more approaches are using multiple level detection meth-
ods, which however operate on either global level [4, 5], region level [6, 7] or patch
level [1]. Patch level features usually called low-level features like color, edge, and
texture would usually fail to suppress background noises and cannot highlight a
salient object more uniformly [8]. While region level features may solve this dif-
ficulty a little when smaller salient objects are in the image. If a salient object is
large enough, global level features can figure out the entire salient object. However,
it may ignore the small part of the salient object and highlight large background
texture leading to degraded performance.

In order to solve the aforementioned issues, we propose a novel saliency
detection approach. We combine patch level, region level, and global level features
together and use SVM (Support Vector Machine) classifier to composite the final
saliency map. Currently, there are rare region level features in previous works. On
the contrary, a lot of patch level and global level features are present and it can be
used to create relative region level features.

2 Proposed Approach

In order to get abstracted patch level, region level, and global level features of an
image, our method first use SLIC algorithm [9] to segment the input image into a
cluster of patches, which is an edge-preserving superpixel segmentation result. And
then, these superpixels are used to extract patch level, region level and global level
features which can be utilized to learn and estimate visual saliency. Figure 1
demonstrates the main features involved in the proposed approach.

2.1 Frequency Saliency Feature

In frequency domain, low-frequency parts represent the outline and basic compo-
sitional region, while high-frequency parts are texture and noise. The saliency
detection would like to emphasize the largest silent objects and disregard texture
and noise. So the low-and high-frequency cutoff value ωlc and ωhc, respectively
would be considered to have well-defined boundaries and avoid noise. We choose
DoG band-pass filter the same as [10] to get frequency information between ωhc and
ωlc.

DoG filter is widely applied in edge detection because of the fact that it can be
used to obtain an approximation of the Laplacian of Gaussian when the radio of the
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standard deviation of the Gaussians (σ1: σ2) are 1.6:1 [11]. The DoG filter is given
by:

Dog ðx, yÞ=G x, y, σ1ð Þ−G x, y, σ2ð Þ ð1Þ

where G x, y, σð Þ= 1
2πσ2 e

− x2 + y2

2σ2 . Let us define σ1 = ρσ and σ2 = σ, where ρ is a
constant at 1.6 which is a perfect edge detector. On the contrary one DoG filter with
fixed ρ has narrow bandwidth. The summation over DoG could fix.

FN = ∑
N − 1

n=0
G x, y, ρn+1σ
� �

−G x, y, ρnσð Þ,

=G x, y, σρN
� �

−Gðx, y, ρÞ
ð2Þ

where N ≥ 0, the bandwidth of filter is decided by K = ρN . In order to keep more
frequencies, K is derived to infinity, and therefore, Gðx, y, σρNÞ are the average
feature of the image. So the frequency feature of each pixel could be calculated as:

f x, yð Þ= Iμ − Iωhcðx, yÞ
�� �� ð3Þ

where Iμ is the average feature of the image and Iωhc is computed by Gaussian blur
in Lab color space, x, y is the pixel of the position in the image, ⋅k k is the L2 norm.
Therefore, each superpixel frequency feature is:

S1i =
1
K

∑
K

i=1
f ðxi, yiÞ, ð4Þ

where the pixel ðxi, yiÞ is in the superpixel i.

Fig. 1 Main features that have be used in the proposed approach. a Original image. b Frequency
saliency feature map. c Center focus feature map. d Global color contrast feature map. e Element
uniqueness feature map. f Element distribution feature map. g Edge feature map. h Ground truth
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2.2 Center Focus Feature

According to Gestalt laws [12], human’s visual system may grasp one or several
attention centers in the scene [13]. Generally, an image have just one salient object
called central object which can attract human’s attention and this phenomenon is
known as center focus. None-salient objects are distributed around the salient object
and thus spatial position play an important role in it. Objects which are close to
salient center would stand more out. So we use frequency saliency feature as weight
to calculate spatial center of the image. Hence it is:

S2i, x =
∑W

i=1 ∑
H
j=1 S

1
ij ⋅ i

∑W
i=1 ∑

H
j=1 S

1
ij

, S2i, y =
∑W

i=1 ∑
H
j=1 S

1
ij ⋅ j

∑W
i=1 ∑

H
j=1 S

1
ij

, ð5Þ

where W, H are the image’s weight and height, S1ij is the frequency saliency feature
of the image in the pixel at position ði, jÞ.

2.3 Global Color Contrast Feature

The color contrast between a patch and its surroundings can be a very important
factor for visual saliency. Color contrast can be local and global. Local contrast is
concentrated on contrast between center and surroundings and the saliency value is
the greater the difference the greater the contrast. Conversely, global contrast
focuses more on contrast between one region and the whole image sense.

Local contrast is computational efficiency due to its limited surroundings, while
global contrast may cost expensive on computation in OðN2Þ (N is the pixels’
number) time order. Thus, we use superpixels to accelerate our computing. When
calculating global contrast, use mean value of the pixels in the superpixel to sup-
plants pixels in it, which can be decreased in Oðn2Þ (n is the superpixels’ number)
time order where n≪N.

Visual color contrast is also involved in spatial position. If a region with high
contrast with its surroundings would be more attracted. For every superpixel, the
feature is calculated as (6). Let dcolor be the distance between two superpixels’ mean
color feature in Lab color space. dpos is the distance between two superpixels’ mean
spatial position.

d pi, pj
� �

=
dcolor pi, pj

� �

1+ dpos
� �

⋅ α

S3i =1− e
− 1

N ∑
N

j=1
dðpi, pjÞ

ð6Þ
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where α=5 in our experiments. N is superpixel’s number used to search for all
superpixels in the image to calculate global color contrast.

2.4 Element Uniqueness and Distribution Feature

Element uniqueness and distribution [4] are designed for the contrast measure
among patches such as superpixels and they are also global features. They are all
comprised of color and spatial position and similarly we use average color and
spatial position to represent each superpixels.

Element Uniqueness evaluate how different each superpixel is from others,
mainly it measures rareness of each superpixel. Thanks to the segmentation, tex-
tures and noise on the pixel level can be restrained due to average and color
discontinuities cannot stay sharply because of SLIC’s edge-preserving segmenta-
tion. And it is defined as:

S4i = ∑
N

j=1
ci − c2j

���
���ωðpÞ

ij

ωðpÞ
ij =

1
Zi
e
− 1

2σ2p
pi − pjk k2

ð7Þ

where ci, cj are color vector in Lab color space and Zi is normalization factor. In our
experiments, we choose σp =20.

Element distribution measures its existence somewhere in other superpixels of
the image. A compact object which means that the segment’s spatial with low
variance of its color corresponding to other segments should be more salient. And
spatially widely distributed segments should be less salient than a compact object.
Thus, the element distribution is defined as:

S5i = ∑
N

j=1
pj − μi

�� ��2ωðcÞ
ij

ωðcÞ
ij =

1
Zi
e
− 1

2σ2c
ci − cjk k2

, μi = ∑
N

j=1
ωðcÞ
ij pj,

ð8Þ

where σc =20 in our experiments.

2.5 Training SVM Classifier

Except the features that we are introduced above, we also extract other practical
features to assist in locating salient objects. Table 1 shows all these features and
their levels and they are extracted as either patch level or global level feature. So we
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use the superpixel and its neighbors to create the region and the region feature value
is the mean value of superpixels in the region.

Every superpixel Si is represented by 22-dimensional feature vector as demon-
strated in Table 1. The label of each individual superpixel, in which true represents
a salient superpixel while false is not, is calculated as:

P Sið Þ= 1, ti ð̸ti + fiÞ≥ β
0, ti ð̸ti + fiÞ< β

�
, ð9Þ

where PðSiÞ is the salient probability of Si. fi and ti are the quantity of false and true
positives, respectively, which are calculated by the ground truth of pixels’ number
in the superpixel Si. We use β=0.9 in our experiments. In our method, we use
SLIC algorithm to segment image into 300 superpixels and then use the features in
Table 1 as input and the PðSiÞ as label in training SVM classifier.

3 Experimental Result

We compare our algorithm on the three of most widely used datasets MSRA-1000
dataset [10] and SED-100 dataset [14]. MSRA-1000 dataset is the one of the most
popular datasets for salient object detection. SED-100 dataset consists of 100 images
and it is a subset of the SED dataset, where each image has only one salient object. We
compare our approachwith seven state-of-the-art methods, which are AC [15], FT [10],
GC [3], HC [5], LC [16], RC [5] and SF [4]. In order to implement our experiment, we
eventually select 5 images in MSRA-1000 dataset to train the SVM classifier.

3.1 Evaluation Criterion

For a state-of-the-art method in each dataset, we adopt four evaluation methods to
evaluate the performance, which are F-measure with adaptive threshold,
precision-recall (PR) curve, mean absolute error (MAE) score and area under ROC

Table 1 All features and
there levels

Feature name Feature level

Mean color in lab color space Patch level and region level
Mean position
Edge
Relative size Patch level
Frequency saliency Region level and global level
Element distribution
Color contrast
Element uniqueness
Center focus Global level
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curve (AUC) score. Usually the saliency map is often a grayscale map and can be
easily normalized to [0, 255]. For a saliency map S, with the help of the threshold it
can be converted to a binary mask B. Precision and Recall are computed by
comparing ground truth G with B. It is defined as:

Precision=
B ∩Gj j

Bj j ,Recall=
B ∩Gj j
Gj j ð10Þ

In this definition, it is found that the key step in evaluation is the binarization of
the saliency map. In our paper we use 2 popular ways. First, Achanta et al. [10]
proposed an adaptive threshold method with image-dependent property, which is
defined as:

Ta =
2

W ×H
∑
W

x=1
∑
H

y=1
Sðx, yÞ, ð11Þ

where H and W are the saliency map’s height and width, respectively. The second
way is using fixed threshold from 0 to 255. Every threshold can compute a pair of
recall and precision, and then combine them to compose a precision-recall curve.
By using the adaptive threshold, we can obtain binarized maps of each of
approaches to calculate precision and recall from the same ground-truth. The
F-Measure using mean of the precision and recall is computed as:

Fβ =
1+ β2
� �

Precision×Recall

β2 ×Precision×Recall
ð12Þ

where β2 is set to 0.3 the same as that in [10]. Area under ROC curve (AUC) score
considers the consistency between the saliency map and its ground-truth, while
mean absolute error (MAE) score are evaluating a continuous saliency map and its
binary ground-truth, and it is defined as:

MAE=
1

W ×H
∑
W

x=1
∑
H

y=1
S x, yð Þ−Gðx, yÞj j, ð13Þ

where H and W are the saliency map’s height and width respectively.

3.2 Quantitative Evaluation

The performance of precision-recall curve of the proposed method presents best,
which means it can suppress the background noise more efficiently, except in SOD
dataset which is the same as RC method. And Fig. 2a shows that the proposed
method gets nearly 100 % precision rate for higher thresholds. Figures 2b and 3b
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show that our method performs not well enough on precision rate, but our
F-Measure and recall are significantly higher than other methods in two datasets.
Figures 2c and 3c show that our method excels other methods compared with us in
terms of MAE score, which gives better estimate of difference between ground truth
and saliency map, and can be much lower than other methods in MSRA-1000 and
SED-100 dataset. From Figs. 2d and 3d, we can know that the AUC score of our
method basically is the same as the best of the other method and behaves
unsatisfying.

Figure 4 shows the comparison of saliency maps of different methods. It is seen
that the saliency map of our method can be so much like the ground truth. Due to
the SVM classifier, our method can clearly identify foreground and background and
pick out the saliency object.

Fig. 2 Comparison of evaluation result with 7 state-of-the-art methods on MSRA-1000 dataset.
a Average precision-recall curve with fixed thresholding. b Precision, F-Measure and recall value
with adaptive thresholding. c Mean absolute error (MAE) score of different approaches. d Area
under ROC curve (AUC) score of different approaches
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Fig. 3 Comparison of evaluation result with 7 state-of-the-art methods on SED-100 dataset.
a Average precision-recall curve with fixed thresholding. b Precision, F-Measure and recall value
with adaptive thresholding. c Mean absolute error (MAE) score of different approaches. d Area
under ROC curve (AUC) score of different approaches

Original LC HC FT RC SF            GC          OUR  GT

Fig. 4 Example saliency maps of different methods
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4 Conclusion

In this paper, we propose a novel salient region detection approach using multilevel
features to train SVM classifier which is used for the product of the saliency
map. The proposed approach performs outstanding compared with existing meth-
ods, and presents robust performance for different datasets even if we choose the
same feature images in MSRA-1000 dataset, and performs well on suppressing
background non-salient objects. Further works include analysis and simplification
of the features, improvement of the computational efficiency and the precision of
the prediction.
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Leader-Following Consensus Problem
of Fractional-Order Multi-agent Systems
with Perturbation

Zhiyong Yu, Haijun Jiang and Cheng Hu

Abstract In this paper, the consensus problem of fractional-order multi-agent sys-

tems (FOMAS) with perturbation is considered. Both undirected and directed com-

munication topologies are considered for FOMAS, where the fractional order

0 < 𝛼 < 2. By using the fractional-order stability theory and the inequality tech-

niques, some consensus criteria are obtained. Besides, an example is given for illus-

tration.

Keywords Consensus ⋅ Multi-agent systems ⋅ Fractional-order ⋅ Perturbation

1 Introduction

The consensus was proposed a long time ago [1]. Broadly speaking, consensus refers

to reaching an agreement regarding certain quality of interests among some agents.

For all agents, sharing information with each other, or consulting multiple experts as

presented in [2] makes the decision makers more confident. In recent years, inspired

by this idea, similar strategy has been implemented in multi-agent systems (MAS).

Consensus algorithms of single integrator dynamic systems have been discussed in

[3, 4]. The consensus algorithms of double-integrator dynamics [5] and high-order

dynamic systems [6] also have been considered.

Consensus phenomena, in reality, are widely existed in biology, engineered sys-

tems, social science, etc. At present, most of studies of consensus are confined to

systems with integer-order dynamics. As a matter of fact, many phenomena can nat-

urally be explained by fractional-order dynamics. For example, (1) Food seeking and

chemotaxis behavior of microbes. (2) Flying vehicles operating in high-speed flow of

dust storm, rain, or snow. (3) Ground vehicles moving on muddy road, grass, carpet,

sand, etc. To the best of our knowledge, the consensus of fractional-order systems
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was first investigated in [7] and further studied in [8]. Moreover, some protocols

about the consensus of FOMS were proposed in [9–13].

Leader-following consensus problem is a very interesting topic of consensus. The

leader is regarded as a special agent, whose dynamics is independent of all others.

However, the follower agents can receive information form the leader and follow

the leader’s state. It was said that the configuration of leader–follower, which was

found in many biological systems, is an energy saving mechanism [14], and can also

enhance the communication and orientation of the flock. In [15, 16], the leader-

following consensus of FOMAS was investigated using feedback control and adap-

tive pinning control. Up to now, the problem of FOMAS with perturbation has rarely

been investigated in the open literatures.

In this paper, the consensus of FOMAS with perturbation is studied. The main

contributions of the paper are twofold: (1) We consider the leader-following con-

sensus of FOMAS via feedback control with perturbation, in which perturbation is

variable with respect to time. Moreover, both undirected and directed communica-

tion topologies are considered, respectively. (2) The fractional order 0 < 𝛼 < 2 is

studied for the FOMAS.

The rest of this paper is organized as follows. In Sect. 2, some preliminaries are

presented. In Sect. 3, consensus of FOMAS over undirected topology is studied. In

Sect. 4, the consensus of FOMAS with directed communication topology is consid-

ered. In Sect. 5, an example is presented for illustration. Conclusions are given in

Sect. 6.

Notations Throughout the paper, In represents the identity matrix with dimension

n, For a real symmetric matrix P, P > 0 represents that P is a positive definite matrix.‖ ⋅ ‖ refers to the Euclidean norm. Sym{Y} denotes the expression Y + YT
.

2 Preliminaries

In the paper, Caputo fractional operator is adopted to analyze the asymptotic con-

sensus. The definition of Caputo fractional derivative of function f (t) with order 𝛼

is presented by [19]:

C
0

𝛼

t f (t) =
1

𝛤 (n − 𝛼) ∫

t

0

f (n)(𝜏)
(t − 𝜏)𝛼−n+1

d𝜏,

where n − 1 < 𝛼 < n, n ∈ 𝐙+
, and 𝛤 (⋅) is the Gamma function. A simple notation

D𝛼

is used to replace the Caputo fractional derivative operator
C
0

𝛼

t .

Consider a group of multi-agent system with N followers and a leader. The

dynamics of the ith follower is given by

D𝛼xi = Axi +i, i = 1, 2,… ,N, (1)
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where 0 < 𝛼 < 2, xi ∈ Rn
is the state. i ∈ Rn

is the control input. The dynamics of

the leader, labeled as i = 0, is given by

D𝛼x0 = Ax0, (2)

where 0 < 𝛼 < 2, x0 ∈ Rn
is the state of the leader.

Definition 1 ([15]) The leader-following consensus of systems (1) and (2) is said to

be reached if, for any initial conditions,

lim
t→∞

‖xi(t) − x0(t)‖ = 0, i = 1, 2,… ,N.

It is well known that the perturbation always exists in the process of information

transmission. There is few reports in the open literature investigation the consensus

of FOMAS via feedback control with perturbation. Hence, we propose the following

control protocol and the input i is designed as

i =
∑
j∈Ni

aij(xj − xi) + (B + 𝛥B)(x0 − xi), (3)

where B ∈ Rn×n
represents feedback control gain matrix, 𝛥B is the control perturba-

tion matrix. Suppose that the control perturbation is given by:

𝛥B = MF(t)N, (4)

where M and N are known matrices. F(t) is unknown time-varying matrix, which

satisfies the following condition

F(t)F(t)T ≤ In. (5)

Remark 1 In (3), each agent can be regarded as a node of the graph, then xi ∈ Rn

denotes the state of node vi,  = [aij]N×N with aij ≥ 0 represents the weighted adja-

cency matrix. aij > 0 if there exists information pass from node vj to node vi and

aij = 0, otherwise. In the paper,  = (G, x) with x = (xT1 , x
T
2 ,… , xN)T denotes a net-

work composed by state value x ∈ RnN
and communication graph G. The Laplacian

matrix L = [𝓁ij] with respect to the graph G is defined as 𝓁ii =
∑

j≠i aij and 𝓁ij = −aij
for i ≠ j. Let ̄ represents the network of leader-following FOMAS (1) and (2) with

input (3).

Define the error vector ei = xi − x0, then error system can be rewritten as

D𝛼ei = Aei +
∑
j∈Ni

aij(ej − ei) − (B + 𝛥B)ei, i = 1, 2,… ,N. (6)
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Combination with the Kroncker product, the system (6) is written as:

D𝛼𝐞 = (IN ⊗ (A − B − 𝛥B) − L⊗ In)𝐞, (7)

where 𝐞 = (eT1 ,… , eTN)
T ∈ RnN

. The consensus of systems (1) and (2) via the con-

troller (3) can be achieved if the error system (7) is global asymptotical stability.

3 Network with Fixed and Undirected Topology

We focus on investigating the consensus of the network over undirected graph. In

order to obtain our main results, we make the following assumption.

Assumption 1 The network ̄ contains a directed spanning tree with root v0 and the

subnetwork  is undirected.

Theorem 1 Under Assumption 1, the leader-following consensus of FOMAS (1) and
(2) via protocol (3) is achieved if

|arg(𝜉j)| > 𝛼𝜋

2
, j = 1, 2,… , n, (8)

where 𝜉j are eigenvalues of matrix A − (B + 𝛥B) and 0 < 𝛼 < 2.

Proof Let 𝜆1,… , 𝜆N denote the eigenvalues of the −L. Since L is the Laplacian

matrix of graph G, so all 𝜆i are non-positive real numbers, which are sorted out in

decreasing order as

0 = 𝜆1 ≥ 𝜆2 ≥ ⋯ ,≥ 𝜆N . (9)

Then, according to Lemma 3 in [17], all eigenvalues of (IN ⊗ (A − B − 𝛥B) − L⊗

In) ∈ RnN×nN
have the form 𝜆i + 𝜉j for i = 1, 2,… ,N, and j = 1, 2,… , n. Because 𝜉j

satisfies inequality (8) and 𝜆i is non-positive real number. Then, 𝜆i + 𝜉j also satisfies

inequality (8). Based on Lemma 2.5 in [12], the system (7) is stable. Consequently,

leader-following consensus of FOMAS (1) and (2) is achieved.

Although some sufficient criteria are obtained for achievement of the consensus in

Theorem 1, which is more complicated in implementation since the perturbation 𝛥B
is a variable. So, it main applies to theoretical analysis. Consequently, the following

theorem is proposed.

Theorem 2 Under Assumption 1, the leader-following consensus of FOMAS (1) and
(2) with protocol (3) is achieved if there exist a constant 𝜀 > 0, a matrix P > 0 and
a matrix Q satisfying the following condition:

𝐜𝐚𝐬𝐞 (1). 0 < 𝛼 ≤ 1
(
Q + QT + 𝜀MMT PNT

⋆ −𝜀I

)
< 0, (10)
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𝐜𝐚𝐬𝐞 (2). 1 < 𝛼 < 2
(
𝛱 I2 ⊗ (PNTNP +MMT )

1
2

⋆ −𝜀I

)
< 0, (11)

where
𝛱 = 𝜃1 ⊗ Q + 𝜃2 ⊗ QT + 𝜀

(
I2 ⊗ (MMT + PNTNP)

)
,

with
𝜃1 =

(
sin 𝜃 cos 𝜃

−cos 𝜃 sin 𝜃

)
𝜃2 =

(
sin 𝜃 −cos 𝜃
cos 𝜃 sin 𝜃

)
, 𝜃 = 𝜋 − 𝛼𝜋

2
.

Moreover, the control gain B is given by

B = A − QP−1
.

Proof When 0 < 𝛼 ≤ 1, based on Lemma 2 in [10], the asymptotical stability of

system (7) holds if and only if

2∑
i=1

2∑
j=1

Sym
{
𝜃ij ⊗ [(IN ⊗ (A − B − 𝛥B) − L⊗ In) ̃Pij]

}
< 0, (12)

where ̃Pi1 > 0, i = 1, 2. Pi2, i = 1, 2 are two skew-symmetric matrices which satisfy

(
P11 P12
−P12 P11

)
> 0,

(
P21 P22
−P22 P21

)
> 0.

Set

̃P11 = ̃P21 = IN ⊗ P,P12 = P22 = 0, (13)

where P > 0. According to Lemma 2 in [10], one obtains that if

2∑
i=1

Sym
{
𝜃i1 ⊗ [IN ⊗ (A − B − 𝛥B)P − L⊗ P]

}
< 0, (14)

where

𝜃11 =
(
sin( 𝛼𝜋

2
) − cos( 𝛼𝜋

2
)

cos( 𝛼𝜋
2
) sin( 𝛼𝜋

2
)

)
, 𝜃21 =

(
sin( 𝛼𝜋

2
) cos( 𝛼𝜋

2
)

− cos( 𝛼𝜋
2
) sin( 𝛼𝜋

2
)

)
,

then system (7) is asymptotically stable.

Let

AP − BP = Q,Q − 𝛥BP = 𝛯. (15)
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Since

2∑
i=1

Sym
{
𝜃i1 ⊗ [IN ⊗ (A − B − 𝛥B)P − L⊗ P]

}

=
(
2 sin( 𝛼𝜋

2
)IN ⊗ (𝛯 + 𝛯

T ) 0
0 2 sin( 𝛼𝜋

2
)IN ⊗ (𝛯 + 𝛯

T )

)

−
(
2 sin( 𝛼𝜋

2
) 0

0 2 sin( 𝛼𝜋
2
)

)
⊗

[
(L⊗ P) + (L⊗ P)T

]
,

sin( 𝛼𝜋
2
) > 0 for 0 < 𝛼 < 1, and L⊗ P ≥ 0, it obtains that

2∑
i=1

Sym{𝜃i1 ⊗ [IN ⊗ (A − B − 𝛥B)P − L⊗ P]} < 0,

if

Q + QT − (𝛥BP + P𝛥BT ) < 0. (16)

It is well known that for any real scalar 𝜀 > 0

𝛥BP + P𝛥BT
≤ 𝜀MMT + 1

𝜀

(PNTNP). (17)

Substituting inequality (17) into inequality (16), one has

2∑
i=1

Sym{𝜃i1 ⊗ [IN ⊗ (A − B − 𝛥B)P − L⊗ P]} < 0,

if

Q + QT + 𝜀MMT + 1
𝜀

(PNTNP) < 0. (18)

Using Schur complement lemma in [20], it can be easily seen that inequality (18) is

equivalent to (10).

When 1 < 𝛼 < 2, base on Theorem 8 in [18], the asymptotical stability of system

(7) holds if there exists a matrix P > 0, such that

(
(𝛯 + 𝛯

T ) sin 𝜃 (𝛯 − 𝛯

T ) cos 𝜃
∗ (𝛯 + 𝛯

T ) sin 𝜃

)
< 0, (19)

where 𝜃 = 𝜋 − 𝛼𝜋

2
, 𝛯 = (A − B − 𝛥B)P.
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Let

AP − BP = Q, (A − B − 𝛥B)P = 𝛯. (20)

Since

(
(𝛯 + 𝛯

T ) sin 𝜃 (𝛯 − 𝛯

T ) cos 𝜃
∗ (𝛯 + 𝛯

T ) sin 𝜃

)
= 𝜃1 ⊗𝛯 + 𝜃2 ⊗𝛯

T
,

where

𝜃1 =
(

sin 𝜃 cos 𝜃
−cos 𝜃 sin 𝜃

)
𝜃2 =

(
sin 𝜃 −cos 𝜃
cos 𝜃 sin 𝜃

)
, 𝜃 = 𝜋 − 𝛼𝜋

2
,

Then, it can be concluded by Theorem 8 in [18] that if

𝜃1 ⊗𝛯 + 𝜃2 ⊗𝛯

T
< 0, (21)

then error system (7) is asymptotically stable.

𝜃1 ⊗𝛯 + 𝜃2 ⊗𝛯

T = 𝜃1 ⊗ Q + 𝜃2 ⊗ QT + (−𝜃1 ⊗ 𝛥BP − 𝜃2 ⊗ P𝛥BT ). (22)

From inequality (5) and 𝜃i𝜃
T
i = I2, i = 1, 2, it directly follows that for any scalar

𝜀 > 0,

− 𝜃1 ⊗ 𝛥BP − 𝜃2 ⊗ P𝛥BT

≤ 𝜀

[
I2 ⊗ (MMT + PNTNP)

]
+ 1

𝜀

[
I2 ⊗ (PNTNP +MMT )

]
. (23)

substituting inequality (23) into Eq. (22), one has

𝜃1 ⊗ (Q − 𝛥BP) + 𝜃2 ⊗ (QT − P𝛥BT )
< 𝜃1 ⊗ Q + 𝜃2 ⊗ QT + 𝜀[I2 ⊗ (MMT + PNTNP)]

+ 1
𝜀

[I2 ⊗ (PNTNP +MMT )]. (24)

Following from inequality (24), the inequality (21) holds if

𝜃1 ⊗ Q + 𝜃2 ⊗ QT + 𝜀

[
I2 ⊗ (MMT + PNTNP)

]
+ 1

𝜀

[
I2 ⊗ (PNTNP +MMT )

]
< 0.
(25)

Using Schur complement lemma in [20], it is obtained that inequality (25) is equiv-

alent to the linear matrix inequality (11). This completes the proof.



250 Z. Yu et al.

4 Networks with Fixed and Directed Topology

In this section, we focus on investigating the consensus of the network with directed

topology.

Assumption 2 The network ̄ contains a directed spanning tree with root v0 and the

subnetwork  is directed.

Theorem 3 Under Assumption 2, the leader-following consensus of FOMAS (1) and
(2) via protocol (3) can be achieved if

|arg(𝜆i + 𝜉j)| > 𝛼𝜋

2
, i = 1,… .N, j = 1,… , n, (26)

where 𝜆i and 𝜉j are eigenvalues of matrix −L and A − (B + 𝛥B), respectively, and
0 < 𝛼 < 2.

Proof The proof is similar to Theorem 1, thus the details are omitted.

Theorem 4 Under Assumption 2, the leader-following consensus of FOMAS (1) and
(2) with protocol (3) is achieved if there exist a constant 𝜀 > 0, a matrix P > 0 and
a matrix Q satisfying the following condition:
𝐜𝐚𝐬𝐞 (1). 0 < 𝛼 ≤ 1

(
IN ⊗ (Q + QT + 𝜀MMT ) − (L + LT )⊗ P IN ⊗ PNT

⋆ −𝜀I

)
< 0. (27)

𝐜𝐚𝐬𝐞 (2). 1 < 𝛼 < 2
(
𝛱 I2N ⊗ (PNTNP +MMT )

1
2

⋆ −𝜀I

)
< 0, (28)

where

𝛱 = 𝜃1 ⊗ [(IN ⊗ Q) − (L⊗ P)] + 𝜃2 ⊗ [(IN ⊗ QT ) − (LT
⊗ P)] + 𝜀I2N ⊗ (MMT + PNTNP),

with

𝜃1 =
(

sin𝜃 cos𝜃
−cos𝜃 sin𝜃

)
, 𝜃2 =

(
sin𝜃 −cos𝜃
cos𝜃 sin𝜃

)
, 𝜃 = 𝜋 − 𝛼𝜋

2
.

Moreover, the control gain B is given by B = A − QP−1.

Proof The proof is similar to Theorem 2, thus the details are omitted.
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5 Numerical Simulations

A numerical example is presented to show the effectiveness and feasibility of our

results.

Consider the multi-agent system (1) and (2) with protocol (3), in which there are

three followers in multi-agent system (1) and

A =
(
0.3 0
0 0.25

)
,M =

(
1 0
0 1.2

)
,F(t) =

(
sin xi1(t) 0

0 sin xi2(t)

)
,N =

(
0.5 0
1 1∕2

)
.

The network with fixed topology and coupling weight satisfies a12 = 0.6 a21 = 0.4,

a32 = 0.5, and other elements are zero. Then, the consensus can be achieved by

choosing feasible control gain as shown in Figs. 1, 2, 3 and 4.
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Fig. 1 The states of xi1, 𝛼 = 0.9
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Fig. 2 The states of xi2, 𝛼 = 0.9
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Fig. 3 The states of xi1, 𝛼 = 1.8
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Fig. 4 The states of xi2, 𝛼 = 1.8

6 Conclusion

In this paper, the leader-following consensus problems of linear FOMAS over undi-

rected and directed communication topology via feedback control with perturbation

are investigated. By using fractional-order stability theory and LMI techniques, some

sufficient criteria are derived to ensure the consensus. An example is presented for

illustration.
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Distributed Control for Formation Switch
of Fixed Wing MAVs

Wanrong Huang, Yanzhen Wang, Hai Yang, Xiaodong Yi
and Xuejun Yang

Abstract We propose a distributed control approach for formation switch of fixed

wing micro aerial vehicles (MAVs). First, a multilayer system framework is designed

for distributed formation control of fixed wing MAVs. Then, a specific control

algorithm is proposed for on-the-fly formation switch. During the entire formation

switching process, constraints such as a safe inter-MAV distance can be satisfied,

by applying position-based dynamics on the conceptual centers around which the

MAVs circle. The effectiveness of the proposed approach is demonstrated by com-

parative experiments in a realistic robot simulator.

Keywords Swarm robotics ⋅ Fixed wing MAV ⋅ Formation switch ⋅ Distributed

control

1 Introduction

In recent years, teams of micro aerial vehicles (MAVs) have attracted great interests

from research community, for their application potentials in various areas, such as

surveillance in border patrol [1], environmental monitoring in vegetation protection,

search, and rescue missions during a natural disaster [2]. Although most existing

research work focuses on helicopters or quadrotors, fixed wing MAVs have much

more potentials in real-world applications, especially in outdoor environments. Fixed

wing MAVs can achieve considerably higher speed and have much longer battery

life, and hence much larger coverage and more sustainability. Moreover, they have

better robustness to wind disturbances in complex environments.
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A great challenge involved in dealing with fixed wing MAVs is the reduced

maneuverability. Limits could be derived from the aircraft physics. A fixed wing

MAV cannot hover and has to maintain a sufficiently large forward speed to pro-

duce enough lift [3]. Besides, the turning radius of fixed wing MAVs will be always

large due to the limited turning rate [4]. These kinematic properties present the main

challenge to achieve control of fixed wing MAVs.

As a key problem in applications of swarm and multi-robot systems, formation

control has been extensively studied in the past few years. Some work develops

collision-free and obstacle-avoiding formation algorithms. In [5], a decentralized

control strategy is introduced to let a group of robots create a desired geometric

formation and avoid collisions. [6] present a control framework for achieving encir-

clement of a target using a multi-robot system and discuss about maintenance of a

safe inter-robot distance briefly. Typically, these algorithms are designed for ground

robots or rotary-wing MAVs, and cannot be directly applied to fixed wing MAVs.

In [7], a novel guidance logic for multi-agent fixed wing unmanned aerial systems

using a moving mesh method is proposed. A fleet of a fixed wing MAVs move in for-

mation safely based on artificial potential field method by keeping a settled geometric

model in [8]. [9] proposes a method for controlling a swarm of fixed wing MAVs

to organize in an equilateral triangles with their neighbors and keep communication

link quality on a desired level by expanding or shrinking the formation uniformly.

Nevertheless, it does not consider modification of the underlying structure of the

formation on the fly.

In this paper, we focus on the on-the-fly formation switch problem of fixed wing

MAVs. The contribution of this paper is twofolds. First, a multilayer distributed

formation control system for fixed wing MAVs is designed and implemented. Sec-

ond, a distributed control algorithm for formation switch of fixed wing MAVs using

position-based dynamics (PBD) [10] is proposed. This algorithm is implemented as

a controller, among other type of controllers, in the framework. Its effectiveness in

formation switch control with safe inter-MAV distance constraints is demonstrated

by comparative experiments in a realistic simulator.

2 Preliminaries

2.1 Kinematics of Fixed Wing MAVs

The kinematics of a fixed wing MAV is modeled as follows.

⎧⎪⎨⎪⎩

ẋ = u1cos𝜓
ẏ = u1sin𝜓
�̇� = u2

(1)
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where u1 is the linear velocity control input in the horizontal direction, u2 is the

angular velocity in the horizontal direction, [x, y]T is the position of the MAV, and

𝜓 is yaw of the MAV.

Obviously, fixed wing MAVs must maintain a sufficiently large forward speed to

avoid stalling. Therefore, an MAV have to circle around a static or low-speed target,

in order to keep in proximity to it.

2.2 Virtual Agents

Similar to the approach in [9], we define a virtual agent (VA) for each MAV to circle

around, so that the relatively slower formation switch motion can be captured by the

VA, while the MAVs can still stay airbourne. As a result, the complex formation

control of fixed wing MAVs is decoupled into two independent parts: motion of

MAVs which needs to obey the fixed wing aircraft kinematics, and motion of VAs

as holonomic systems.

As depicted by Fig. 1, when VAs are steadily converging to a formation, MAVs

also need to synchronize their phase angles according to the corresponding VAs with

their neighbors, in order to faithfully reproduce the same formation.

2.3 Problem Formulation

Consider a system of n MAVs, represented by MAVs = {MAV1,… ,MAVn}. The set

VAs = {VA1,… ,VAn} contains the corresponding VAs. The initial position of VAi
is si, and its goal position after formation switch is gi. Denote the position of VAi in

the inertial world frame by pi, the position of MAVi in the inertial world frame by

pmavi .

The first part of the problem is to figure out a way, in which the VAs moving

gradually moving toward their targets, while maintaining a safe inter-VA distance

to avoid potential collision of MAVs. The second part of the problem is to figure

out how the MAVs can control their motion to follow the corresponding VAs, while

reproduce the formation of the VAs.

Fig. 1 Example of a three-MAV team with the VAs shown in blue triangles
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There are also several constraints need to be satisfied during the formation switch-

ing process. First, any pair of MAVs must be collision-free at any time:

||pmavi − pmavj || ≥ thresholdsafe,∀j (2)

Second, fixed wing MAVs always need to maintain a forward speed in order to

remain airborne and cannot exceed a maximum speed due to engine limits:

0 < vmin ≤ u1 ≤ vmax (3)

Third, fixed wing MAVs cannot suddenly change direction due to the limitations in

the bank angle: |u2| ≤ 𝜔max (4)

3 Proposed Method

This section presents a detailed description about the proposed distributed control

approach for formation switch of fixed wing MAVs, as well as the design choices of

the prototype system implemented.

3.1 System Overview

As shown in Fig. 2, the prototype system for interactive formation control of fixed

wing MAVs is organized in a layered structure, in order to transform high-level for-

Fig. 2 System architecture
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mation switch commands from the user to decentralized velocity commands for each

individual MAV.

The command layer receives user inputs and generate goals for VAs accordingly.

The core of the system is the control layer, which is further subdivided into two

sublayers, namely the VA controller and the MAV controller. The platform layer
converts the linear and angular velocity commands generated by the control layer

into low-level flight control signals to MAV hardwares, no matter they are physical

or simulated.

3.2 MAV Controller

In order to make the MAVs circle around their corresponding VAs respectively, the

MAV controller for each individual MAV generates velocity commands for the low-

level control system according to a commanded air speed vc, and radius rd. The

motion is controlled using a Lyapunov vector field [11] f(xr, yr) to calculated desired

horizontal velocity [ẋd, ẏd]:

f(xr, yr) =
[
ẋd
ẏd

]

=
v0

r(r2 + r2d)

[
xr(r2 − r2d) + yr ⋅ 2rrd
yr(r2 − r2d) − xr ⋅ 2rrd

] (5)

where r is the relative distance between MAV and its virtual agent, r2 = pTr pr,pr =||pmav − p||.
It can be shown that the desired speed at any point in this vector field is given by

v0, direction by 𝜓d = arctan2(ẏd∕ẋd). The MAV controller can be implemented as

follows. { u1 = vc
u2 = −K

𝜔

< 𝜓, 𝜓d > +�̇�d
(6)

where e =< 𝜓,𝜓d > is the heading angle error, K
𝜔

is a turning rate gain.

It is easy to prove that the MAV controller (Eq. 6) satisfies the speed and turn rate

constraints. The speed u1 is prescribed by the user and satisfies the constraint (Eq. 3)

controllably. As for the turn rate constraint, from Eq. 5, it is obtained that:

�̇�d =
4v0rdr2

(r2 + r2d)2
(7)

where �̇�d has a maximum value at r = rd, and �̇�dmax =
v0
r

. The maximum value of

−K
𝜔

< 𝜓, 𝜓d > is K
𝜔

𝜋. So we can conclude that u2 is bounded.
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In order to guarantee the MAVs maintain approximately the same formation as

that of the VAs, we take the approach described in [9] to synchronize their orientation

with their neighbors. Specifically, the forward speed of the MAV is adjust within an

allowed range:

u1 = vc + K
𝜃

∑
j∈Nmav

i

sin(𝜃j − 𝜃i) (8)

where Nmav
i is the set of neighbors of MAVi it can exchange information with, 𝜃j and

𝜃i are the phase angles of MAVj and MAVi, respectively.

3.3 VA Controllers

The main contribution of this paper is the design of VA controllers, which are respon-

sible for converting the high-level formation switch commands into VA motions.

Specifically, we propose three strategies for VA control in this paper.

Suppose that all the line segments connecting the start and goal positions, si and

gi, for the VAs are intrinsically collision-free. In this case, VAi can simply move

with a constant velocity directly heading toward its goal. This simple controller is

named Uniform Straight Line Motion or USLM, whose implementation is described

in Algorithm 1, where vvai is the prescribed constant speed of VAi, and 𝛥t is the

timestep of the control loop.

Algorithm 1 USLM controller for VAi
1: while !(||gi − pi|| ≤ 10−5) do
2: pi = pi + vvai 𝛥t

gi−si||gi−si||
3: end while

Obviously, the collision-free assumption does not hold for most cases, and the

USLM controller would probably result in crashes of MAVs. Therefore, we further

applied the position-based dynamics approach [10] into the VA controller, which is

consequently named PBD, to maintain a safe inter-VA distance.

As mentioned in Sect. 3.2, MAV controllers make each MAV synchronize its

phase angle with its neighbors, so that the distance between each pair of MAVs will

always approximately equal to the corresponding inter-VA distance. Therefore, we

add a constraint of a safe distance, which should be kept between each VA and its

neighbors, into the PBD controller. Theoretically, the safe distance must be greater

than the diameter of the MAV Dm, which can be defined as the maximum distance

between any two points on the outline of the MAV.

Given the initial positions {𝐬i} and goal positions {𝐠i} of the VAs, the implemen-

tation of the PBD controller can be described by Algorithm 2. Note that the weight

wi is independently defined for each VA to determine how much the VA gets involved
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in avoiding a collision, 𝛿 is how much the VA proceed in one time step, and threshold
is the predefined safe distance.

Algorithm 2 PBD controller for VAi
1: receive information from other virtual agents

2: while not all j satisfied ||gj − pj|| ≤ 10−5 do
3: pi = pi + 𝛿(gi − pi)
4: for j = 1 ∶ n and j ≠ i do
5: if ||pj − pi|| < threshold then
6: pi = pi −

wj

wi+wj
(threshold − ||pj − pi||) pj−pi

||pj−pi||
7: end if
8: end for
9: end while

A feedback based on the degree of synchronization of the MAVs can be added

into the PBD controller to further improve the formation quality during the switching

process. We call the new controller a PBD with Feedback (PBD-F) controller. The

degree of synchronization is defined by accumulating the inter-MAV phase angle

differences:

Ksync =
∑

j
∑

i < 𝜃i, 𝜃j >

2𝜋(n − 1)

Then, we attenuate the speed of VA motion 𝛿 in Line 3 of Algorithm 2 by the fac-

tor (1 − Ksync). Obviously, if the MAVs do not synchronize well, a smaller factor

(1 − Ksync) will slow down the speed of the VAs to give the MAVs more time to

adjust.

4 Experimental Results

4.1 Experiment Setup

We have implemented the proposed control approach as a package in the Robot Oper-

ating System (ROS) [12], and conducted several experiments in Gazebo [13], a real-

istic 3D robot simulator with support for dynamics. The hector_quadrotor package

[14] in ROS is used to facilitate the simulation. Although hector_quadrotor is orig-

inally aimed at quadrotors, we impose the fixed wing kinematics in Eq. 1 as a con-

straint to each virtual MAVs in the simulation.

Small-scale formation switch experiments with three MAV were first conducted

to test the performance of the proposed methods. As shown in Fig. 3, three MAVs tak-

ing off from different locations, {[−3,−1]T , [0,−3]T , [3,−1]T}, are commanded to

circle around corresponding VA positions, {s1 = [−1, 0]T , s2 = [0,−2]T ,
s3 = [1, 0]T} at first. When they successfully reach the desired formation and cir-
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Fig. 3 Setup of the

small-scale formation

experiment

cle around corresponding VAs in synchronization, goals of VAs in the new for-

mation, {g1 = [−1, 0]T , g2 = [0, 2]T , g3 = [1, 0]T}, are assigned to the MAVs. Obvi-

ously, MAV2 needs to get through the zone between MAV1 and MAV3, in order to

reach its goal in the new formation. Trajectories of all MAVs during the forma-

tion switching process are captured and used as a qualitative indicator. Further-

more, the minimum inter-MAV distance, dmin = min||pj − pi||,∀j ≠ i, is recorded to

quantitatively measure the effectiveness in collision avoidance. Note that values of

some parameters are scaled down proportionally to accommodate the relatively small

simulation world. For all the following results, we use vmav = 0.5m∕s, rd = 1.0m,

K
𝜃

= 1.0,K
𝜔

= 0.05.

Finally, formation switch of a team of MAVs with a relatively larger scale was

simulated to qualitatively demonstrate the feasibility of the proposed methods for

problems closer to real-world applications. During the experiment, ten fixed wing

MAVs are commanded to switch between different formations, each resembling an

Latin letter.

4.2 Comparative Experiments

Figure 4 shows trajectories of the three MAVs, using formation control approaches

with USLM, PBD, and PBD-F controllers, respectively. Parameters for the USLM

controller are set to vva2 = 0.1m∕s, 𝛥t = 0.01 s. The flight path of MAV2 is like a stan-

dard spiral towards g2 through two circles, which are the paths of other two vehicles.

In simulation with PBD controller, the values of weights are w1 = w2 = w3 = 1.0
while 𝛿 = 0.00016 and threshold = 1.8m. As shown in Fig. 4b, we can divided the

whole process into two stages. In the first stage, MAV2 is “pushed” by MAV1 and

MAV3 and slowly performs a spiral flight path along VA2’s trajectory towards g2.
Meanwhile, MAV2 “pushed” MAV1 and MAV3 out of their goals to “squeeze” through

them. And then, after crossing x-axis, MAV2 quickly forwards to circle around g2
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Fig. 4 Resulting trajectories of the three MAVs, using a USLM controller, b PBD controller, and

c PBD-F controller, respectively

Fig. 5 Comparison of

minimum inter-MAV

distances during formation

switch using different

controllers

while MAV1 and MAV3 fly back to circle g1, g3. Parameter setting when using PBD-

F controller in this simulation is 𝛿 = 0.0001,w1 = w3 = 1.0,w2 = 10.0. The results

in Fig. 4c show that the trajectory of MAV2 is more like the one in Fig. 4a, and more

smoothly than the one in Fig. 4b.

Figure 5 shows minimum inter-MAV distances in these simulations. The mini-

mum distance measure with USLM is above 0.9 m all the time, with PBD above

1.4 m and with PBD-F above 1.6 m. These are all greater than Dm = 0.45m no mat-

ter which controller is used. Compared with USLM and PBD cases, PBD-F approach

has the most safety allowance as dmin is more strictly greater than the safer threshold

to avoid colliding.

4.3 Parameters

To evaluate the effect of different parameter values on the performance of the

approach, PBD controllers with different choices of parameter values were applied

to solve the formation switch problem depicted by Fig. 3. Figure 6 plots the resulting

minimum inter-MAV distances for different parameter groups.
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Fig. 6 Effects on the minimum inter-MAV distance of a different 𝛿 with uniform weighting,

i.e., w1 = w2 = w3, and b different weighting schemes with a fixed 𝛿 = 0.00016,w1 = w3 = 1.0,

respectively

As shown in Fig. 6a, larger values for 𝛿 introduce larger oscillations into the inter-

MAV distances and may lead to violation of the safe inter-MAV distance constraints

during the formation switch, although the goal formation could be achieved more

rapidly. On the other hand, giving MAVs with larger position changes during the for-

mation switch a larger weight would also speed up the process, as shown in Fig. 6b.

4.4 Stress Test

We also run a medium-scale simulations consisting of 10 MAVs to test the perfor-

mance of our approach in stress. Initially, positions of all VAs together resemble

the character “C” from a bird’s eye view. We assign a series of goals to the VAs

Fig. 7 Setup and snapshots of the medium-scale formation experiment
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so that the resulting formation would resemble characters “I,” “S,” and “C” in turn.

As shown in Fig. 7, this experiment shows that our technique is still feasible in a

simulated problem closer to real-world applications.

5 Conclusions

This paper presents a distributed control approach for formation switch of fixed wing

MAVs. We designed and implemented a multilayer system framework for distributed

formation control, and propose a specific control algorithm for on-the-fly forma-

tion switch of fixed wing MAVs. Based on position-based dynamics approaches, our

algorithm can satisfy the inter-MAV distance constraints during the entire formation

switching process. To validate the proposed approach, we conducted several compar-

ative experiments and stress test in a realistic simulator. We observe that MAVs are

able to follow instructions given by the user to transform formation. In comparative

experiments, it is shown that the PBD-F controller outperforms other two controllers

in satisfying the safe inter-MAV distance constraint. The stress test demonstrates that

our method is well suited for relatively larger scale systems in practical applications.

In the future, we will focus on adding real-time controllers in our framework consid-

ering 3D scenarios and run real MAVs experiments in outdoor environment. Another

interesting direction is to exploit more advanced approaches for mesh generation or

deformation [15, 16] in computational geometry and computer graphics to improve

the formation control quality.
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Research of Variable Cycle Engine
Modeling Technologies

Shaochang Wang, Jiqiang Wang, Bo Jiang and Xiaolong He

Abstract A component level mathematical model of double bypass variable cycle
engine (VCE) was built with a reference to the modeling method of
two-spool-turbofan engine. The model of fan was developed with separated char-
acteristic of fan tip and hub sections. The model of core drive fan stage (CDFS)
model was built to work under single bypass mode and double bypass mode. The
model was able to run as steady mode and transient mode. During the calculating
process of the dynamic co-working equations, the method of volume dynamics was
used in order to avoid the iterative calculations. In single bypass mode, it represents
higher thrust and smaller bypass ratio, which is fit for the high-speed flight. In
double bypass mode, it shows lower thrust and bigger bypass ratio, which is fit for
the low-speed flight.

Keywords Variable cycle engine ⋅ Component level model ⋅ Volume dynamics

1 Introduction

With five generations of research in 100 years, modern aviation engine technolo-
gies has become full-fledged. The SFC (specific fuel consumption) and the thrust
weight ratio of engine has been constantly improved. The performance of the
aircraft is greatly increased at the same time [1]. In the field of military aviation,
along with the expansion of aircraft fighter envelope and complexity of flight
mission, traditional fixed geometry, or few adjustable geometry engines could not
meet the flight and endurance requirements. In this case, variable cycle engine
(VCE) shows great potential [2].

GE has been studied on VCE for more than 50 years. It has always been a leader
in this area [3]. Its F120 engine is the first one that validated by flight test [4]. This
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paper describes a concept of component level mathematical model of double bypass
variable cycle engine (VCE), which is built based on the advanced graphical
simulation environment MATLAB/SIMULINK.

2 Configuration of Variable Cycle Engine

The configuration of variable cycle engine is shown as Fig. 1. The engine includes
several main components: forward fan, CDFS, HPC, combustor, HPT, LPT, mixer,
afterburner, and nozzle. It also contains three variable valves: mode selector valve,
front variable bypass injector (FVABI), rear variable bypass injector (RVABI). The
mode selector valve and RVABI are initiative regulating valves while FVABI is
passive regulating valve.

There are two typical workingmode: single bypassmode and double bypassmode.
Single bypass mode: when accelerating, climbing and supersonic cruise, close

the mode selector valve and RVABI, FVABI passively closed, most of the air goes
through the core duct. The engine performs like a single bypass turbojet engine
(high thrust) while the bypass ratio decreases.

Double bypass mode: when subsonic cruise and taking off, open the mode
selector valve and RVABI, the air from forward fan goes to CDFS and first bypass
duct, respectively. The air from CDFS also separates into two parts. One goes
inside and the other one goes to second bypass duct. The engine performs like a
turbofan cycle engine to reach the purpose of reduce off specific fuel consumption
and noise while bypass ratio increases.

3 Model of Forward Fan

This model has a forward fan fit with a separation between the tip and the hub of the
fan [5]. When the selector valve opens, the air goes through both the tip and the hub
of fan. When closed, most of the air goes through the hub of fan. The model of

Fig. 1 Configuration of variable cycle engine

268 S. Wang et al.



forward fan has to be built by interpolation method because of lack of experiments.
This paper introduces a simplified method to get their characteristic curves by
bringing in two factors of proportionality (X1, X2) [6].

Define:

Qf 1, cor =X1*Qf , cor

Qf 2, cor =X2*Qf , cor

Then, the characteristic curves approximatively calculated. X1 represents the tip
of fan, which is equal to 0.33. X2 represents the hub of fan, which is equal to 0.67.

4 Model of the Mode Selector Valve

First bypass duct stays after the forward fan. Its real area depends on the angle of
the mode selector valve (∂msv). If assume that flow of fan tip is known, than flow of
first bypass duct is able to achieve.

Q13 = ∂msv*Qf

P13 = σmsv*P14

5 Co-working Equations

As show in Fig. 2, during the calculating process of the dynamic co-working
equations based on flow and power balance, the method of volume dynamics was
used in order to avoid the iterative calculations.

Equations based on volume dynamics:

P ̇225 =
ðQ16 −Q225Þ ⋅R ⋅T16

VI

Ṗ41 =
ðQ3 −Q41Þ ⋅R ⋅ T3

VII

Ṗ45 =
ðQ42 −Q45Þ ⋅R ⋅ T42

VIII

Ṗ7 =
ðQ6 −Q7Þ ⋅R ⋅T6

VIV

P1̇25 =
ðQ13 −Q125Þ ⋅R ⋅T13

VV

Ṗ9 =
ðQ7 −Q9Þ ⋅R ⋅T7

VVI
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Equations based on rotor dynamics:

dnl
dt

=
ðηltHlt −HfanÞ

nlJ1ð π30Þ2
h i

dnh
dt

=
ðηhtHht −Hcdfs −HcomÞ

nhJ2ð π30Þ2
h i

Eight initial guess were chosen to solve the equations. They are pressure ratio of
fan tip (πf , 1), pressure ratio of fan hub (πf , 2), pressure ratio of CDFS (πcdfs),
pressure ratio of compressor (πcom), pressure ratio of HPT (πt, h), pressure ratio of
LPT (πt, l), speed of HPR (nh), speed of LPR (nl).

6 Design Parameters of Variable Cycle Engine

As show in Table 1, state of idol (H = 0, Ma = 0) was chosen as the design
parameters of variable cycle engine.

7 Simulation

To get different performance characteristics of two typical operation mode, two
typical working points of the flight envelope were selected. They are supersonic
cruise (H = 11 km, Ma = 1.6), subsonic cruise (H = 11 km, Ma = 0.8), respec-
tively. Then simulate two working modes based on the model, conclusion is shown
as Table 2.

As show in Table 2, when working under condition of subsonic cruise and same
thrust, sfc of double bypass mode is 22.9 % smaller than single bypass mode. When
working under condition of supersonic cruise and same low pressure rotor speed,
thrust of single bypass mode is 27.8 % bigger than double bypass mode. But, sfc of

Fig. 2 Volume design of variable cycle engine
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single bypass mode is 44.5 % bigger than double bypass mode. According to this
conclusion, performance of VCE is better in single bypass mode when under
condition of supersonic cruise and double bypass mode when under condition of
subsonic cruise.

VCE changes its operation mode by mode selector valve. When engine was in
the state of ground, simulation of changing from single bypass mode to double
bypass mode was made.

Table 1 Design parameters of variable cycle engine

Parameter Double bypass Single bypass

nl/% 100 100
nh/% 100 100
πf , 1 3 3

πf , 2 3.2 3.2

ηf 0.8 0.8

πcdfs 1.3 1.3

ηcdfs 0.88 0.88

πcom 6 6
ηcom 0.88 0.88
πt, h 3 3
ηt, h 0.9 0.9

πt, l 2.14 1.91
ηt, l 0.9 0.9

Wf /(kg/s) 1.1440 1.1440

Wfb/(kg/s) 1.7630 2.0341

A8/m
2 0.2307 0.2051

Tt4/K 1700 1800

Table 2 Comparison of performance parameters under two typical operation modes

Performance parameters of engine
Operating
condition

Operation
mode

F/N sfc/(kg/Nh) Tt4/K B nl/% nh/%

Subsonic Single
bypass

14492 0.3689 1491.9 0.2527 0.970 0.982

Double
bypass

14492 0.2842 1485.6 0.8215 0.982 0.988

Supersonic Single
bypass

17827 0.5179 1762.4 0.1361 0.885 0.980

Double
bypass

13952 0.3481 1538.7 0.7821 0.885 0.992
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As show in Fig. 3, thrust grows smaller as well as operation mode changes from
double bypass mode to single bypass mode.

As show in Fig. 4, bypass ratio grows bigger as well as operation mode changes
from double bypass mode to single bypass mode.

8 Conclusion

This paper describes a concept of component level mathematical model of double
bypass variable cycle engine (VCE), which contains mode selector valve. Besides,
this model has a forward fan fit with a separation between the tip and the hub of the
fan. Results show that this model enables switching of working modes. Its per-
formance characteristic is fit for different working condition.

Fig. 3 Changes of thrust in
the process of conversion

Fig. 4 Changes of bypass
ratio in the process of
conversion
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There are several deficiencies of this model, such as characteristic curves of fan
tip and hub are not accurate, influence of flow during the process of conversion is
ignored, influence of core flow by bypass flow is ignored, et al.
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An Improved Kernel K-means Clustering
Algorithm

Yang Liu, Hong Peng Yin and Yi Chai

Abstract Kernel K-means is an extended method of K-means, which identifies
nonlinearly separable clusters. However it still exits limitations, the one is which
repeatedly sets different initial positions to find better local minima, the other is that
it can only for linear separable data clustering. In order to overcome this issue, in
this paper we propose an improved global kernel k-means. The proposed algorithm
adds one cluster at every stage and generates the next centric point at next stage to
avoid the unnecessary calculation. Experimental result shows that the proposed
algorithm does not depend on initialization which identifies nonlinearly separable
cluster, meanwhile, because of the incremental nature and search procedure, the
poor local minima is avoided. Moreover, an improvement is put forward to decrease
the computational complexity that does not significantly affect the accuracy of
classification.

Keywords K-means ⋅ Global K-means ⋅ Kernel K-means ⋅ Global kernel
K-means

1 Introduction

Cluster analysis is a process which divides concrete or abstract data set into several
groups or classes. It is wildly used in data mining, image segmentation, pattern
recognition, space remote sensing technology, feature extraction, signal compres-
sion, and many other fields, and has got many satisfactory results [1, 2]. K-means is
commonly an algorithm used in clustering. Different groups are separated by dif-
ferent cluster centers which are obtained according to the classified error calculated
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by the sum of the squared Euclidean distances between each data point and the
corresponding cluster center. The algorithm has two serious constraints. First of all,
the results of clustering depend heavily on the positions of the initial cluster centers,
resulting in local minimum; Second, it can only handle linearly separable clusters.

For the first limitation, in order to find a good enough local minima, the initial
positions of the centers of the clusters are randomly placed to different locations.
This process always starts lots of time. But there is no basis for the number of
restarts, we always decide the number according to experience and whether the
minimum is optimal is never confirmed. In order to overcome this limitation, the
global k-means algorithm proposed by [3], they use the k-mean algorithm as the
local search process. The global k-mean algorithm solves all the problems as
m-clustering intermediate 1, … M, k-means cluster. M cluster solution is the
establishment of uncertainty, so it is not dependent on the initial conditions, and the
minimum value is found in the near optimal [1].

The kernel k-means [4, 5] is an extension of the traditional k-algorithm, Data
from the input space is mapped to a high-dimensional feature space by kernel
function and minimize errors in the clustering feature space. Therefore, nonlinear
separated clusters in the input space overcome the second limitation of k-means.

The global kernel k-means [6] combines the kernel method and global k-means
algorithm. In order to solve the problem of high-computational complexity, [7, 8]
proposed a scheme to accelerate. Although global kernel k-means algorithm solves
two limitations of traditional k-means algorithm, it still exists some unnecessary
calculation. In this paper, we improve the unnecessary calculation, which is further
in the second quarter.

2 Methodologies

In this section, First, the kernel k-means and global kernel k-means method are
discussed. Second, the improvement of global kernel k-means is proposed in this
paper.

2.1 Kernel K-means

Kernel k-means [4] is the extension of the standard k-means algorithm. Suppose a
data set X = x1, . . . xNf g, xn ∈Rd. The objective function is shown in Eq. (1)
defines a kernel matrix K ∈RN ×N , and by computing the squared Euclidian dis-
tances in Eq. (1) without mapping the original data to feature space using Eq. (2).
Notice that in Eq. (1) cluster centers mj in the feature space cannot calculate
directly. The kernel functions K =ϕ xið ÞTϕ xj

� �
=Kij directly provide the inner

products in the feature space without calculating the transformation function ϕ.
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E m1,⋯mMð Þ= ∑
N

i=1
∑
M

j=1
Ri ϕ xið Þ−mj
�� ��2, ð1Þ

where mj =
∑N

i= 1 Riϕ xið Þ
∑N

k= 1 ∑
N
l=1 RkRl

ϕ xið Þ−mj
�� ��2 =Kii −

2∑N
j=1 RjKij

∑N
j=1 Ri

+
∑N

j=1 ∑
N
l=1 RlRjKjl

∑N
j=1 ∑

N
l=1 RjRl

, ð2Þ

where Ri =1 if xi is true and 0 otherwise, the kernel function K xi, xj
� �

=Kij is used
to directly provide the inner products in the feature space without explicitly defining
transformation ϕ xið Þ, mj is centroid, E m1,⋯mMð Þ is the sum of the squared
Euclidean distances between each data point xi and the centroid mj.

Kernel k-means can handle the nonlinearly separable clusters well, but it still has
one limitation: due to the algorithm procedure is the same as k-means, thus, it’s
need to depend on the initialization of k-means.

2.2 Global Kernel K-means

Global Kernel k-means is proposed by Likas [7], which builds on the global
k-means and the kernel k-means. Global kernel k-means maps the data to feature
space which has the same effect as kernel k-means does. The initial center point of
the algorithm is always center of mass, and by using kernel k-means algorithm to
calculate the next center point. At each procedure, the center point adds incre-
mentally and deterministically. So the trapped of poor local minima and the
problem initial cluster centers can be avoided. Although global kernel k-means has
the benefit of global k-means and kernel k-means, the computational cost is com-
plex. Likas proposed a method to improving the complexity of the global kernel
k-means. The main idea of algorithm is same as the fast global k-means proposed in
[3]. In order to decrease the complexity, they define a weight wn

k to evaluate the next
center point. They calculate the Fn

k ≤F*
k− 1 −wn

k as boundary of the final clustering
error when the k-th cluster is initialized to the point xn. F*

k − 1 is the clustering error
corresponding to the k-1 problem and wn

k measures the reduction of the min error
and it is denoted in Eq. (3), where dik− 1 defines the squared distance between xi and
the center in feature space after calculating the k − 1 clustering problem. We use
initialization for the k-th cluster the point xn that maximizes: wn

k

wk
n = ∑

N

i=1
max dik− 1 − ϕðxnÞ−ϕðxiÞk k2, 0

� �
ð3Þ

where ϕðxnÞ−ϕðxiÞk k2 =KnKn +KiKi − 2KnKi
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Above process speeds up the global kernel k-means, but it still has some trivial
calculation. The more detail is discussed in next section.

2.3 Improved Global Kernel K-means

The scheme to lower the complexity of the global kernel k-means still has bottle-
neck constraint when dataset is huge. According to (3), every point computes the
weight bnk . That is obviously needless, because the point that is close to central point
cannot be the next center. Thus, this kind of point should be ignoring to calculate
weight ϕ xnð Þ−ϕ xið Þk k2. In order to reduce this kind of trivial calculation, we

define the Li = 1
N ∑

N

j=1
dNj as the mean distance of each dataset point in the feature

space. We employ Li and (4) to eliminate the points near the central point.

fi =H dk − Lið Þ ð4Þ

where Li = 1
N ∑

N

j=1
dNj , H xð Þ is Heaviside function.

Equation (4) calculates the point that out of the mean of distance, we can
improve the (3) to (5). If the dataset point is close to the central point, (4) is 0,
otherwise is 1. When we compute bnk , the result of (4) provides the information that
weather the point is nearby center.

bnk = ∑
N

i=1
max dik− 1 − fi ϕ xnð Þ−ϕ xið Þk k2, 0

� �
ð5Þ

The complexity of improved global kernel k-means algorithm is significantly lower
than global kernel k-means. In addition the low computational cost could take our
algorithm as a very good alternative method for graph cut optimization, if weights are
specified in the sameway as in [9–12], causes it also computes near optimal solutions.

3 Results

This paper adopts a classical actual data set of UCI [13] wine as experimental data
to validate the performance of the algorithm. The Wine data set consists of 178
samples, each sample consisted of 13 attributes, and these attributes are alcohol,
malic acid content, ash content, the ash alkalinity, magnesium content, total phenol
content, flavonoids, phenolic content, anthocyanin content, color, hue, dilution, and
praline. According to the 13 attributes of the samples, we could divide them into
three types of wine label for 1, 2, and 3.
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In the experiment, we use improved algorithm global kernel k-means algorithm,
global k-means algorithm to cluster, respectively 178 samples from wine data, and
compared clustering results with the sample itself category, and got the accuracy of
clustering algorithm, in order to improve the reliability, each experiment was
repeated for three times. In addition, the number of level of each attribute with a
sample is not exactly the same, so data should be normalized before using it.

Clustering analysis of the experimental results shows in Fig. 1.
In order to estimate different methods, we use the mean squared clustering error

(MSE) of the dataset point to their closest mean. Table 1 shows the result of that,
where we also consider the corresponding execution times (in seconds).

Our experiments indicate that the performance of the improved global kernel
k-means is faster than global kernel k-means in many cases.

4 Conclusions and Discussions

We describe the improved global kernel k-means clustering algorithm, the algo-
rithm that maps data points from input space to a higher dimensional feature space
through a kernel function and optimizes the clustering error in the feature space by

Fig. 1 Cluster results of improved global kernel k-means

Table 1 Result for wine
dataset using improved
algorithm, Global k-means,
and Global kernel k-means

Global
k-means

Global kernel
k-means

Improved
algorithm

MSE 3.55 3.49 3.40
Run
time

0.63 0.18 0.10
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locating near optimal minima. The main advantage of our method is combined the
global kernel k-means algorithm procedure, meanwhile, the computational cost of
improved global kernel k-means algorithm is lower than original algorithm.
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Metal Magnetic Memory Signal Denoising
for Stress Concentration Zone

Shengzhen Zhu, Jun Zhang and Zhenfa Bi

Abstract The method of metal magnetic memory (MMM) was developed for early
fault diagnosing of ferromagnetic materials. MMM signal is a weak-field detect
signal, where the Earth’s magnetic field acts as the stimulus instead of an artificial
magnetic field, and can be easily affected by the various factors such as environ-
ment interference and electronic noise. This paper is aimed to denoise metal
magnetic memory signal and extract the feature of stress concentration zone. An
efficient algorithm is proposed for detection of stress concentration zone based on
wavelet and teager energy operator (TEO). This algorithm employs wavelet
transform, to decompose the MMM signal into sub-band signal. In each of the
critical sub-band signals, the mask construction is obtained by smoothing the TEO
of corresponding wavelet coefficients that is applied to enhance the discriminability
of signal components against those of noise. The multiscale related feature is
extracted for the low signal-to-noise ratio signals that accurately determines the
stress concentration. Finally, the proposed method is proved to be effective through
the experimental data.

Keywords MMMstress concentration ⋅ Signal feature ⋅ Singularity ⋅ Peak-peak
values ⋅ Wavelet analysis
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1 Introduction

Currently in the area of NDT (nondestructive testing), the main methods such as
ultrasonic inspection, magnetic particle inspection, X-ray, and eddy current testing
possess a high detection rate of testing the preexisting defects, but for the early
detection and diagnosis of the equipment defects, these methods cannot perform
well and detect the initiation stage cracks easily. The local stress concentration of
metal structures and micro-cracks mainly results in the failure of mechanical
structures and equipment as well as the accidents. Hence, it is very important to
identify the most dangerous stress concentration zone timely and accurately toge-
ther with preventing the work pieces from being damaged.

The MMM technique is nonconventional NDT method [1, 2], its basic principle
is to record and analyze the leakage magnetic field by defecting the stress con-
centration when the metal parts are in magnetic field of earth. It is not only fit to
inspect the existing defect (crack, porosity, inclusion, etc.) but also defect the stress
concentration and early failure. Due to its advantages of cost-effective,
easy-operating and time-saving, and high sensibility, the MMM technique has
received extensive attention in various industry fields, such as power machinery,
pressure vessels, boilers, pipelines, etc. The fundamental difference of this tech-
nique from traditional ones is not required in special magnetization because the
natural magnetization formed at manufacturing and working of products is used.
MMM method can be used for both at operation of the object to be examined and at
its repair [3].

In addition, MMM technique is a weak-field detect, which is a kind of natural
geomagnetic signal. The evaluation of stress concentration zones and macro-defects
is based on magnetic field gradient on length: MMM signal of industrial filed
acquisition contains various noise and disturbance, the magnetic field gradient is
very difficult to accurately extract. It leads to misjudgment of stress concentration,
which restricts the application of the MMM method. Based on the above discus-
sion, the magnetic memory signals must be denoised to enhance the SNR of MMM
signal and the effectiveness of extracting gradient characteristics. In the literature
[4–8], respectively from the experiment and application, the feature of magnetic
memory signal had been discussed, but MMM signal extraction was rarely studied
from complicated noise. The traditional time domain filter cannot preserve the
distortion characteristics of the MMM signal. In this paper according to the non-
stationarity and singularity of the MMM signal, the signal by wavelet transform is
decomposed into different sub-band signals, and signal energy is enhanced by TEO
operator, Simultaneously multiscale observations accurate determine stress con-
centration zone, the new threshold function denoising is proposed for denosing.
Finally, through oilfield casing experiment verify the feasibility of magnetic
memory test, and the effectiveness of the proposed signal processing method.
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2 Mechanism of MMM Testing

Method of MMM is method of a nondestructive inspection based on registration
and analysis of distribution of self-magnetic leakage fields arising on products and
equipment in stress concentration zones and metal defects. At that, self-magnetic
leakage field reflects irreversible change of a magnetization in a direction of
maximal stresses action from working loads. Also SMLF reflect structural and
technological heredity of products and welded joints after their manufacturing and
cooling in a weak magnetic field. A natural magnetization and aftereffect, which
appears as magnetic memory of metal to actual strains and structural changes in
products and equipment metal, are used in the MMM method. The relationship
between the scattered magnetic leakage fields of Hp and the changes of mechanical
stress Δσ(MPa) of ferromagnetic members under test is formulated as [1, 2]

Hp =
λH

μ0
Δσ, ð1Þ

where λH is an irreversible component in magneto elastic effect, and it is a function
based on mechanical stress, the intensity and temperature of the external magnetic
field; μ0 = 4π ×10− 7 is the permeability of vacuum. The magnetic leakage com-
ponent HPðyÞ perpendicularly oriented to the surface changes to its polarity and its
HPðxÞ reaches the maximum (see Fig. 1) for the stress concentration zones. MMM
method is unique NDT method to detect stress concentration zones and defects on
the surface and in the deep layers of metal within 1mm in express-inspection mode.

In the MMM technology, normal and tangential component of magnetic leakage
fields Hp, and magnetic field gradient on length (dHp/dx) are key characters. This is
power diagnosis company of Russia company’s patent technology, is applied in more
than 20 countries. In the ideal experiment,MMMsignal has high signal-to-noise ratio,
the stress concentration is easy to confirm for the MMM signal referring to Fig. 1. As
the actual acquired MMM signal is obviously much more complicated than what is
depicted in Fig. 1, signal is seriously deteriorated by various noise and disturbance, it
is difficult to extract the magnetic field gradient of MMM signal, so wemake the error
to determine the stress concentration stress by gradient in industrial environment

Fig. 1 Principle diagram of
MMM testing
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testing. Therefore, the signal processing is necessary, and the signal feature extraction
method is proposed in this paper.

3 MMM Signal Analysis

In magnetic memory testing, the sensor acquisition MMM signal contains various
kinds of interference and noise. Figure 2 is a collection of MMM signal, Fig. 3 is
the spectral analysis. The results show that signal energy is concentrated in low
frequency, and noise is generated in high frequency, which is derived from the
measurement noise and probe jitter. The magnetic memory signal belongs to ran-
dom signal, with has non-stationary characteristics.

Fig. 2 Acquired MMM
signal

Fig. 3 Signal spectrum of
MMM signal
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MMM is a weak spatial signal in low frequency. As a result, if digital smoothing
is used to the data, short disturbance signal and insignificant outlier may exist in
testing data. In order to make signal amplitude to have high fidelity and prevent
increasing new quantization step which can avoid quantization noise, so moving,
median, and smoothing filter is selected. Besides, system’s real-time demand is also
satisfied. Its output is

yðmÞ=median½xðmÞ, xðm− 1Þ, xðm− 2Þ� ð2Þ

where yðmÞis the output of smoothing filter, xðmÞ is the input signal sequence,
median is the median function. After preprocessing the MMM signal yðmÞ contains
more random noise, the traditional time filter is difficult to extract useful signal
edge. The next section is using wavelet transform signal processing.

4 Singularity Detection of MMM

From engineering experiments and the mechanism of metal magnetic memory, it is
known that the magnetic memory signal of stress concentration or micro-damage
area often appears as the local singular point and irregular mutation part(maximum
value) [7], possessing the quite important information which is one of the signifi-
cant features of the signal as shown in Fig. 1. Wavelet analysis has good time–
frequency localization features, so it could provide a way of describing the signals
singularity. Different from the conventional wavelet transform, the second gener-
ation wavelet transform uses a general construction of the lifting scheme which has
given up the translation and the dilation.

For MMM signal f ðtÞ which contains noise, the model in wavelet domain is

y tið Þ= f tið Þ+ σ ⋅ n tið Þ i=0, 1, . . .N ð3Þ

where nðtÞ represents Gaussian white noise, σ indicates noise intensity, and ti shows
discrete time. The purpose is to obtain the original signal f ðtÞ from the polluted
observing data yðtÞ. It is extremely important for the magnetic memory signal in
that the identification of the stress concentration location of the casing in engi-
neering is usually based on the f ðtÞ gradient maximum value and passing zero
features proposed by Energodiagnostika Co. Ltd. If the data contains noise, the
obtained gradient value will seriously deviate from its true value, then it is
impossible to identify the stress concentration zone. The disadvantages of the
method have been mentioned in literature [6], meanwhile it is also explained in the
following data experiments.

First, it is significant to identify the location of stress concentration zone exactly.
In this section, multiscale height correlation of magnetic memory wavelet energy is
combined with its gradient maximum value feature to identify the stress concen-
tration zone together. In order to highlight the magnetic memory signal generated
by the stress concentration and distinguish the noise from the useful signal easily,
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Teager energy operator of wavelet coefficients is adopted to enhance the local
energy [8]:

WT j, kð Þ=WT2 j, kð Þ−WT j, k+1ð Þ.WT j, k− 1ð Þ, ð4Þ

where WTðj, kÞ represents wavelet coefficient, 2j indicates decomposition scale and
k=0, . . . , N. From the feature of the noise and signals wavelet decomposition, it is
known that wavelet transform of the noise at different scales is not related with the
height, local modulus maximum of adjacent scales almost appears at the same
position and shows the same sign. It means that the wavelet transform of the signal
does not decay a lot or remain unchanged with the changes of scales.

The product of wavelet coefficients of the two adjacent scales enhances the effect
of magnetic memory signal as well as the sharply decrease of the noise. The
wavelet coefficients energy product of two adjacent scales in the wave transform is
defined as following. The definition of wavelet coefficients energy product of two
adjacent scales in the wave transform is

Pk=
j WT j, kð Þ.*WT j+1, kð Þ j=1, 2, 3 ð5Þ

In the formula, .* represents the product of two vectors or two matrix dots. We
observe the enhanced wavelet energy (4) and Pk

j (5) in multi angle and look for
maximum peak value related with the scale and height. In the meantime, we
combine the gradient maximum value (passing zero) feature of the magnetic
memory signal, the corresponding location of the stress concentration could be
identified in the end.

In order to extract gradient feature and evaluate the casing life accurately, the
signal needs to be denoised after locating the stress concentration. New method
based on domain to denoise signal is proposed here to make the MMM signal of
concentration zone more explicit and reduce noise substantially. Detail processing
signal is

dk̄i =
dki ð1− α2k

M2
k, i
Þ ðM2

k, i ≥ α2kÞ
0 ðM2

k, i < α2kÞ

(

ð6Þ

M2
k, i = dki

� �2
+ dki+1

� �2 ð7Þ

αk =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2σ2kIn Nð Þ

q
ð8Þ

where k is wavelet decomposition level, N is signal length, σk is standard deviation
of k noise [9–11].
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5 Experimental Data

In experiments, MMM technology can not only detect abnormal stress concentra-
tion, but also the appeared cracks, the difference lies in the magnetic memory signal
gradient of the cracks and the larger signal peak-peak value.

If we load 160kN pressure near the center of 1 m casing periodically, slight
deformation obviously appears on the casing by observation through a magnifying
glass. If we only use qualitative rules of Energodiagnostika Co. Ltd (gradient
maximum value and passing zero) to determine the stress concentration zone, the
disturbance will be too big. As shown in Fig. 5, there are many maximum value
areas. It is difficult to judge which area is the real stress concentration and mis-
judgment will be caused. So we need the adoption of wavelet analysis method to
eliminate misdirection. Description: abscissa in Figs. 4 and 5 represents the space
distance measured in mm and abscissa in Figs. 6 and 7 shows the collected data
which is collected at every 2 mm by system. The signal collected at the edge of the
region 0–40 and 450–470 will be ignored as shown in Figs. 6 and 7. The arrival of
the sensor at the edge of the casing caused the sudden change of the signal
(magnetic memory signal boundary effect).

Data processing: choose function db4 and choose layer 4 as the decomposition
level. Figures 6 and 7 indicate the energy product chart of enhanced wavelet
coefficients and two adjacent scales wavelet coefficients, respectively. Through a
large number of experiments, we can know the signal always shows the singularity
and the energy mainly exists at the low frequency stage with the appearance of the
stress concentration zone. The result is that peak-peak value energy in the regions of
200–250, 250–270, 430–450, and 450–470 as shown in the fourth decomposition
energy (low frequency) in Fig. 4 is larger, only the signal singularity peak value at
the sampling points of 200–250 and 450–470 is not related with the scale and

Fig. 4 MMM signal
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height, the value does not decay a lot or remains unchanged with the increasing
scale. The different scales at the two sampling-points sometimes are big while
sometimes are small, therefore the consistence is not good. Combining with Fig. 7,
the relevant and larger amplitude product of adjacent scales appears at the point of
220 and 450, we ignore the product at the point of 450 as it is at the edge; and it can
be determined the sampling point of 200–250 is the stress concentration zone which
is consistent with the testing results.

Fig. 5 MMM signal gradient

Fig. 6 Enhanced wavelet coefficient energy chart
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6 Conclusion

MMM technique is an effective method of providing the early diagnosis about
stress concentration of the metal parts, and it can locate the position of the existing
metal defects quickly. The MMM signal is vulnerable to the external noise and
disturbance, so its application is limited. In order to determine the stress concen-
tration accurately, an efficient algorithm is proposed for detection of stress con-
centration zone based on wavelet and teager energy operator, the multiscale related
feature is extracted for the low signal-to-noise ratio signal. The feasibility of the
proposed algorithm is validated by experimental data.
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3D Velocity Measurement of High-Speed
Rotating Sphere Based on the Monocular
Vision Servo System

Yunfeng Ji, Zhihao Shi, Jie Ren, Chaoli Wang, Yanni Shen
and Xiaojun Huang

Abstract The information processed by monocular vision is a target object that
projects from 3D to 2D. So restoring the depth information has a significant
influence on the prediction of target trajectory and subsequent control decision. This
paper proposes an algorithm based on monocular vision, which can be used to
calculate 3D velocity of high-speed rotating sphere, this will be applied to vision
recognition of table tennis robot, and play an important role in robots’ motion plan
and decision control. The experimental results of the proposed algorithm are ver-
ified with little error, which proves the feasibility of the proposed method.

Keywords Monocular vision ⋅ Rotating sphere ⋅ 3D velocity

1 Introduction

Using the camera visual sensors to obtain image sequences in the natural space,
analyzing the features of target objects, resolving the geometry relations between
the target and the camera, and finding the space locations and posture is to achieve
the estimation and analysis of object motion. This is an old and vital importance
research subject in the field of computer vision, also has a wide application
background. There are some ways to locate the targets such as monocular vision,
binocular stereo vision and stereo vision. Stereo vision is based on the principle of
stereo disparity, using different images to generate a deep sense, and getting the
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changeable parameters of the field target movements and postures through the
geometric relationship between binocular camera and the object [1]. General
speaking, to got the goal in traditional sense of 3D information needs binocular or
more cameras. Taking many factors into account in the measurement, such as the
costs, time, calculations and so on, the monocular camera has a great practical value
for the spatial measurement of the target.

Monocular camera in theory can only be taken the 2D information of the target,
that is the plane information, so making use of the targets’ related movement
characteristics and information. NAOKI YAMAGUTI puts forward a new method
of monocular visual measurement, the principle is to gather the known movement
tracks of object, which change the proportion of two images before and after, and
then, calculating the distance between lens and target [2]. Shi Chunqin and others
measure objects under different texture, shows the algorithm has good performance
under different texture. On this basis, the SAXENA predicts the depth information
based on a model of more images [3].

Most researches based on monocular vision apply to measure straight distance,
robot navigation and positioning, parts finishing, Applications hardly used in the
sphere rotation speed yet. Ball velocity measurement commonly used in the table
tennis robots, because Rotary is a very important information of table tennis. The
robot must judge the rotation of the table tennis, if it wants to hit table tennis
accurately. A. Nakashima and others measure the rotation of the labeled ball by
high-speed vision. In addition to use tags to measure rotation, some estimate the
rotation through the analysis of the table tennis movement. Matsushima M and
others use the method of empirical study, mainly adopting LWR (locally weighted
linear regression) to make a track prediction and get the information about the
rotation. Matsushima et al. [4], Leung et al. [5], Qing and Zongwu [6] make the
force analysis of table tennis, and establish a parameter model to forecast the flight
track by iteration, which contains the fuzzy rotation information.

So far, there is no scholar proposed a method without labeled to measure the 3D
velocity of sphere rotation. In this paper, the main research object is the velocity
and direction of sphere rotation, with using the features in the sphere rotation, the
author propose the method of measurement about spheres’ three-dimensional
velocity by monocular camera, and verify the effectiveness of algorithm by some
experiments.

2 Measure the Rotating Speed of the Sphere

2.1 The Model of Sphere Rotation

In this paper, we use a monocular camera to shoot the rotating sphere, and calculate
the rotating speed and direction of the ball by the rotation features of the rotating
sphere. Analyzing the features of rotating ball first, as shown in Fig. 1.
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In the space coordinate o-xyz, two black circles represent a sphere. Solid circle
represents the sphere projected on the plane of x-o-y, and the dotted circle repre-
sents a circle formed on any section of a sphere. Two red boxes represent the
section of two circles. It is known that two planes’ intersection will produce a cross
line in the space, two plane intersections in the picture is the black line in the
middle. And the intersection of two circular cross sections is the diameter of dotted
circle, defined m, It is also a part of the two planes’ intersection.

2.2 Decomposition of Three Dimensional Velocity
of the Sphere

High-speed rotating sphere will rotated along axis, which through the center of the
sphere, so the direction problem of 3D velocity of the high-speed rotating sphere
can be transformed into the problem of the space position of the rotating shaft. It is
assumed that the rotating direction of the sphere rotates along the dotted circle. The
rotating axis of the sphere is the line L of the perpendicular bisector, which is
vertical to the diameter m in the cross section of dashed circle.

As shown in Fig. 2, the high speed rotating sphere is projected onto the x-o-y
plane, and the sphere can be obtained in the new coordinate system, x′-o′-y′. At this
point, the space coordinates of solid circle remain unchanged, and the dotted cicle
in the space coordinates will be projected into an ellipse in the plane. In addition,
the axis of rotation in space will be projected onto a plane x′-o′-y′, and become the
mid perpendicular (L′) of long axis (m′) of the ellipse.

Thus, the problem that the rotation axis (L) of the rotating sphere in the space
positions transformed into two problems as followed.

(1) The location of the line (L′) in the plane (x′-o′-y′)
(2) The included angle between the line (L′) and the plane(x′-o′-y′).

Fig. 1 The model of sphere
rotation
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2.3 Solving the Direction of the Axis of Rotation

2.3.1 The Location of the Line (L′) in the Plane (x′-o′-y′)

The problem about the location of the line (L′) in the plane(x′-o′-y′) can be con-
verted into the solution of angle built by long axis (m′) of the ellipse and X axis, and
center coordinates in the ellipse.

For any ellipses, we can use its general equation A x2 + Bxy + C y2 + Dx +
Ey + 1=0, there are five coefficient, A, B, C, D, E, that means if we can find the
coordinates of any five points on the ellipse, we can solve the general equation of
the ellipse. For example, in the determination of the table tennis rotation, we could
use the trademark center above the balls as the object of the recognition, and then
record the each positions of the center of the trademark in the 5 frame images. It is
assume that the coordinates of the arbitrary five positions on the ellipse are found,
set as (xn, yn), n = 1, 2, 3, 4, 5, then we can get the following equations:

Fig. 2 Decomposition of
three dimensional velocity of
the sphere
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Ax21 +Bx1y1 +Cy21 +Dx1 +Ey1 + 1= 0
Ax22 +Bx2y2 +Cy22 +Dx2 +Ey2 + 1= 0
Ax23 +Bx3y3 +Cy23 +Dx3 +Ey3 + 1= 0
Ax24 +Bx4y4 +Cy24 +Dx4 +Ey4 + 1= 0
Ax25 +Bx5y5 +Cy25 +Dx5 +Ey5 + 1= 0

8
>>>><

>>>>:

ð1Þ

The solution of the Eq. (1) is solved by MATLAB software to obtain the system
value, and then the ellipse general equation will be got, thereby the angle with the
ellipse axis (m′) and the X axis and center point coordinate of ellipse are calculated.
Assume that

Fðx, yÞ=Ax2 +Bxy+Cy2 +Dx+Ey+1 ð2Þ

Because the ellipse belongs to the center curve, the position ðx0, y0Þ in the center
coordinate can be represented as follows:

∂F
∂x

ðx0, y0Þ=0,
∂F
∂y

ðx0, y0Þ=0 ð3Þ

F(x, y) is substituted into the Eq. (3) for calculating the Eq. (4)

2Ax0 +By0 +D=0
Bx0 + 2Cy0 +E=0

�
ð4Þ

From Eq. (4), the following equation can be given:

x0 = BE− 2CD
4AC−B2

y0 = BD− 2AE
4AC−B2

�
ð5Þ

From Eq. (5), the center coordinate of the ellipse ðx0, y0Þ can be given.
Assuming the inclination angle of the x-axis and the axis of the ellipse is β, the

original coordinate is rotated angel β along the X axis. If any point in the coordinate is
assumed (x1, y1), the new point in the new coordinate can be given (x′1, y

′

1), According
to related transformation in analytic geometry, it can be represented as follows

x1 = x′1 cos β− y′1 sin β
y1 = x′1 sin β+ y′1 cos β

�
ð6Þ

Assume F(x) = 0, the Eq. (6) is substituted into it, and then it can be calculated
as follows

A′x′ 21 +B′x′1y
′

1 +C′y′ 21 +D′x′1 +E′y′1 + 1= 0 ð7Þ
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where,

A′ =A cos2β+B sin β cos β+C sin2 β
B′ =2ðC−AÞ sin β cos β+Bðcos2 β− sin2 βÞ

C′ =A sin2 β−B sin β cos β+C cos2 β
D′ =D cos β+E sin β
E′ = −D sin β+E cos β

8
>>>><

>>>>:

ð8Þ

If the included angle β need to be calculated, the coordinate axis rotates angle β,
at this point, the coefficient B′ of x′1y

′

1 is 0. It follows that

2ðC−AÞsin β cos β+Bðcos2 β− sin2 βÞ=0 ð9Þ

By using two angle formula, one may write

ðC−AÞsin 2β+B cos 2β=0 ð10Þ

which is equivalent to

tan2β=
B

A−C
ð11Þ

Then, the value of angle β between Long axis (m′) of the ellipse and the X axis
can be given.

β=
1
2
arctan

B
A−C

ð12Þ

2.3.2 The Included Angle Between the Line (L′) and the Plane (x′-o′-y′)

From the perspective of a monocular camera, a circle that lies on the plane with an
angel α to the camera plane will be identified as an ellipse. The main reason is the
original circle on the plane projected onto the camera view, thereby causing the
image distortion. The minor axis of the ellipse is formed as the original diameter,
which projected onto a new plane.

As shown in Fig. 3, assumed the prospective plane of cameras is x1-o-y1, the angle
between prospective plane of cameras and the plane of the circle is α. As a result, three
slides of the projected triangle are a, b, c respectively, and the original diameter c,
which projected on the plant (x1-o-y1), is the minor axis (b) of ellipse. It follows that

cos α=
b
c

ð13Þ
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The included angle α is the angle between line L′ and the plane x′-o′-y′, the sides
of the triangle b and c are the ellipse’s long axis and short axis, which are defined as
a′ and b′ respectively. It can be obtained as

α=arccos
b′

a′
ð14Þ

Hence, this can be transformed to solved problems of elliptic long axis and short
axis. According to results above, the ellipse center coordinate is ðx0, y0Þ. It is
assumed that the line through the center coordinate and X axis, which is formed the
angle ϕ, then the parametric equation of the line can be given as follows:

x= x0 + t cosφ
y= y0 + t sinφ

�
ð15Þ

where t is the parameter, φ is the angle between the straight line and the x-axis.
Assume F(x) = 0, the Eq. (15) is substituted into it, and then it can be calculated

as follows:

A cos2φ+B sinφ cosφ+C sin2φ
� �

t2

+ ð2Ax0 +By0 +DÞcosφ+ ðBx0 + 2Cy0 +EÞsinφ½ �t+H =0,
ð16Þ

where,

H =Ax20 +Bx0y0 +Cy20 +Dx0 +Ey0 + 1 ð17Þ

Putting the known center coordinate above into Eq. (15). It can be obtained as

H =
B2 − 4AC+AE2 +CD2 −BDE

B2 − 4AC
ð18Þ

Fig. 3 The included angle
between the line (L′) and the
plane(x′-o′-y′)
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Assumed two roots of Eq. (16) are t1, t2, The geometric meaning of the
parameters tj j shows that a length of string through the center point ðx0, y0Þ is given

t1 − t2j j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t1 + t2ð Þ2 − 4t1t2

q
ð19Þ

Easy to know

t1 + t2 = 0 ð20Þ

Thus, it can be gotten

t1 − t2j j=2
ffiffiffiffiffiffiffiffiffiffiffiffi
− t1t2

p ð21Þ

By Weber’s theorem, it can be obtained

t1t2 =
H

A cos2φ+B sinφ cos φ+C sin2 φ
ð22Þ

Thus, it can be gotten

t1 − t2j j=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−H

A cos2 φ+B sinφ cosφ+C sin2φ

s

ð23Þ

The inclination can be obtained by the Eq. (23). Because the long and short axis
of the ellipse are its the longest and the shortest string, respectively.

When A cos2 φ+B sinφ cosφ+C sin2 takes the extreme value, then it is the
long and short axis of the ellipse.

Assume A cos2ϕ+B sinϕ cosϕ+C sin2, it can be obtained

G=
Aðcos 2ϕ+1Þ

2
+

B sin 2ϕ
2

+
Cð1− cos 2ϕÞ

2
ð24Þ

For simplicity, it can be gotten

G=
A+C
2

+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðA−CÞ2 +B2

q

2
sin 2ϕ+ arctan

A−C
B

� �
ð25Þ

Easy to know

− 1≤ sin 2ϕ+ arctan
A−C
B

� �
≤ 1 ð26Þ
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then, it can be gotten

Gmax = A+C
2 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðA−CÞ2 +B2

p
2

Gmin = A+C
2 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðA−CÞ2 +B2

p
2

8
<

:
ð27Þ

Hence, the long axis and short axis of ellipse can be calculated as follows:

a′ =2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

− 2H
A+C −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðA−CÞ2 +B2

pq

b′ =2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

− 2H
A+C +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðA−CÞ2 +B2

pq

8
<

:
ð28Þ

According the Eq. (14), (18) and (28), the formula of the angle α between the
line L′ and the plant x′-o′-y′ can be gotten as follows:

α= arccos

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A+C−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðA−CÞ2 +B2

q

A+C+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðA−CÞ2 +B2

q

vuuut ð29Þ

2.4 Solving the Rotation Velocity

So far, the direction of sphere rotation has been solved, the next is to address the
issue of rotation velocity. Precise calculation method is to first calculate the arc
distance of the same point motion in any two frame images,and then divided by the
time between two frame images, that is the rotation velocity. In the high speed
rotating sphere, the curve distance between two points can be approximated to the
straight line, which can greatly reduce the amount of calculation and shorten the
time. This paper selects a point with five consecutive elliptical trajectory, in order to
reduce the error, which selects the average distance between each point.

According to the foregoing, we can see the oval coordinates of any five points
(xn, yn), n = 1, 2, 3, 4, 5, The rotation speed of the ball is V, the interval between
two frames is t,and the ratio between the actual size of the object and the pixel size
of the image is k

v=
k ∑

4

n=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxn+1 − xnÞ2 + ðyn+1 − ynÞ2

q

4t
ð30Þ
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3 Experimental Verification

A high-speed camera is used to shoot a marker rotating sphere, and obtain the
coordinates of points by Kinovea software, which is verified via the model. Then
the 5 consecutive coordinates of the same point on the sphere. To simplify the
sphere model, we try to select the center plane coordinate system on the shaft. As
shown in Fig. 4.

Selecting five coordinates (67, −25), (31,−58), (2,−64), (−30,−58), (−61,−35),
and substituting into the elliptic equation respectively, it can be obtained by matlab

A=1.7948e− 4
B=9.1191e− 6
C=2.0961e− 4
D=3.4943e− 4
E= − 2.2000e− 3

8
>>>><

>>>>:

ð31Þ

The center coordinate can be calculated as (−1.107, −2.645) by Using above
models, and the angle showed as follows:

β=8.42◦ ð32Þ

α=22.76◦ ð33Þ

Because the selected center point is closed to coordinate axis as possible, the
ideal value of angle β is 0. Measuring the center point may be allowed to have some
errors in the acceptable range.

α= arcsin
112.5− 87.5

62.5
ð34Þ

Fig. 4 The experimental
device
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It can be calculated

α=23.58◦ ð35Þ

Error is small in the actual calculation, within the acceptable range.

4 Conclusion and Suggestion

This paper proposes a algorithm that monocular vision discerns the 3D velocity and
size of sphere rotation. A rotation parameter equation is established at the coordi-
nate of the 5-frame image in the high speed camera according to any marked points
on the sphere.

Finally, the three-dimensional velocity and the size of the sphere rotation are
obtained by the rotation feature information, and the validity of the algorithm is
verified by experiments. At present, the algorithm is mainly used in the table tennis
trajectory recognition and prediction. In the case of ensuring the accuracy of the
recognition, it plays an important role in the movement planning and action deci-
sion making in the subsequent stage of table tennis robot. This is direction of
author’s efforts in the future. We hope to improve the accuracy of image recognition
and apply the algorithm to the table tennis robot more effectively, so as to complete
the task of accurately strike.
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Observer-Based Event-Triggered Consensus
Tracking Control of Multi-agent Systems

Jiahuan Lu and Lin Li

Abstract The leader-following consensus problem of multi-agent systems with gen-

eral linear dynamics is investigated in this paper. Only one leader is considered and

the communication topology among the followers is undirected. A novel consensus

protocol based on observer and event-triggered mechanism is proposed. Based on

the protocol, a sufficient condition is obtained by using common Lyapunov function

method. This condition can guarantee that each follower agent can track the leader.

Finally, a numerical example is given to demonstrate the effectiveness of the pro-

posed scheme.

Keywords Event-triggered control ⋅ Leader-following consensus ⋅ Multi-agent

systems ⋅ Observer

1 Introduction

In recent decades, cooperative control problems of multi-agent systems (MAS) have

been causing great attention in control areas due to the rapid development of embed-

ded system, computer network and communication technology [1–3]. Consensus

problems, as a hot issue in cooperative control of MAS, which is to design a con-

trol scheme for agents so that all agents can reach a common state of interest [4, 5].

In many real applications, agents may need to track an assigned point or signal to

complete a special task, which is called leader-following consensus and is one of

the most important topics in consensus control. In [6], Jadbabaie et al. considered a

leader-following consensus problem and proved that if the topology is jointly con-

nected, then, the followers can track the leader as times goes on. Ni et al. [7] studied
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the leader-following consensus problem of higher order multi-agent systems under

fixed and switching topologies, meanwhile, the distributed controllers were designed

to solve the leader-following consensus problem.

Above these papers, to reach the consensus, the continuous communication

between agent and neighbors must be kept, which need more unnecessary resources.

However, in some practical applications, the limited resources will be consumed

soon with the constantly communication. Motivated by the limitation, the event-

triggered control is developed [8–10]. In [8], the leader-following consensus for

second-order MAS with event-triggered consensus was discussed. Zhou et al. [10]

considered a combinational measurements to leader-following exponential consen-

sus of general linear MAS with event-triggered control. Moreover, it is quite difficult

to detect the real-time states in some engineering applications, so, designing an esti-

mator for each agent to estimate the agents’ states is very significant [9, 11–13].

In [11], authors considered an observer-based control protocol which was related to

the relative output information. On the basis of the [11], Li et al. [12] designed a

reduced-order observer-based scheme for continuous and discrete systems.

There are lots of literatures studying the consensus control of general linear

MAS with leader-following scheme, event-triggered mechanism or estimator-based

method. However, to the best of authors’ knowledge, there are few works on the

event-based leader-following consensus control under the assumption that the real-

time states cannot be measured. In this paper, we consider the observer-based event-

triggered control for leader-following consensus with general linear MAS. First, the

common observers are designed for each agent to estimate the states. Second, based

on the estimates, an appropriate event-triggering function is proposed. Finally, it

is shown that the leader-following consensus can be reached under the proposed

observer-based and event-triggered scheme.

Notations: IN denotes the identity matrix of N order, 1N denotes the column vector

with all entries equal to one. ‖x‖ and ‖A‖ are the Euclidean norm of a vector x and a

matrix A, respectively. If a real matrix Q > 0, that is to say, the matrix Q is positive

definite. The superscript T of a vector or a matrix represents the transpose of it. The

symbol ⊗ means the Kronecker product.

2 Preliminaries and Problem Statement

The topology of this paper is modeled by an undirected graph  = ( ,  ,), where

 = {v1, v2, ..., vN} is the set of nodes,  =  ×  is the set of edges, and a weighted

adjacency matrix  = (aij) ∈ RN×N
, in which, the entry aij ≥ 0. If edge (vi, vj) ∈  ,

then node vj is called a neighbor of node vj and aij > 0. Then the neighbor index set

of agent vi can be denoted by i = {j|(vj, vi) ∈ }. Then the in-degree matrix of 

is defined by 𝛥 = diag{𝛥1, 𝛥2, ..., 𝛥N}, where 𝛥i =
∑

j∈i
aij. The Laplacian matrix

of the graph is defined as L = 𝛥 −, suppose the graph  is connected, then we can

find that the matrix L has a zero eigenvalue and the corresponding eigenvector is 1N .
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In this paper, we consider a multi-agent system with N follower agents and a

leader agent. The dynamics of each follower agent is

{
ẋi(t) = Axi(t) + Bui(t)
yi(t) = Cxi(t), i = 1, 2, ...,N, (1)

where xi(t) ∈ Rn
is the state, ui(t) ∈ Rm

is the control input, and yi(t) is the measured

output, and A,B,C are known constant matrices with appropriate dimensions. It is

assumed that the pair (A,B) and (C,A) are stabilizable and detectable, respectively.

The leader is described as

{
ẋ0(t) = Ax0(t)
y0(t) = Cx0(t),

(2)

where x0(t) ∈ Rn
is the state of leader, which is independent of followers’ states.

Considering the difficulty of reaching the states of agents, we consider the fol-

lowing observer

{
̇x̃i(t) = Ax̃i(t) + Bui(t) + G(ỹi(t) − yi(t))
ỹi(t) = Cx̃i(t),

(3)

where x̃i ∈ Rn
is the observer state, G is the observer gain matrix.

Based on the Eq. (3), design the event-triggered and leader-following consensus

protocol as

ui(t) = K[
∑
j∈Ni

aij(x̃j(tk) − x̃i(tk)) + di(x0(tk) − x̃i(tk))], t ∈ [tk, tk+1), (4)

where K is the control gain matrix to be determined and tk is the kth event instant

for each agent.

The leader-following consensus of system (1) and (2) is said to be achieved, if

with the control input (4), the close-loop system satisfies

lim
t→∞

‖xi(t) − x0(t)‖ = 0, ∀i, j ∈ , i ≠ j

for any initial condition xi(0).
Before giving the main result, we should list one useful lemma.

In the undirected topology, let D = diag(d1, d2, ..., dN) be the leader adjacency

matrix of union graph ̄ =  ∪ {0}, andH = L + D, then the following lemma holds.

Lemma 1 ([13]) The matrix H has nonnegative eigenvalues 𝜆1, 𝜆2, ..., 𝜆N and the
matrix H is positive definite if and only if the union graph ̄ is connected.
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3 Main Result

Theorem 1 Consider system (1) and (2) with the observer (3) and control proto-
col (4), and assume that the communication graph ̄ is connected, the pair (A,B) is
stabilizable and pair (C,A) is detectable. Given a positive scalar 𝛼, if there exists a
positive definite matrix Q and an appropriate positive scalar 𝜇, such that the follow-
ing Riccati inequality

QA + ATQ − 2𝜇QBBTQ + 𝛼In < 0, (5)

holds. Then, N follower agents can track the leader agent from any initial conditions,
when the triggering function is designed as

f (e(t), x̂(t)) = ‖e(t)‖ − 𝛽

𝛼

2‖H ⊗ QBBTQ‖‖x̂(t)‖, (6)

where 𝛽 ∈ (0, 1).
Constructing the matrix K in consensus protocol (4) as

K = BTQ (7)

Proof Denote {
x̂i(t) = x̃i(t) − x0(t)
𝜀i(t) = x̃i(t) − xi(t), i = 1, 2, ...,N (8)

then, the dynamics of x̂i(t) is

̇x̂i(t) = Ax̂i(t) + BK[
∑
j∈Ni

aij(x̃j(tk) − x̃i(tk)) + di(x0(tk) − x̃i(tk))]

+ GC(x̃i(t) − xi(t)) (9)

Define the measurement error ei(t) of current state and triggering state as

ei(t) = x̂i(tk) − x̂i(t). (10)

Substituting (10) into (9), then one has

̇x̂i(t) =Ax̂i(t) + BK[
∑
j∈Ni

aij((ej(t) − ei(t)) + (x̂j(t) − x̂i(t)))

− di(ei(t) + x̂i(t))] + GC𝜀i(t) t ∈ [tk, tk+1) (11)
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which can be written in compact form

̇x̂(t) = ((IN × A) − (H ⊗ BK))x̂(t) − (H ⊗ BK)e(t)
+ (IN ⊗ GC)𝜀(t) (12)

From (3) and (1), we can find

�̇�i(t) = (A + GC)𝜀i(t). (13)

If the observer feedback matrix G is designed to make A + GC Hurwitz, then 𝜀i(t)
will approach zero asymptotically. From (12) and (13), we can find that the esti-

mation error 𝜀(t) is decoupled from the dynamics x̂(t), thus, the stability of (12) is

equivalent to the stability of the following system:

̇x̂(t) = ((IN × A) − (H ⊗ BK))x̂(t) − (H ⊗ BK)e(t) (14)

Considering the following Lyapunov function

V(t) = x̂T (t)(IN ⊗ Q)x̂(t),

where Q > 0.

Differentiating V(t) along the solution of (14), we have

̇V(t) = 2x̂T (t)(IN ⊗ QA − H ⊗ QBK)x̂(t)
− 2x̂T (t)(H ⊗ QBK)e(t) (15)

It follows from (6) that

̇V(t) = 2x̂T (t)(IN ⊗ QA − H ⊗ QBBTQ)x̂(t)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

the first part

−2x̂T (t)(H ⊗ QBBTQ)e(t)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

the second part

(16)

Dividing (16) into two parts, and now we will analyze the first part.

According to Lemma 1, since H is symmetric, there exists an orthogonal matrix

T ∈ RN×N
, such that

THTT = 𝛬 = diag(𝜆1, ..., 𝜆N),

where 𝛬 is an upper triangular matrix, the elements on the primary diagonal are

the eigenvalues of matrix H. Then, with the assumption that ̄ is connected in

Theorem 1, we know that 𝜆i, i = 1, ...,N are all positive. Setting x̂(t) = (T ⊗ In)𝜁 (t),
then, the first part of (16) becomes
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x̂T (t)[IN ⊗ (QA + ATQ) − 2H ⊗ QBBTQ]x̂(t)

≤

N∑
i=1

𝜁

T
i (t)((QA + ATQ) − 2𝜆1QBBTQ)𝜁i(t)

≤

N∑
i=1

𝜁

T
i (t)((QA + ATQ) − 2𝜇QBBTQ)𝜁i(t) (17)

≤ − 𝛼

N∑
i=1

𝜁

T
i (t)𝜁i(t)

≤ − 𝛼‖x̂(t)‖2,
where 𝜇 is chosen sufficiently small such that 𝜇 < 𝜆1.

It is easy to see that the second part of (16) satisfies

− 2x̂T (t)(H ⊗ QBBTQ)e(t)
≤2‖H ⊗ QBBTQ‖‖x̂(t)‖‖e(t)‖ (18)

Combining (17) and (18), we can get

̇V(t) ≤ −𝛼‖x̂(t)‖2 + 2‖H ⊗ QBBTQ‖‖x̂(t)‖‖e(t)‖
= −‖x̂(t)‖(𝛼‖x̂(t)‖ − 2‖H ⊗ QBBTQ‖‖e(t)‖) (19)

Enforcing the triggering condition (7) as

‖e(t)‖ ≤ 𝛽

𝛼

2‖H ⊗ QBBTQ‖‖x̂(t)‖, (20)

with 0 < 𝛽 < 1, we have

̇V(t) ≤ 𝛼(𝛽 − 1)‖x̂(t)‖2 < 0. (21)

Therefore system (14) is globally asymptotically stable, which means that all agents

follow the leader.

In the following, we will show that Zeno behavior can be excluded. For any inter-

val t ∈ [tk, tk+1), computing the time derivative of
‖e(t)‖
‖x̂(t)‖ ,

d
dt

‖e(t)‖
‖x̂(t)‖ ≤ (1 + ‖e(t)‖

‖x̂(t)‖ )
‖ ̇x̂(t)‖
‖x̂(t)‖

Defining the notion y(t) = ‖e(t)‖
‖x̂(t)‖ , then we have

ẏ(t) ≤ (1 + y(t))‖ ̇x̂(t)‖‖x̂(t)‖ (22)
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It follows from (12) that

‖ ̇x̂(t)‖ ≤ ‖IN ⊗ A + H ⊗ BK‖‖x̂(t)‖ + ‖H ⊗ BK‖‖e(t)‖ + ‖IN ⊗ GC‖‖𝜀(t)‖
(23)

It can be observed from (23) that ‖x̂(t)‖ will not approach zero unless ‖𝜀(t)‖
approaches zero. Thus, there exists a finite positive scalar 𝛾 such that

‖𝜀(t)‖
‖x̂(t)‖ < 𝛾 . Sub-

stituting (23) into (22), we can get

ẏ(t) ≤ (1 + y(t))(p + qy(t)), (24)

where { p = ‖IN ⊗ A + H ⊗ BK‖ + 𝛾‖IN ⊗ GC‖
q = ‖H ⊗ BK‖ (25)

So that y(t) holds the bound y(t) ≤ 𝜙(t, 𝜙0), where 𝜙(t, 𝜙0) is the solution of ̇
𝜙(t) =

(1 + 𝜙(t))(p + q𝜙(t)), 𝜙(0, 𝜙0) = 𝜙0. Therefore the inter-event times are bounded

from below by the time 𝜏 that satisfies event-triggered condition, i.e., 𝜙(𝜏, 0) =‖e(t)‖
‖x̂(t)‖ = 𝛽

𝛼

2‖H⊗QBBTQ‖ = h. Moreover, the solution of the above differential equation

is 𝜙(𝜏, 0) = pe(p−q)(t+c)−1
1−qe(p−q)(t+c)

. Then, we obtain the below time

𝜏 = 1
p − q

ln
p(h + 1)
p + qh

. (26)

Then, we can find that, whatever p > q, or p < q, the value of 𝜏 are both larger

than zero, so we can conclude that the inter-event time intervals are nontrivial, that

is to say the Zeno behavior is not exist.

4 Simulation Example

Assume that the network of four followers and one leader, the communication graph

̄ given in Fig. 1.

Fig. 1 Communication

topology
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The dynamics of the followers and the leader and the Laplacian matrix of the

topology are

A =
[
0 1
−1 0

]
, B =

[
0
1

]
, C =

[
1 0

]
, L =

⎡⎢⎢⎢⎣

2 −1 0 −1
−1 1 0 0
0 0 0 0
−1 0 0 1

⎤⎥⎥⎥⎦
,

and the leader adjacency matrix D = diag(1, 0, 1, 0), then 𝜆1 = 0.2679.

Given the observer feedback matrix G and control gain matrix K as follows

G =
[
−7.8180
−15.3777

]
, K =

[
0.8199 2.6061

]
.

Consider the random initial state and select the parameters 𝛼 = 2, 𝛽 = 0.5, which

satisfy the conditions in Theorem 1. Figure 2 shows the Leader–follower tracking

Fig. 2 Leader–follower

tracking trajectories of each

agent’s first state
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Fig. 3 Leader–follower

tracking trajectories of each

agent’s second state
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trajectories of each agent’s first state, and Fig. 3 shows the Leader–follower tracking

trajectories of each agent’s second state.

From the simulation results, we can find that under the protocol (4), the leader-

following problem has been solved.

5 Conclusion

The leader-following consensus problem for general linear multi-agent systems is

addressed in this paper. Considering the impossibility of achieving the all states of

agents, the state observers are adopted. A novel event-triggered scheme based on

the observer states is then proposed. Finally, the simulation example is illustrated to

demonstrate the effectiveness of proposed control strategy.
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An Asynchronous Linear-Threshold
Innovation Diffusion Model
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Abstract We consider a linear-threshold innovation diffusion model in asynchro-

nous networks, wherein the positive vertices hold supporting attitude towards the

innovation and accelerate the diffusion whereas the negative vertices oppose it and

obstruct the diffusion. A more realistic assumption made in this work is that the

attitudes of the vertices (i.e. positive or negative) are changeable. The diffusion

begins from a small subset of active nodes and propagates towards the whole net-

work through random transmitting delays along each edge. The vertices outside of

the initial active set would be activated and keep forever in active status once the dif-

ference of the positive and negative signals they receive from their neighbors exceed

a certain threshold. The attitudes of these active nodes would change if the difference

of the received positive and negative signals reaches given thresholds. Under these

assumptions, our model can exhibit an interesting phenomenon: whenever the ini-

tial active set surpasses a certain size, the diffusion process propagates to a specific

proportion instead of all the vertices. Experiments on Erdős-Rényi networks verify

that the theoretical estimations match closely with the experimental results.
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1 Introduction

Most existing bootstrap percolation process based on the linear threshold model [1]

can be described as follows. A deterministically or randomly selected subset of ver-

tices are activated in the beginning, with others staying in inactive status. Then the

diffusion process propagates in rounds, where the inactive vertices would turn into

active once it receives k active signals from their neighbors and after that remain

active forever. Upon the bootstrap percolation problem, a number of research has

been conducted on graph models including trees [2], multidimensional grids [3],

random regular graphs [4, 8], Erdős-Rényi graphs [5], and power-law graphs [6, 7].

Typically, many previous bootstrap percolation models assume that the diffusion

process propagates synchronously (i.e., each edge requires the equal unit time to

transmit the information), and each vertex would be activated once it has k active

neighbors at any round. Although the synchronous manner might make more sense

in describing the central unit phenomena exhibited in some technological networks

(e.g., sensor networks), it is actually rare to present in many networks, e.g., social and

neural networks. Moreover in most studies, all vertices are assumed to facilitate the

diffusion without obstruction, under which the phenomena of all-or-nothing is usu-

ally observed. However in real social networks, not all individuals would positively

promote the diffusion of innovation in a market.

In this paper, we extend the classical bootstrap percolation model by making more

realistic assumptions on it to capture the activation phenomenon. To be specific, we

assume that the diffusion evolves in the asynchronous manner, where random time

delays sampled from an exponential distribution would be drawn for the informa-

tion to transmit between individuals. The linear threshold model is adopted here to

describe the status variance of the vertices. Furthermore, the attitudes of the vertices

are assumed to be changeable. For brevity, we refer to our model as bootstrap perco-

lation with changeable attitudes (BP-C) model. Based on it, we intend to understand

to what extent the process of the innovation propagates in networks and under what

conditions the initial outbreak would spread into a nontrivial proportion of the ver-

tices. We find that the BP-C processes sometimes exhibit normalization instead of

“all-or-nothing” phenomena, and when the process is explosive and the initial active

set meet certain requirements, the normalization phenomena always exist. Experi-

mental results on Erdős-Rényi networks verify the theoretical estimations.

1.1 Preliminaries

Denote G = (V ,E) as a finite graph, and we define the asynchronous (k, r, 𝜏)-BP-C
process on G as follows. During the diffusion process, all inactive vertices would

become active whenever they get k more positive than negative signals from their

active neighbors, and then keep in the active status forever. This means that the

active vertex will always send signals to their neighbors. The attitudes of the active
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vertices (i.e., positive or negative) depend on not only the initial reactions (i.e., pos-

itive with probability 1 − 𝜏 and negative with probability 𝜏) but also their neighbors

(i.e., positive if r more positive than negative signals are obtained, and negative if

r more negative than positive signals are received with r > k). At the time instant

t, we denote 𝛤

+(v, t) and 𝛤

−(v, t) as the number of v’s active positive and negative

neighbors at the time instant t, and thus 𝛤 (v, t) = 𝛤

+(v, t) + 𝛤

−(v, t) can be defined

as the total number of active neighbors v has until time t.
For a graph model G = (V ,E) of size n, the BP-C process on G starting from

A ⊂ V is defined to be (b, 𝜂, 𝛿)-explosive for some set S ⊆ V if there exist b ∈ ℕ and

𝜂, 𝛿 > 0 such that with probability at least (1 − 𝛿), no less than (1 − 𝜂)|S| vertices

v ∈ S have no active neighbors at time t = t(v) but at least b active neighbors at

time t + 𝜂. Clearly, the adjective explosive here is used to indicate that the activating

process takes place quickly in the graph.

2 Main Results

Based on the definition of the BP-C process, we introduce our main results in this

section. Instead of “all-or-nothing” occurred in most classical bootstrap percolation

models, we prove the normalization phenomena in the proposed BP-C model.

2.1 Estimation of Active Vertices

For the final active vertices, we find that for a graph model G = (V ,E) of size n,

if the BP-C process on G starting from A ⊂ V is (b, 𝜂, 𝛿)-explosive for S ⊆ V with|S| ≥ bS and |A ∩ S| ≤ 𝜂|S|, then with probability at least 1 − 𝜀 that the BP-C process

is (bS, b, 𝜂, 𝛿)-normalizing, i.e., for every 𝜀 > 0 there exist positive constants bS, b,

𝜂, 𝛿 that the BP-C process terminates with (𝛼 ± 𝜀)|S| active vertices in S, where 𝛼

can be roughly estimated by

𝛼 = min

{(
1 − (𝜏 − 𝛽)

𝜏 − 𝛽

)k

, 1

}
, (1)

where

𝛽 = 𝜏 × min
{(1 − 𝜏

𝜏

)r
, 1
}

. (2)

The above results can be derived as follows. Note that if the attitudes of the ver-

tices are unchangeable, the ratio of the negative to positive vertices is always around

𝜏∕(1 − 𝜏) since the attitudes of all the vertices can be illustrated by the binomial vari-

ables following Bin(s, 𝜏) and independent with each other. However, the assumption
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is that the attitudes of the vertices would change with their neighbors, and thus the

variables of their attitudes are actually dependent with each other. But we can still

prove that the final ratio of negative to positive vertices can be roughly computed by

(𝜏′)∕(1 − 𝜏

′) with 𝜏

′ = 𝜏 − 𝛽.

The estimation of 𝛽 would be analyzed in the next section. For any vertex v ∈ V ,

when the activation threshold is reached at time t, i.e., 𝛤
+(v, t) − 𝛤

−(v, t) = k, it

takes the probability 1 − 𝜏

′
to be positive and 𝜏

′
to be negative. Since the initial

attitudes of the vertices are independent with each other, 𝛤
+
s (v) and 𝛤

−
s (v) can be

regarded to follow the binomial distribution Bin(s, 𝜏′). Since every vertex takes ran-

dom exponentially distributed time to transmit the signals to its neighbors, we here

denote Xi(v) as the i-th signal received by v, and Zi(v) ∶= X1(v) + X2(v) +⋯ + Xi(v)
as the sum of the first i signals v obtained. Clearly, v will be activated once Zi(v)
reaches k. We can see that the probability of X1(v) = 1 is 1 − 𝜏

′
. But when i grows

large, Zi(v) cannot be tackled by a random walk any more since the proportion of the

remaining positive/negative signals would deviate from 1 − 𝜏

′
/𝜏

′
by relatively large

biases. But we can prove that if Zi(v) has not reached k when i grows large, then with

high probability that Zi(v) has already been far-away from the threshold and difficult

to reach it anymore. Therefore, (Zi(v))i∈ℕ roughly follows a random walk with bias

𝜏

′
, by which we can arrive at the conclusion of the final active vertices. The proof

details are omitted due to the restriction of space. Note that (1) and (2) are just rough

estimations, we would present a heuristic algorithm on the random walk process to

give better estimations in future.

2.2 Proportion of Positive Active Vertices

For the active positive vertices, we can prove that for a graph model G = (V ,E)
of size n, if the BP-C process on G starting from A ⊂ V is (b, 𝜂, 𝛿)-explosive for

S ⊆ V with |S| ≥ bS and |A ∩ S| ≤ 𝜂|S|, then with probability at least 1 − 𝜀 that the

BP-C process is (bS, b, 𝜂, 𝛿)-normalizing, i.e., for every 𝜀 > 0 there exist positive

constants bS, b, 𝜂, 𝛿 that the BP-C process terminates with {[1 + 𝛽 − 𝜏]𝛼 ± 𝜀}|S|
active positive vertices in S, where 𝛼 can be roughly estimated by (1) and 0 < 𝛽 < 1
can be roughly estimated by (2).

It can be easily drawn that with high probability that the number of initial posi-

tive reactions of all the active vertices is in the range of (1 ± 𝜉)(1 − 𝜏)𝛼. On the other

hand, once a vertex v is activated, it means that (Zi(v))i∈ℕ reaches k within the first

i signals and v has the probability of 1 − 𝜏 to be positive and 𝜏 to be negative. If it

chooses to be positive (with probability 1 − 𝜏), we can yield that with high probabil-

ity it would remain positive instead of changing into negative attitude because k + r
more negative than positive signals are required to be received to change v from the

positive into the negative side. Since the early signals v has received roughly follow

the biased random walk, having received k more positive than negative signals from

the early-arriving signals indicates that it will take a very small probability to receive
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k + r more negative than positive signals. On the other hand, if v chooses to be nega-

tive (with probability 𝜏), it would change into positive sider if it receives r − k more

positive than negative signals. Thus we can roughly estimate the number of vertices

that would change from negative into positive attitude by 𝛽 ∗ n, which actually deter-

mines the final proportion of the positive and negative vertices and further influences

on the bias of the random walk process. Based on the above analysis, we can arrive

at the rough estimation of the positive active vertices’ amount.

3 Experiments

In this section, we simulate the BP-C processes on Erdős-Rényi networks and com-

pare the obtained percolation results with our theoretical predictions. Specifically,

we first select a subset of vertices in random to establish the initial active set, and

keep the other vertices in inactive status. Then, each active vertex sends a signal

to all of its neighbors where the signals need exponentially distributed times (with

expectation 1) to travel along the edges. With time proceeds, an inactive vertex turns

into active once it receives k more positive than negative signals, and then takes the

probability 𝜏 to choose negative as its initial attitude and 1 − 𝜏 to be positive. They

would keep active forever but their attitudes would change if the difference between

positive and negative signals surpasses the threshold r. Finally, we will check if the

normalization phenomenon arises. In experiments, we simulate the BP-C processes

for different values of 𝜏 ranging from 0.1, 0.2 to 0.9. For each value of 𝜏 we run the

diffusion process 20 times and report the average results.

The generated Erdős-Rényi graph G(n, p) is determined by n = 100000, p =
0.001. We set the size of initial set as a0 = 5000, the activation threshold as k = 4,

and the attitude changing threshold as r = 10. The percolation results are shown in

Fig. 1a, b, where the green dashed lines are the theoretical estimations and the blue

solid lines denote the average experimental results, with the error bars indicating

the standard deviations of 20 trials. Besides, the percolation ratio (among all of the

vertices) and positive ratio (among the active vertices) comparisons in displayed in

Fig. 1c, d, where the ratios are computed as follows:

percolation ratio =
#{active vertices} − a0

n − a0
, (3)

positive percolation ratio =
#{active positive vertices}

n
, (4)

where #{active vertices} in (3) means the number of active vertices, and similarly

#{active positive vertices} in (4) indicates the number of active positive vertices.

From Fig. 1a–d, it can be seen that the normalization phenomena do exist and our

estimations are close to the experimental results.
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Fig. 1 Asynchronous BP-C processes on Erdős-Rényi networks. The red dot dash lines are total

number of vertices, the blue solid lines indicate the experimental results, and the green dash lines
represent the theoretical estimations

4 Concluding Remarks

We have discussed about the BP-C processes in this work. Different from many exist-

ing bootstrap percolation models, we make more realistic assumptions on it including

the transmitting and status changing rules. Instead of the “all-or-nothing” phenom-

ena encountered frequently in most classical bootstrap percolation processes, we find

an interesting normalization phenomenon in the activating process and conduct the-

oretical analysis about it. The theoretical proof of the normalizing percolation results

of the BP-C processes as well as the required percolation time would be presented

elsewhere in future.
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Deconvolution Estimation Problem
for Measurement-Delay Systems
with Packet Dropping

Zhenhua Duan, Xinmin Song and Xuehua Yan

Abstract This paper addresses the optimal deconvolution estimation problem for

measurement-delay systems over a network subject to random packet dropout, which

is modeled by independent and identically distributed Bernoulli processes. First, the

state estimator problem is solved by utilizing the reorganized innovation analysis

approach, which is given in the linear minimum mean square error sense (LMMSE).

Then, the noise estimator is obtained based on the state estimator and the projec-

tion formula. Last, we provide a numerical example to declare that our proposed

estimation approach is effective.

Keywords Time delay ⋅ Packet dropping ⋅ Reorganized innovation ⋅ Riccati

equation ⋅ Projection formula

1 Introduction

Recently, the problem of deconvolution estimation for linear systems has attracted

much attention due to its extensive applications in image processing [1], oil explo-

ration [2, 3] and so on. The precursory work on the deconvolution problems can be

traced back to [2], which contains the study of white noise estimation according to

the Kalman filter approach. As for the deconvolution estimation problems, another

approach based on the modern time series analysis method is presented in [4], which

includes both the input white noise estimator and measurement white noise estima-

tor. However, communication networks are usually unreliable and may lead to time

delay and packet dropout, so that many results about time delay and packet dropout
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are presented in [5–17]. For the time delay problems, the authors apply the state aug-

mentation approach to solve time delay problem in [5, 6]. There is another approach

in [7], where the authors use the partial difference Riccati equation approach to deal

with time delay problem.

We retrospect the pioneer work on the Kalman filter about packet losses to [8], in

which the author uses the statistics of the unobserved Bernoulli process to describe

the observation uncertainty and to derive the estimator. In [9], the sensor measure-

ments are encoded together and sent over the network in a single packet, so that the

Kalman filter receives either the complete observation if the packet is received or

none of the observation if the packet is lost. In [10], the measurements are trans-

mitted to the filter via two communication channels, while the authors consider the

measurements may be sent through different communication channels in the net-

worked filter systems in [11], thus [11] is more general than [10]. Some results about

multiple packet dropout have been published in [12–17].

For nonlinear stochastic systems with multi-step transmission delays, multiple

packet dropouts and correlated noises, the authors study the recursive estimations by

using the innovation analysis approach in [15], in which the noises are assumed to be

one-step autocorrelated and cross-correlated. In [16], the multiple packet dropouts

phenomenon is considered to be random and is described by a binary switching

sequence, which obeys a conditional probability distribution. The authors calculate

the recursive estimators based on an innovation analysis method and the orthogonal

projection theorem.

In previous works about time delay and packet dropout, the authors have dealt

with time delay problem using the partial difference Riccati equation approach or

the state augmentation approach. While, those approaches may bring tremendous

computation when time delay dl−1 is large. The authors have used a scalar inde-

pendent and identically distributed (i.i.d) Bernoulli process to describe the packet

dropout phenomenon. In the real word, scalar can not satisfy realistic. Stimulated

by above works about measurement dropout and time delay systems, we will inves-

tigate deconvolution estimation for discrete-time systems with measurement delay

and packet dropout in this paper. According to the projection formula and the reor-

ganized innovation analysis approach, the state estimation is first obtained. Then, we

gain the white noise estimation on the basis of the state estimation obtained above.

The major contributions of this paper are as follows: (i) we describe the multiplica-

tive noise using a diagonal matrix dropout, which is described by an independent and

identically distributed (i.i.d) Bernoulli process. A closed-form result is gained using

the Hadamard product flexibly. (ii) according to the reorganized innovation analy-

sis approach, we derive the optimal state estimator and noise estimator utilizing l
Raccati difference equations and one Lyapunov difference equation. When the delay

dl−1 is large, our proposed approach is more efficient than the classical augmentation

approach in [5, 6] and partial difference Riccati equation approach in [7].

The organization of this paper is following. In Sect. 2, we put forward the prob-

lem formulae, some assumptions and remarks. In Sect. 3, we deduce the optimal

state estimation according to the reorganized innovation analysis approach. Then,
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we obtain the white noise estimation based on the optimal state estimation gained

above and the projection formula. A numerical example is given to explain the effec-

tiveness of our approach in Sect. 4. Finally, some conclusions are provided in Sect. 5.

Notation: From beginning to end in this paper, the superscripts “−1” and “T”

represent the inverse and transpose of a matrix. n
denotes an Euclidean space of

n-dimension. n×m
means the linear space of all n × m real matrices. The mea-

surement sequence {y(0),… , y(k)} can be represented as 
{

y(s)ks=0
}

. ⊙ denotes

the Hadamard product. The diagonal matrix with diagonal elements 𝜆1,… , 𝜆n is

expressed as diag{𝜆1,… , 𝜆n}. In addition, the mathematical expectation operator is

denoted as E.

2 Problems Statement and Preliminary

Consider the linear system following

x(k + 1) = Ax(k) + n(k), (1)

yi(k) = 𝜉i(k)Bix(k − di) + vi(k), k ≥ di, i = 0,… , l − 1, (2)

here x(k) ∈ n
is an unknown state and yi(k) ∈ mi is delayed measurement, respec-

tively. n(k) and vi(k) are white Gaussian noises with zero mean and covariances

E{n(k)nT (j)} = Q𝛿k,j,E{vi(k)vT
i (j)} = Ri𝛿k,j respectively. Here, 𝛿k,j is the Kronecker

function. We describe the packet dropout phenomenon with the mutually uncor-

related and identically distributed (i.i.d.) Bernoulli random variables 𝜉ij(k), in the

mi channels with Pr{𝜉ij(k) = 1} = 𝛼ij, Pr{𝜉ij(k) = 0} = 1 − 𝛼ij. di satisfies that 0 =
d0 < d1 < ⋯ < dl−1. The initial state x(0) is a random vector with zero mean and

covariance matrix D(0). The random process n(k), vi(k), 𝜉i(k) for all k and the initial

state x(0) are uncorrelated mutually.

Let

y(k) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

y0(k), 0 ≤ k < d1,
⋮

⎡⎢⎢⎢⎣

y0(k)
⋮

yi(k)

⎤⎥⎥⎥⎦
, di ≤ k < di+1,

⋮
⎡⎢⎢⎢⎣

y0(k)
⋮

yl−1(k)

⎤⎥⎥⎥⎦
, dl−1 ≤ k.

(3)
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Problem For the given measurements {y(k)}N
k=0, find a LMMSE estimator x̂(k ∣ k)

of x(k) and n̂(k ∣ k + T) of n(k), such that

E{[n(k) − n̂(k ∣ k + T)][n(k) − n̂(k ∣ k + T)]T}

is minimized. Note that T = 0 is the filter, T > 0 is the smoother and T < 0 is the

predictor.

Remark 1 From the distribution of 𝜉ij(k), it is readily to deduce that E{𝜉ij(k)} =
𝛼ij, E{(𝜉ij(k) − 𝛼ij)2} = 𝛼ij(1 − 𝛼ij), E{𝜉ij(k)(1 − 𝜉ij(k))} = 0, E{[𝜉ij(k) − 𝛼ij][𝜉il(s) −
𝛼il]} = 𝛼ij(1 − 𝛼ij)𝛿k,s𝛿j,l. E{𝜉ij(k)𝜉il(s)}= 𝛼ij𝛼il for k ≠ s or j ≠ l.

Remark 2 In the previous references, the authors usually use a scalar independent

and identically distributed (i.i.d) Bernoulli process to describe the packet dropout

phenomenon. In this paper, we describe the packet dropout via a diagonal matrix

independent and identically distributed (i.i.d) Bernoulli process, which is more real-

istic. Regarding to the time delay systems, one can use the state augmentation

approach to solve the optimal state estimation and white noise estimation problems,

but the state augmentation approach may bring tremendous computational when the

delay dl−1 is large. Therefore, in this paper we will deduce the problem of deconvolu-

tion estimation using the reorganized innovation analysis approach to avoid tremen-

dous computation.

3 Main Results

In this section, we will present an analytical solution to the optimal state estimation

and the white noise estimation according to the projection formula.

Lemma 1 ([18]) Let 𝜎 = diag{𝜎1,… , 𝜎n} and 𝜌 = diag{𝜌1,… , 𝜌m} be two diago-
nal stochastic matrices, and A be any n × m matrix. Then

E{𝜎A𝜌} =
⎡⎢⎢⎣

E{𝜎1𝜌1} ⋯ E{𝜎1𝜌m}
⋮ ⋱ ⋮

E{𝜎n𝜌1} ⋯ E{𝜎n𝜌m}

⎤⎥⎥⎦
⊙ A. (4)

3.1 Design of the Optimal State Estimator

In the next, we first provide an optimal state estimator, which will lead to the optimal

white noise estimator. We note that yi(k) is an additional measurement of the state

x(k − di), which is gained at time instant k with time delay di, so the measurement

y(k) contains time delay when k ≥ di. On the basis of [19], the linear space {y(s)ks=0}
includes the same information as
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{
{Yl−1(s)}

k−dl−1
s=0 ,… , {Y0(s)}k

s=k−d1+1

}
,

where the new observations

Yl−1(s) =
⎡⎢⎢⎣

y0(s)
⋮

yl−1(s + dl−1)

⎤⎥⎥⎦
, 0 ≤ s ≤ k − dl−1, (5)

⋮

Yi(s) =
⎡⎢⎢⎣

y0(s)
⋮

yi(s + di)

⎤⎥⎥⎦
, k − di+1 + 1 ≤ s ≤ k − di, (6)

⋮

Y0(s) = y0(s), k − d1 + 1 ≤ s ≤ k. (7)

Obviously, Y0(s), Y1(s),. . . , Yl−1(s) satisfy

Yi(s) = Hix(s) + Vi(s), i = 0, 1, 2,… , l − 1, (8)

where Hi = diag{𝜉0(s), 𝜉1(s + d1),… , 𝜉i(s + di)} ̄Bi, and

̄Bi =
[

BT
0 ,B

T
1 ,… ,BT

i
]T

, Vi(s) =
[

vT
0 (s), v

T
1 (s + d1),… , vT

i (s + di)
]T

.

Obviously the new measurements Y0(s), Y1(s),… ,Yi(s) are delay-free and the

associated measurement noises V0(s), V1(s),… ,Vi(s) are white noises with zero

mean and covariance matrices RV0(s) =R0, RV1(s) = diag{R0,R1},… ,RVi(s) = diag
{R0,R1,… ,Ri}. The filter x̂(k ∣ k) is the projection of x(k) onto the linear space of



{
{Yl−1(s)}

k−dl−1
s=0 ,… , {Yi(s)}

k−di
s=k−di+1+1

,… , {Y0(s)}k
s=k−d1+1

}
.

In order to compute the projection, we define the innovation sequence as follows:

𝜀(s, i) = Yi(s) − ̂Y(s, i), i = 0, 1, 2,… , l − 1, (9)

where ̂Y(s, i) is the projection of Yi(s) onto the linear space of



{
{Yl−1(m)}k−dl−1

m=0 ,… , {Yi(m)}s−1
m=k−di+1+1

}
.

From (8)–(9), the innovation sequence is given as follows

𝜀(s, i) = diag{𝜉0(s)−𝜙0,… , 𝜉i(s)−𝜙i} ̄Bix(s)
+ diag{𝜙0, 𝜙1,… , 𝜙i} ̄Bix̃(s, i)+Vi(s), (10)
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here 𝜙i = diag{𝛼i1, 𝛼i2,… , 𝛼imi
}, x̃(s, i) = x(s) − x̂(s, i), the definition of x̂(s, i) is

same to ̂Y(s, i). We know that white noises 𝜀(s, 0), 𝜀(s, 1),… , 𝜀(s, l − 1) are inde-

pendent. Conveniently, we define that

Pi(s) = E{x̃(s, i)x̃T (s, i)},
D(s) = E{x(s)xT (s)}.

Based on (10) and Lemma 1, the recognized innovation covariance matrices are cal-

culated by

R
𝜀(s,i) = E{diag{𝜉0(s) − 𝜙0,… , 𝜉i(s) − 𝜙i} ̄Bix(s)xT (s) ̄Bi

T

diag{𝜉0(s) − 𝜙0,… , 𝜉i(s) − 𝜙i}
+ diag{𝜙0, 𝜙1,… , 𝜙i} ̄Bix̃(s, i)x̃T (s, i) ̄BT

i
diag{𝜙0, 𝜙1,…𝜙i}} + diag{R0,R1,… ,Ri}

= diag{𝜙0, 𝜙1,… , 𝜙i} ̄BiPi(s) ̄BT
i diag{𝜙0, 𝜙1,… , 𝜙i}

+ diag{R0,R1,… ,Ri}
+ diag{𝛱0,𝛱1,… ,𝛱i}⊙

(
̄BiD(s) ̄BT

i
)
, (11)

where

𝛱i =
⎡⎢⎢⎢⎣

𝛼i1(1 − 𝛼i1) 0 ⋯ 0
0 𝛼i2(1 − 𝛼i2) ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ 𝛼imi

(1 − 𝛼imi
)

⎤⎥⎥⎥⎦
.

Now, we deduce the covariance matrices of one-step ahead state estimation error

using the lemma as follows.

Lemma 2 The covariance matrices Pi(s + 1) submits to the Riccati difference equa-
tions following,

Pi(s + 1) = APi(s)AT + Q − APi(s) ̄BT
i diag{𝜙0, 𝜙1,… , 𝜙i}

R−1
𝜀(s,i)diag{𝜙0, 𝜙1,… , 𝜙i} ̄BiPi(s)AT

, (12)

Pl−1(0) = D(0), (13)

Pi(k − di + 1) = Pi−1(k − di + 1), (14)

where R
𝜀(s,i) is the one in (11), and D(s + 1) can be calculated using

D(s + 1) = AD(s)AT + Q (15)

with initial value D(0).
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Proof According to (1), it is readily to yield (15). On the basis of projection formula,

x̂(s + 1, i) is calculated

x̂(s + 1, i) = proj{x(s + 1) ∣ {𝜀(m, l − 1)}k−dl−1
m=0 ,… , {𝜀(m, i)}s

m=k−di+1+1
}

= Ax̂(s, i) + E{x(s + 1)𝜀T (s, i)}R−1
𝜀(s,i)𝜀(s, i)

= Ax̂(s, i) + KP(s, i)𝜀(s, i), (16)

here KP(s, i) = APi(s) ̄BT
i diag{𝜙0, 𝜙1,… , 𝜙i}R−1

𝜀(s,i). From (1) and (16), one has that

x̃(s + 1, i) = Ax̃(s, i) + n(s) − KP(s, i)𝜀(s, i). (17)

Therefore, the prediction error covariance is obtained by

Pi(s + 1) = E{x̃(s + 1, i)x̃T (s + 1, i)}
= APi(s)AT + Q − APi(s) ̄BT

i diag{𝜙0, 𝜙1,… , 𝜙i}R−1
𝜀(s,i)

diag{𝜙0, 𝜙1,… , 𝜙i} ̄BiPi(s)AT
,

which is (12). On the basis of the definitions of x̂(k − di + 1, i), we have x̂(k − di +
1, i) = x̂(k − di + 1, i + 1). The proof is accomplished. ∇

Now, we introduce the filter according to the projection formula in Hilbert space.

Theorem 1 In view of the system (1)–(2), the filter x̂(k ∣ k) can be computed by

x̂(k ∣ k) = x̂(k, 0) + P0(k)BT
0𝜙0R−1

𝜀(k,0)𝜀(k, 0), (18)

where, we calculate the estimation x̂(k, 0) by

x̂(s + 1, 0) = Ax̂(s, 0) + KP(s, 0)𝜀(s, 0) (19)

with initial value x̂(k − d1 + 1, 0) = x̂(k − d1 + 1, 1). x̂(k − d1 + 1, i) is gained by

x̂(s + 1, i) = Ax̂(s, i) + KP(s, i)𝜀(s, i) (20)

with x̂(k − di + 1, i) = x̂(k − di + 1, i + 1). And one calculates x̂(k − dl−1 + 1, l − 1)
by

x̂(s + 1, l − 1) = Ax̂(s, l − 1) + KP(s, l − 1)𝜀(s, l − 1) (21)

with initial value x̂(0, l − 1) = 0.

Proof Because x̂(k ∣ k) is the projection of x(k) onto the linear space of



{
{𝜀(s, l − 1)}k−dl−1

s=0 ,… , {𝜀(s, i)}k−di
s=k−di+1+1

,… , {𝜀(s, 0)}k
s=k−d1+1

}
,
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according to the projection theory, one has

x̂(k ∣ k) = proj{x(k) ∣ {𝜀(s, l − 1)}k−dl−1
s=0 ,… , {𝜀(s, i)}k−di

s=k−di+1+1
,… ,

{𝜀(s, 0)}k
s=k−d1+1

}

= x̂(k, 0) + P0(k)BT
0𝜙0R−1

𝜀(k,0)𝜀(k, 0), (22)

therefore, (18) is proved. The proof of (19) and (20) can be yielded from (16). The

proof is finished. ∇

Remark 3 Applying the reorganized innovation approach, we have deduced the opti-

mal filter by calculating Riccati equations (12) and one Lyapunov equation (15) of

𝐧 × 𝐧 dimension. On the other hand, if we let

X(k) =
[

xT (k), xT (k − d1),… , xT (k − dl−1)
]T
(𝐝𝐥−𝟏+𝟏)𝐧×𝟏

,

the delayed measurement equation (2) can be converted into a delay-free equation.

Further, the LMMSE estimator can be designed in terms of one Lyapunov equation

and one Riccati equation of (𝐝𝐥−𝟏 + 𝟏)𝐧 × (𝐝𝐥−𝟏 + 𝟏)𝐧 dimension. Hence the high

dimension Riccati equation related to the augmentation approach is avoided.

3.2 Design of the Optimal White Noise Estimator

We can export the optimal white-noise estimator n̂(s ∣ s + T) according to the inno-

vation sequences 𝜀(0), 𝜀(1),… , 𝜀(s + T). When T ≤ 0, it can be observed that n(s)
is independent of 𝜀(0), 𝜀(1),… , 𝜀(s + T). Then the estimator n̂(s ∣ s + T) is 0. When

N > 0, the optimal input white-noise smoother n̂(s ∣ s + T) is defined following

n̂(s ∣ s + T) = n̂(s ∣ s + T − 1) + E{n(s)𝜀T (s + T , i)}R−1
𝜀(s+T ,i)𝜀(s + T , i), (23)

where E{n(s)𝜀T (s + T , i)}R−1
𝜀(s+T ,i) is to be determined, such that

E{[n(s) − n̂(s ∣ s + T)][n(s) − n̂(s ∣ s + T)]T}

is minimized. On the basis of the projection formula, we can calculate the optimal

recursive input white-noise smoother n̂(s ∣ s + T).

Theorem 2 Consider the system (1)–(2), the optimal recursive input white-noise
smoother is given following

n̂(s ∣ s + T) = n̂(s ∣ s + T − 1) + Mn(s + T , i)𝜀(s + T , i),T = 1, 2… , (24)
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the initial value n̂(s ∣ s) = 0, and the smoother gain Mn(s + T) satisfies the equation
as follows

Mn(s + 1, i) = Q ̄BT
i diag{𝜙0, 𝜙1,… , 𝜙i}R−1

𝜀(s+1,i),

Mn(s + T , i) = Q
T−1∏
l=1

{𝛹T
p (s + l, i)} ̄BT

i diag{𝜙0, 𝜙1,… , 𝜙i}R−1
𝜀(s+T ,i),T > 1

𝛹p(s, i) = A − Kp(s, i)diag{𝜙0, 𝜙1,… , 𝜙i} ̄Bi.

The covariance matrix Pn(s + T) is derived following

Pn(s + T) = Pn(s + T − 1) + Mn(s + T , i)R
𝜀(s+T ,i)MT

n (s + T , i) (25)

with initial value Pn(s) = 0.

Proof Using the projection formula, one obtains

n̂(s ∣ s + T) = n̂(s ∣ s + T − 1)
+E{n(s)𝜀T (s + T , i)}R−1

𝜀(s+T ,i)𝜀(s + T , i) (26)

where E{n(s)𝜀T (s + T , i)}R−1
𝜀(s+T ,i) is determined. We know that

𝜀(s + T , i) = Yi(s + T) − ̂Yi(s + T)
= diag{𝜉0(s + T)−𝜙0,… , 𝜉i(s + T)−𝜙i} ̄Bix(s + T)
+ diag{𝜙0, 𝜙1,… , 𝜙i} ̄Bix̃(s + T , i) + Vi(s + T) (27)

x̃(s + 1, i) = x(s + 1, i) − x̂(s + 1, i)
= Ax̃(s, i) + n(s) − Kp(s, i)𝜀(s, i)
= 𝛹p(s, i)x̃(s, i) + n(s)
−Kp(s, i)[diag{𝜉0(s)−𝜙0,… , 𝜉i(s)−𝜙i} ̄Bix(s)
+Vi(s)] (28)

here, 𝛹p(s, i) = A − Kp(s, i)diag{𝜙0, 𝜙1,… , 𝜙i} ̄Bi. From (28), x̃(s + T , i) is derived

as follows

x̃(s + T , i) = 𝛹i(s + T , s)x̃(s, i) +
s+T∑

l=s+1
𝛹i(s + T , l)[n(l − 1)

−Kp(l − 1, i)(diag{𝜉0(l − 1) − 𝜙0,… , 𝜉i(l − 1) − 𝜙i}
̄Bix(l − 1) + Vi(l − 1))],T > 1, (29)
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where,

𝛹i(s + T , s + T) = I,
𝛹i(s + T , l) = 𝛹p(s + T − 1, i)…𝛹p(l, i), l < s + T .

Putting (28), (29) into (27), one has

𝜀(s + 1, i) = diag{𝜙0, 𝜙1,… , 𝜙i} ̄Bi{𝛹p(s, i)x̃(s, i) + n(s)
−Kp(s, i)[diag{𝜉0(s) − 𝜙0,… , 𝜉i(s) − 𝜙i} ̄Bix(s)
+Vi(s)]} + Vi(s + 1)
+ diag{𝜉0(s + 1) − 𝜙0,… , 𝜉i(s + 1) − 𝜙i} ̄Bix(s + 1),

𝜀(s + T , i) = diag{𝜙0, 𝜙1,… , 𝜙i} ̄Bi{𝛹i(s + T , s)x̃(s, i) +
s+T∑

l=s+1
𝛹i(s + T , l)

[n(l − 1)−Kp(l − 1, i)(diag{𝜉0(l − 1)−𝜙0,… , 𝜉i(l − 1)−𝜙i}
̄Bix(l − 1) +Vi(l − 1))]} + Vi(s + T) + diag{𝜉0(s + T) − 𝜙0,… ,

𝜉i(s + T) − 𝜙i} ̄Bix(s + T),T > 1.

From above equations, it is readily to obtain

E{n(s)𝜀T (s + 1, i)} = Q ̄BT
i diag{𝜙0, 𝜙1,… , 𝜙i},

E{n(s)𝜀T (s + T , i)} = Q
T−1∏
l=1

{𝛹T
p (s + l, i)} ̄BT

i diag{𝜙0, 𝜙1,… , 𝜙i},T > 1.

Considering that R
𝜀(s+T ,i) is invertible, we define

Mn(s + 1, i) = Q ̄BT
i diag{𝜙0, 𝜙1,… , 𝜙i}R−1

𝜀(s+1,i),

Mn(s + T , i) = Q
T−1∏
l=1

{𝛹T
p (s + l, i)} ̄BT

i diag{𝜙0, 𝜙1,… , 𝜙i}R−1
𝜀(s+T ,i),T > 1.

Next, we begin to derive the expression of Pn(s + T). According to (24), ñ(s ∣ s + T)
is gained by

ñ(s ∣ s + T) = ñ(s ∣ s + T − 1) − Mn(s + T , i)𝜀(s + T , i), (30)

so one gets (25). The proof is finished. ∇

Remark 4 According to projection formula and the optimal state estimator in The-

orem 1, one can gain the smoother in Theorem 2 directly. What has we finished in

this paper is the state estimator and white noise estimator for finite horizon, while the
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related work for infinite horizon has not been finished. In the future, we will solve the

problems about state estimator and white noise estimator for infinite horizon under

the condition that A is a stable matrix.

4 Numerical Example

Consider the following linear measurement-delay systems

x(k + 1) =
[
0.2 0.12
0.4 0.18

]
x(k) + n(k), (31)

y0(k) = 𝜉0(k)
[
1 1.5
2 1

]
x(k) + v0(k), (32)

y1(k) = 𝜉1(k)
[
1.2 1.4
2.3 1.8

]
x(k − d) + v1(k), (33)

with

x(0) =
[
−1
1

]
, x̂(0, 1) =

[
0
0

]
, D(0) = P(0) =

[
1 −1
−1 1

]
, 𝜙0 = diag{0.85, 0.73},

𝜙1 = diag{0.79, 0.89}, R0 = R1 = I2×2, Q =
[
1 1
1 1

]
. n(k), v0(k) and v1(k) are white

noises with zero mean and covariances Q, R0 and R1, respectively. We adopt d = 15,

N = 100 in this simulation.

Primarily, according to Theorem 1, we give the simulation results in Figs. 1 and 2,

where we can observe that the filter with additional measurement-delay channel

Fig. 1 The first state

component x1(k) and the

filter x̂(k ∣ k)
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Fig. 2 The second state

component x2(k) and the

filter x̂(k ∣ k)
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Fig. 3 The first state

component x1(k) and the

filter x̂(k ∣ k)
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represented by red line tracks the true state x(k) better than the filter without

measurement-delay channel shown by green line. It suggests that the information

coming from the measurement-delay channel is also important.

Then, we consider the influence of different packet dropping rate case,

Case 1 ∶ 𝜙0 = diag{0.45, 0.43}, 𝜙1 = diag{0.37, 0.5},
Case 2 ∶ 𝜙0 = diag{0.83, 0.75}, 𝜙1 = diag{0.78, 0.9}.

The results are appeared in Figs. 3 and 4, where the filter for case 1 is represented

by green line and the filter for case 2 is shown by the red line. It is shown in Figs. 3
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Fig. 4 The second state

component x2(k) and the

filter x̂(k ∣ k)
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and 4 that the filter for case 2 tracks the true state better. The reason is that the filter

in case 2 is gained with more information than the filter in case 1.

5 Conclusion

In this paper, we have investigated the LMMSE state estimation and noise estima-

tion for discrete-time system with time delay and random packet loss, which is mod-

eled by an independent and identically distributed Bernoulli process. First, the opti-

mal state estimator has been designed by using the reorganized innovation analysis

approach. The solution to state estimator has been provided by calculating l Riccati

difference equations and one Lyapunov difference equation. Next, an optimal input

white-noise estimation has been put forward based on innovation analysis approach

and state estimation mentioned above. Finally, a numerical example has been offered

to show the effectiveness of the proposed approach. These works about the state esti-

mator and noise estimator are only for finite horizon. In the future, we will solve

problems about the state estimator and noise estimator for infinite horizon under the

condition that A is a stable matrix.
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Adaptive Dynamic Surface Control
for Dual-Motor Driving System with H∞
Performance

Minlin Wang and Xuemei Ren

Abstract In this paper, a novel adaptive tracking control method is proposed for
the dual-motor driving system (DDS) with parameter uncertainties and external
disturbances. The DDS is a multi-variable, nonlinear and strong-coupling system
which increases the difficulty of the controller design. To handle this problem, a set
of alternative state variables is introduced to transform the DDS into a strict
feedback form. Based on the transformed system, an adaptive controller is con-
structed by integrating the H ∞ technique into the dynamic surface control to
guarantee that the output tracking error satisfies the H ∞ performance. More
importantly, the designed controller cannot only attenuate the influences of external
disturbances on the system output, but also have a strong robustness for system
parameter variations. Simulation results are conducted to validate the effectiveness
of the proposed method.

Keywords Dual-motor driving system ⋅ Adaptive control ⋅ H ∞ perfor-
mance ⋅ Dynamic surface control

1 Introduction

With the development of technology, servo system has been widely used in the
industry and military, which usually employs one motor to drive the load. However,
for the large inertia and power servo system, signal-motor driving system cannot
meet the requirement of the driving force and power. Thus, the control method for
the dual-motor driving system has drawn a wide attention and successfully applied
in the radar antenna system [1] and the artillery control system [2]. The difficulties
existing in this control system are the parameter uncertainties and the external
disturbances which may degrade the control performance of DDS [3]. To overcome
these difficulties, many robust control techniques have been proposed. Li [4]
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presented a robust adaptive sliding mode control scheme for a class of uncertain
nonlinear systems with fast transient performance. Guan [5] proposed a nonlinear
adaptive robust control method for a single-rod electro-hydraulic actuator with
unknown nonlinear parameters. In order to obtain a high control performance of a
turntable servo system, Zhang [6] developed an adaptive robust controller based on
the dynamic surface control approach. Although the above approaches can guar-
antee the boundedness of the tracking error by Lyapunov theory, the effect of the
external disturbances is rarely analyzed.

To attenuate the effect of the external disturbances on the system output, Sun [7]
firstly integrated the H ∞ control into the backstepping controller design. This
method can not only achieve the asymptotic stability of tracking error but also make
the system satisfy the H ∞ performance. However, the backstepping algorithm
needs repetitive differentiations for the nonlinear components of the model, which
will significantly increase the complexity of the controller design due to the “dif-
ferential explosion”. To deal with this drawback, this paper presents an adaptive
controller which combines the dynamic surface control with the H ∞ technique.
The external disturbances considered here do not conform to the unmatched
conditions, which are suppressed by introducing another feedback term into the
controller design. Thus, the H ∞ tracking performance and robust stability can be
achieved for the control system based on the Lyapunov stability theorem.

2 Dynamic Model of a Dual-Motor Driving System

Without losing generality, the mechanical dynamics of dual-motor driving system
[3] can be described by

Jiθï + biθi̇ +Ti = ui

Jmθm̈ + bmθṁ = ∑
2

i=1
Ti

8
><

>:
, ð1Þ

where θi, θmði=1, 2Þ are the motor angular position and the load angular position,
Ji, Jm represent the motor inertia and the load inertia, bi, bm represent the motor
viscous friction coefficient and the load viscous friction coefficient, ui is the control
input, Ti denotes the transmission torque between the motor and the load.

The backlash nonlinearity considered here uses the dead-zone model expressed
as

Ti = kf ðziðtÞÞ=
kðziðtÞ− αÞ ziðtÞ≥ α
0 ziðtÞj j < α
kðziðtÞ+ αÞ ziðtÞ≤ − α

8
<

:
, ð2Þ

336 M. Wang and X. Ren



where ziðtÞ= θi − θm, k>0 is the stiffness coefficient and 2α>0 is the backlash
width parameter. Then, f ðziðtÞÞ in Eq. (2) can be rewritten as:

f ðziðtÞÞ= ziðtÞ+ dαðziðtÞÞ, ð3Þ

where dαðziðtÞÞ=
− α ziðtÞ≥ α
− ziðtÞ ziðtÞj j < α
α ziðtÞ≤ − α

8
<

:
. ð4Þ

Define the load angular position, load angular velocity, motor angular position
and motor angular velocity as the state variables, i.e.,
½x1, x2, x3i, x4i�T = ½θm, θm, θi, θi�T , the DDS can be expressed in a state space form as

x1̇ = x2 + d1ðtÞ
x2̇ = − bm

Jm
x2 + k

Jm
∑
2

i=1
ðx3i − x1Þ+ k

Jm
∑
2

i=1
dαðziÞ+ d2ðtÞ

x3̇i = x4i + d3iðtÞ
x4̇i = 1

Ji
ui − bi

Ji
x4i − k

Ji
ðx3i − x1Þ− k

Ji
dαðziÞ+ d4iðtÞ

y= x1

8
>>>>>><

>>>>>>:

, ð5Þ

where d1ðtÞ, d2ðtÞ, d3iðtÞ, d4iðtÞ∈L2 are the external disturbances.
Since all the motors in DDS are the same, we can assume that

J = J1 = J2, b= b1 = b2. By defining the state variables as x3 = ∑2
i=1 x3i,

x4 = ∑2
i=1 x4i and the control u= ∑2

i=1 ui, we rewrite the system (5) in a strict
feedback form as

x1̇ = x2 + d1
x2̇ = x3 + f1 + d2
x3̇ = x4 + d3
x4̇ = J − 1u+ f2 + d4
y= x1

8
>>>><

>>>>:

, ð6Þ

where f1 =wT
1ϕ1 = − k

Jm
− bm

Jm
ð k
Jm

− 1Þ
h i

2x1 − ∑2
i=1 dαðziÞ x2 x3

� �T
,

f2 =wT
2ϕ2 = − k

J − b
J

� �
x3 + ∑2

i=1 dαðziÞ− 2x1 x4
� �T

, d3 = ∑2
i=1 d3i and

d4 = ∑2
i=1 d4i.

The control objective of this paper can be stated as: for any given γ>0, find an
adaptive controller u and positive storage function V such that the following
dissipativity inequality holds for any final time T >0:

VðTÞ−Vð0Þ≤
Z T

0
ðγ2 dk k2 − e1k k2Þdt, ð7Þ
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where e1 = y− yd, d is external disturbance given in the latter and the L2 gain from
the disturbance to the output of the system is smaller than or equal to γ, where γ is a
disturbance attenuation constant.

3 Adaptive Controller Design

As mentioned before, the control objective of this section is to design an adaptive
tracking controller with a prescribed H ∞ performance (7). For system (6), the
surface error is defined as

ei = xi − αi− 1, ði=1, 2, 3, 4Þ ð8Þ

where α0 = yd is the reference trajectory and α1, α2, α3 are the virtual control inputs
which will be given later on by the first order filter.

Define the boundary layer error as

yj = αj − α*j , ðj=1, 2, 3Þ ð9Þ

where α*j is the stabilizing function which will also be designed later on. The design
procedure for the adaptive dynamic surface controller is derived below.

Step1: According to the system (6), the derivative of the tracking error e1 is
obtained as

e1̇ = x2 + d1 − yḋ. ð10Þ

Consider the first Lyapunov function as

V1 =
1
2
e21, ð11Þ

then its derivative along the solution (10) is

V ̇1 = e1ðx2 + d1 − yḋÞ
= e1ðe2 + y1 + α*1 + d1 − yḋÞ.

ð12Þ

To make (12) negative definite, α*1 is selected as

α*1 = − c1e1 −
e1

ð2γ1Þ2
+ yḋ, ð13Þ

where c1 > 0 and γ1 > 0 are designed constants. Substituting (13) into (12) yields
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V ̇1 = e1ðe2 + y1 − c1e1 −
e1

ð2γ1Þ2
+ d1Þ

= − c1e21 + e1ðe2 + y1Þ− e21
ð2γ1Þ2

+ d1e1

≤ − c1e21 + e1ðe2 + y1Þ+ γ21d
2
1.

ð14Þ

Step2: Let α*1 pass through a first-order filter as follows:

T1α̇1 + α1 = α*1, α1ð0Þ= α*1ð0Þ, ð15Þ

where T1 is a time constant. The second Lyapunov candidate is chosen as

V2 =V1 +
1
2
e22 +

1
2
y21 +

1
2
w̃T
1 P

− 1
1 w̃1, ð16Þ

where P1 > 0 is the diagonal constant matrix and w̃1 =w1 − ŵ1 is the estimated error
vector, then its derivative is computed as

V 2̇ =V ̇1 + e2e2̇ + y1y1̇ − w̃T
1 P

− 1
1 ẇ̂1

=V ̇1 + e2 x3 + f1 + d2 − α1̇ð Þ+ y1y1̇ − w̃T
1 P

− 1
1 ẇ̂1

=V ̇1 + e2 e3 + y2 + α*2 +wT
1ϕ1 + d2 − α̇1

� �
+ y1y1̇ − w̃T

1 P
− 1
1 ẇ̂1.

ð17Þ

If we choose the stabilizing function and the adaptive law as

α*2 = − c2e2 −
e2

ð2γ2Þ2
− ŵT

1ϕ1 + α̇1, ð18Þ

ẇ̂1 =P1e2ϕ1, ð19Þ

where c2 > 0 and γ2 > 0 are designed constants, (17) can be rewritten as

V ̇2 =V ̇1 + e2 e3 + y2ð Þ− c2e22 −
e22

ð2γ2Þ2
+ d2e2 −

y21
T1

− y1α ̇*1

≤ − c1e21 − c2e22 + e1 e2 + y1ð Þ+ e2 e3 + y2ð Þ

+ γ21d
2
1 + γ22d

2
2 −

y21
T1

− y1α̇*1.

ð20Þ

Step3: Let α*2 pass through another first-order filter as follows:
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T2α̇2 + α2 = α*2, α2ð0Þ= α*2ð0Þ, ð21Þ

where T2 is a time constant. The third Lyapunov candidate is chosen as

V3 =V2 +
1
2
e23 +

1
2
y22, ð22Þ

whose derivative is shown as

V ̇3 =V ̇2 + e3e3̇ + y2y2̇

=V ̇2 + e3 x4 + d3 − α̇2ð Þ+ y2y2̇

=V ̇2 + e3 e4 + y3 + α*3 + d3 − α2̇
� �

+ y2y2̇.

ð23Þ

If we choose the stabilizing function

α*3 = − c3e3 −
e3

ð2γ3Þ2
+ α ̇2, ð24Þ

where c3 > 0 and γ3 > 0 are designed constants, (24) can be rewritten as

V ̇3 =V ̇2 + e3 e4 + y3ð Þ− c3e23 −
e23

ð2γ3Þ2
+ d3e3 −

y22
T2

− y2α̇*2

≤ − c1e21 − c2e22 − c3e23 + e1 e2 + y1ð Þ+ e2 e3 + y2ð Þ+ e3 e4 + y3ð Þ

+ γ21d
2
1 + γ22d

2
2 + γ23d

2
3 −

y21
T1

− y1α ̇*1 −
y22
T2

− y2α ̇*2.

ð25Þ

Step4: Let α*3 pass through another first-order filter as follows:

T3α̇3 + α3 = α*3, α3ð0Þ= α*3ð0Þ, ð26Þ

where T3 is a time constant. The final Lyapunov candidate is selected as

V =V3 +
1
2
e24 +

1
2
y23 +

1
2
w̃T
2 P

− 1
2 w̃2 +

1
2pJ

J
2̃ ð27Þ

where P2 > 0 is the diagonal constant matrix, w̃2 =w2 − ŵ2 is the estimated error
vector, p>0 is an adaptive gain coefficient and J ̃= J − J ̂ is the estimated error of J,
then its derivative is computed as
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V ̇=V ̇3 + e4e4̇ + y3y3̇ − w̃T
2 P

− 1
2 ẇ̂2 −

1
pJ

JJ̃ ̂̇

=V 3̇ + e4 J − 1u+ f2 + d4 − α ̇3
� �

+ y3y3̇ − w̃T
2 P

− 1
2 ẇ̂2 −

1
pJ

JJ̃ ̂.̇
ð28Þ

The final control law can be specified as

u= Jû′ = J ð̂− c4e4 −
e4

ð2γ4Þ2
− ŵT

2ϕ2 + α̇3Þ ð29Þ

with its adaptive laws

ẇ̂2 =P2e4ϕ2, J ̂̇= − pe4u′, ð30Þ

where J ̂ is the estimated value of J, c3 > 0 and γ3 > 0 are designed constants.
Substituting control (29) and its adaptive law (30) into (28), one has

V ̇=V ̇3 − c4e24 −
e24

ð2γ4Þ2
+ d4e4 −

y23
T3

− y3α̇*3

≤ − c1e21 − c2e22 − c3e23 − c4e24 + e1 e2 + y1ð Þ+ e2 e3 + y2ð Þ+ e3 e4 + y3ð Þ

+ γ21d
2
1 + γ22d

2
2 + γ23d

2
3 + γ24d

2
4 −

y21
T1

− y1α ̇*1 −
y22
T2

− y2α ̇*2 −
y23
T3

− y3α ̇*3.

ð31Þ

As α̇*1 = − ðc1 + 1
ð2γ1Þ2

Þðx2 + d1 − yḋÞ+ yd, α ̇*2 = − ðc2 + 1
ð2γ2Þ2

Þðx3 + f1 + d2 − α ̇1Þ
− ẇ̂T

1ϕ1 − ŵT
1ϕ1 + α̈1 and α̇*3 = − ðc3 + 1

ð2γ3Þ2
Þðx4 + d3 − α̇2Þ+ α2̈ are all bounded,

there exists a positive constant βiði=1, 2, 3Þ such that α̇*1
�� ��≤ βi.

Using Young’s inequalities eiei+1j j≤ e2i
2 + e2i+1

2 , eiyij j≤ e2i
2 + y2i

2 and

βiyij j≤ γ2

4 + β2i y
2
i

γ2 in (31) yields

V ̇≤ − ðc1 − 1Þe21 − ðc2 − 3
2
Þe22 − ðc3 − 3

2
Þe23 − ðc4 − 1

2
Þe24

− ð 1
T1

−
1
2
−

β21
γ2
Þy21 − ð 1

T2
−

1
2
−

β22
γ2
Þy22 − ð 1

T3
−

1
2
−

β23
γ2
Þy23

+ γ21d
2
1 + γ22d

2
2 + γ23d

2
3 + γ24d

2
4 +

3
4
γ2,

ð32Þ

where γ =max½ γ1 γ2 γ3 �.
By defining c*1 = c1 − 1, c*2 = c2 − 3

2 , c
*
3 = c3 − 3

2 , c
*
4 = c4 − 1

2 and

T*
i = ð 1Ti − 1

2 −
β2i
γ2Þ, one obtains
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V ̇≤ − ∑
4

i=1
c*i e

2
i − ∑

3

i=1
T*
i y

2
i + γ2 ∑

4

i
ðd2i +

3
4
Þ≤ − c*1e

2
1 + dTγ2d, ð33Þ

where d= d1 d2 d3 d4
ffiffiffi
3

p
2̸

� �T .
If we choose the parameter c*1 > 1 and integrate (33) from 0→ T , it yields

VðTÞ−Vð0Þ≤ − c*1

Z T

0
e1k k2dt+ γ2

Z T

0
dk k2dt≤

Z T

0
ðγ2 dk k2 − e1k k2Þdt, ð34Þ

which indicates that the H ∞ performance (7) is achieved.

4 Simulation Results

In this section, simulation results are performed to demonstrate the tracking
performance of the proposed method for the dual-motor driving system. The
system parameters for simulation are selected as J =0.5, b=0.5, Jm =2,
bm =2, k =1, α=0.2 and the external disturbances are selected as
d1 = 1+ sinðtÞ, d2 = 0.5 + expð− 2tÞ, d3 = − 0.8+ 0.6 cosð2tÞ, d4 = 0.3.

The controller parameters are selected based on the stability requirement for the
control system, i.e., c*i >0, T*

i >0 and γ >0, etc. To obtain the best performance of
the control system, the control parameters are given through a trial-and-error
method as c1 = 2, c2 = 8, c3 = 20, c4 = 25, T1 = T2 =T3 = 0.1,P1 = diag
ð0.4, 0.2, 0.4Þ, P2 = diag ð0.001, 0.006Þ, p=0.001.

The sampling time/interval is 0.001 s, and the initial values of system states are
x1ð0Þ=0, x2ð0Þ=0, x3ð0Þ=0, x4ð0Þ=0, ŵ1ð0Þ= − 2 − 3 1½ �,
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Fig. 1 Tracking performance
for γ =0.2
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ŵ2ð0Þ= − 1 − 2½ �, J ð̂0Þ=1. A sinusoidal signal yd = sinð13 tÞ+ cosðtÞ is
employed as the reference.

It can be seen from Fig. 1 that the proposed control system exhibits very good
tracking performance under the conditions of uncertain parameters and
time-varying external disturbances. Figure 2 shows that the estimated parameters
will converge to the true value after a period time.

5 Conclusions

This paper presents a novel adaptive control scheme for the dual-motor driving
system in the presence of parameter uncertainties and external disturbances. The
proposed controller integrates the H ∞ control into the dynamic surface controller
design which guarantees that the H ∞ performance is satisfied. Simulation results
indicate that the uncertain parameters are estimated and the good tracking perfor-
mance is achieved.
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Stabilization of a Class of Uncertain
Nonlinear System via Fractional Sliding
Mode Controller

Yuxiang Guo and Baoli Ma

Abstract In this paper, a novel fractional sliding mode control scheme is suggested

to stabilize a second-order uncertain nonlinear system. The proposed sliding mani-

folds, which will converge to the origin in finite time by utilizing a classical quadratic

Lyapunov function, ensures the reduction of the chattering phenomenon during the

control process. Based on Lyapunov’s stability theorem, the closed-loop system can

be stabilized to the origin in the future time. Some results about the control and sta-

bilization of such nonlinear systems, when the fractional sliding mode controller is

used, are illustrated in this paper. Finally, an example with numerical simulations is

provided to show the validity and feasibility of the proposed method.

Keywords Caputo derivative ⋅ Integer-order dynamical systems ⋅ Fractional slid-

ing manifold ⋅ Stable

1 Introduction

The theory of integrals and derivatives of fractional order has attracted increas-

ing attentions in the last decades. It is usually introduced to design the different

controllers for the practical engineering problems, such as, fractional order-PI𝜆D𝜇

controllers [1, 2], fractional-order adaptive controllers [3, 4] fractional-order adap-

tive high gain controllers [5, 6], and so on. As we all know, the sliding mode

control (SMC) method for the nonlinear dynamical systems [7–9] has been stud-

ied extensively due to its robustness and simplicity. Meanwhile, many improved

SMC schemes [10–12] were applied widely in mechanical systems, electrical cir-

cuit systems, and other control systems, we will not go into much detail here. With

the development of fractional calculus, many authors devised fractional-order SMC

scheme for fractional dynamical systems [13–15] that ensures the trajectory going
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into the sliding manifold within a finite time and decaying towards zero in the future

time. Recently, Refs. [16, 17] have introduced fractional-order SMC technique with

Riemann–Liouville derivatives to integer-order dynamical systems. It is well known

that Caputo fractional derivative is frequently used in engineering disciplines since

its initial conditions take the forms more similar to the traditional integer-order deriv-

atives. Then how to design a fractional sliding mode controller with Caputo deriva-

tive, such that it can control and stabilize integer-order dynamical systems by using

a classical quadratic Lyapunov function candidate.

Motivated by the previous works, in this paper, a novel fractional SMC scheme

with Caputo derivative for controlling a coupled second-order nonlinear system will

be constructed. It is found that the state trajectories of the system could reach the

sliding manifold s(t) = 0 in finite time by choosing a classical quadratic Lyapunov

function. Based on Lyapunov’s stability theorem, the reduced-order system will be

stabilized to the origin in the future time. Two main theorems about such results in

this paper are illustrated. It should be pointed out in the proof of the obtained results,

some limitations are overcome, when non-smooth function as a Lyapunov function

candidate is used. An example with numerical simulations is provided to show the

validity and feasibility of the proposed method.

Notations: ℝ+
and ℤ+

are the sets of positive real and integer numbers, respec-

tively, while ℝ denotes the real numbers. ℝn
represents the n-dimensional Euclid-

ean space. For a vector x = [x1, x2,… , xn]T ∈ ℝn
, let us use ‖x‖2 =

√∑n
i=1 |xi|2 to

denote the Euclidean norm of vector x. We denote by Lp(ℝ+), (1 ≤ p ≤ ∞) the set

of those Lebesgue complex-valued measurable functions on ℝ+
.
CD𝛼

and 0I𝛼t denote

the Caputo fractional derivative of fractional-order 𝛼 ∈ ℝ+
and Riemann–Liouville

fractional integral of order 𝛼 ∈ ℝ+
on [0, t], respectively.

2 Preliminaries

In this section, we recall several basic definitions and properties of fractional opera-

tors which will be needed later. More detailed information related to fractional oper-

ators can be found in the literature [18, 19]. Without loss of generality, the lower

limit of all fractional integrals and derivatives is supposed to be zero throughout the

paper.

Definition 1 Let x(t) be a continuous function on an interval [0, b]. The Riemann–

Liouville fractional integral of order 𝛼 ∈ ℝ+
is defined as

0I𝛼t x(t) =
1

𝛤 (𝛼) ∫

t

0
(t − 𝜏)𝛼−1x(𝜏)d𝜏, (t > 0, 𝛼 > 0), (1)

where 𝛤 is the Gamma function 𝛤 (s) = ∫
+∞
0 ts−1e−tdt.
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Definition 2 The Caputo fractional derivative with order 𝛼 ∈ ℝ+
of function x(t) is

defined by

C
0D

𝛼

t x(t) =
1

𝛤 (n − 𝛼) ∫

t

0
(t − 𝜏)n−𝛼−1x(n)(𝜏)d𝜏, (t > 0), (2)

where 0 < n − 1 < 𝛼 ≤ n, x(n)(𝜏) denotes the n-th derivative of x with respect to 𝜏.

Furthermore, when 0 < 𝛼 < 1, it holds

C
0D

𝛼

t x(t) =
1

𝛤 (1 − 𝛼) ∫

t

0
(t − 𝜏)−𝛼x′(𝜏)d𝜏 = 0I1−𝛼t x′(t), (t > 0), (3)

Property 1 ([19]) Let x(t) ∈ L1(ℝ+). If 0 < 𝛼 < 1, then

C
0D

𝛼

t (0I
𝛼

t x(t)) = x(t), (t > 0).

Property 2 ([20]) If 0 < 𝛼 < 1, for Caputo fractional derivative, then

C
0D

1−𝛼
t (C0D

𝛼

t x(t)) =
C
0D

𝛼

t (
C
0D

1−𝛼
t x(t)) = x′(t).

Property 3 ([19]) The fractional integration operator 0I𝛼t is bounded in Lp[0, b],
(1 ≤ p ≤ ∞) and satisfies

‖0I𝛼t x(t)‖p ≤ K‖x(t)‖p, (K = bRe(𝛼)
Re(𝛼)|𝛤 (𝛼)| ,Re(𝛼) > 0, 𝛼 ∈ C).

3 Main Results

3.1 Problem Statement

A coupled second-order nonlinear system is expressed as

{ ẋ1(t) = x2(t),
ẋ2(t) = f (t, x) + g(x)u + h(t, x),

(4)

where x(t) = [x1(t), x2(t)]T is the state of system, g(x) ≠ 0 is a smooth nonlinear

function of x, u is a control input of the system, f (t, x) represents the nonlinear

function of the system, h(t, x) denotes the model uncertainties and external distur-

bances of the system. For the convenience of study, we assume that any influence

of the past process history which has not been taken into account can effectively be

merged into the ‘perturbation term’ h(t, x) that satisfies ‖h(t, x)‖ ≤ 0 I1−𝛼t 𝛿ht𝛼 and‖C0D1−𝛼
t h(t, x)‖ ≤ 𝛿ht𝛼 , where 𝛼 ∈ (0, 1) is a real constant and 𝛿h is a known positive

constant.



348 Y. Guo and B. Ma

Besides, since fractional calculus has the memory, calculation of the fractional

derivative of variable x(t) requires the information of all the variable past on an

infinite time interval. In the present paper, it is assumed that the initialization function

x(t) of fractional-order systems involving Caputo derivative is a constant function

of time (or null), and x(t) = x(0+) for t ≤ 0. For a comprehensive treatment of the

initialization issue of fractional derivatives, the reader may consult the literature [21,

22]. In the rest of this section, a novel fractional sliding mode control scheme and

its stability analysis are proposed, respectively.

3.2 Design of Fractional Sliding Mode Controller

The following fractional sliding manifold with Caputo derivative is proposed

s(t) = 𝛽0I𝛼t x1(t) + 𝛾

C
0D

1−𝛼
t x1(t) + C

0D
1−𝛼
t x2(t), (5)

where 𝛼 ∈ (0, 1), 𝛽 and 𝛾 are real positive constants.

Taking Caputo type fractional derivative from both sides of (5), according to

Properties 1 and 2, one gets

C
0D

𝛼

t s(t) = 𝛽x1(t) + 𝛾 ẋ1(t) + ẋ2(t). (6)

Substituting (4) into (6) results in:

C
0D

𝛼

t s(t) = 𝛽x1(t) + 𝛾x2(t) + f (t, x) + g(x)u + h(t, x). (7)

Now, we want to design a robust control law that constrains the motion of the system

to the surface s(t) = 0 in a given finite time. Once the trajectory reaches the manifold,

it cannot go away from it in the subsequent time. To this end, the following control

law is proposed.

u = −1
g(x)

(
𝛽x1(t) + 𝛾x2(t) + f (t, x) + 0I1−𝛼t 𝛿ht𝛼

+𝜀0I1−𝛼t signqs(t) + 𝜎0I1−𝛼t s(t)

)
, (8)

where signqs(t) = sgn(s(t))|s(t)|q, q ∈ (0, 1) is a real constant, 𝜀 and 𝜎 are real posi-

tive switching coefficients.

Since the motion of the system consists of a reaching phase and a sliding phase, we

start by proving that the state trajectory x(t) converges to the sliding surface s(t) = 0.

Subsequently, the following theorem is presented.

Theorem 1 Suppose that system (4) is controlled by the feedback control law (8),
then all the state trajectories of this system will converge to the sliding manifold
s(t) = 0 within the finite time Tr ≤

1
𝜎(1−q)

ln(1 + 𝜎

𝜀

‖s(0)‖1−q2 ), where ‖ ⋅ ‖2 represents
the Euclidean norm.
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Proof Let us consider the following Lyapunov function candidate, which is positive

definite.

V = 1
2
s2(t).

Taking the time derivative from both sides of Lyapunov function candidate,

one has

̇V = s(t)ṡ(t) = s(t)C0D
1−𝛼
t (C0D

𝛼

t s(t)). (9)

Substituting (7) and (8) into (9), we have

̇V = s(t)C0D
1−𝛼
t (h(t, x) − 0I1−𝛼t 𝛿ht𝛼 − 𝜀0I1−𝛼t signqs(t) − 𝜎0I1−𝛼t s(t))

≤ −𝜀|s(t)|q+1 − 𝜎(s(t))2. (10)

Consequently, one gets

̇V ≤ −𝜀|s(t)|q+1.
Rewriting the above inequality, we obtain that

̇V ≤ −𝜀‖s(t)‖q+12 .

Thus by [23, Theorem 8], it can be concluded that all trajectories will asymptotically

converge to the sliding manifold s(t) = 0.

From the formula (10), one gets

̇V = dV
dt

≤ −𝜀|s(t)|q+1 − 𝜎(s(t))2 = −𝜀(2V)
q+1
2 − 𝜎(2V).

Hence it can be concluded that

dt ≤ − dV

𝜀(2V)
q+1
2 + 𝜎(2V)

= −1
2

(2V)−
1
2 d(2V)

𝜀(2V)
q
2 + 𝜎(2V)

1
2

= − d(2V)
1
2

𝜀(2V)
q
2 + 𝜎(2V)

1
2

= −
d‖s(t)‖2

𝜀‖s(t)‖q2 + 𝜎‖s(t)‖2
= −

‖s(t)‖−q2 d‖s(t)‖2
𝜀 + 𝜎‖s(t)‖1−q2

= − 1
𝜎(1 − q)

d(𝜎‖s(t)‖1−q2 )

𝜀 + 𝜎‖s(t)‖1−q2

. (11)
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Taking integral of both sides of formula (11) from 0 to tr and let s(tr) = 0, we have

tr ≤ − 1
𝜎(1 − q) ∫

tr

0

d(𝜎‖s(t)‖1−q2 )

𝜀 + 𝜎‖s(t)‖1−q2

= − 1
𝜎(1 − q)

ln(𝜀 + 𝜎‖s(t)‖1−q2 )|||
tr

0

= 1
𝜎(1 − q)

ln(1 + 𝜎

𝜀

‖s(0)‖1−q2 ).

Let Tr be the finite time that it is taken to travel from s(0) ≠ 0 to s(tr) = 0 for any

arbitrary initial time zero. From the above results, it is clear that the system states

will reach the sliding mode s = 0 within the finite time Tr, which satisfies

Tr = tr − 0 ≤
1

𝜎(1 − q)
ln(1 + 𝜎

𝜀

‖s(0)‖1−q2 ).

This completes the proof.

Remark 1 If 𝜀 is chosen large enough, the convergence time of system can be sig-

nificantly shorter, which implies that the trajectory of system has a faster rate at the

crossing of the sliding surface s(t) = 0. As for a parameter 𝜎, it may have the same

effect in the improved convergence performance of the system.

Remark 2 It should be noted that the new proposed fractional sliding mode surface

(5) and control law (8) overcome the singularity problem in the conventional terminal

sliding mode methods.

Under the obtained sliding surface Eq. (5) and the control law (8), the system

dynamics is governed by the following nonlinear differential equation

{
ẋ1(t) = x2(t),
ẋ2(t) = h(t, x) − 𝛽x1(t) − 𝛾x2(t) − 𝜀 0I1−𝛼t signqs(t) − 𝜎0I1−𝛼t s(t) − 0I1−𝛼t 𝛿ht𝛼

(12)

Then, the stabilization problem of system (4) is equivalent to analyze the stability

of the origin x(t) = 0 of system (12). In what follows, we investigate the globally

asymptotic stability of this system state.

Theorem 2 Under the obtained sliding surface Eq. (5) and the control law (8), the
closed-loop system (4) is globally uniformly asymptotically stable.

Proof Let us consider the following Lyapunov function candidate, which is positive

definite.

L = 1
2
𝛽x21(t) +

1
2
x22(t).
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Taking the time derivative of the above formula, one has

̇L = 𝛽x1(t)ẋ1(t) + x2(t)ẋ2(t)

= 𝛽x1(t)x2(t) + x2(t)(h(t, x) − 𝛽x1(t) − 𝛾x2(t) − 𝜀 0I1−𝛼t signqs(t) − 𝜎0I1−𝛼t s(t) − 𝛿h0I1−𝛼t t𝛼)

= −𝛾x22(t) − x2(t)
[

1
𝛤 (1 − 𝛼) ∫

t

0

𝜀signqs(𝜏) + 𝜎s(𝜏)
(t − 𝜏)𝛼

d𝜏
]
+ x2(t)(h(t, x) − 𝛿h0I1−𝛼t t𝛼)

≤ −𝛾x22(t) + |x2(t)|
[

1
𝛤 (1 − 𝛼) ∫

t

0

𝜀|s(𝜏)|q + 𝜎|s(𝜏)|
(t − 𝜏)𝛼

d𝜏
]

(13)

Note that, once the trajectory reaches the sliding surface within the finite time tr,
it stays in the manifold s = 0 for all future time, as seen from the formula (10); that

is, s(𝜏) = 0 for 𝜏 ∈ [tr,+∞). Therefore, for all t > tr ≥ 0, one has

∫

t

0

𝜀|s(𝜏)|q + 𝜎|s(𝜏)|
(t − 𝜏)𝛼

d𝜏 =
∫

tr

0

𝜀|s(𝜏)|q + 𝜎|s(𝜏)|
(t − 𝜏)𝛼

d𝜏 +
∫

t

tr

𝜀|s(𝜏)|q + 𝜎|s(𝜏)|
(t − 𝜏)𝛼

d𝜏

=
∫

tr

0

𝜀|s(𝜏)|q + 𝜎|s(𝜏)|
(t − 𝜏)𝛼

d𝜏. (14)

By the proof of Theorem 1, it is clear to see that the variable s satisfies the following

equation

ṡ(t) = −𝜀signqs(t) − 𝜎s(t). (15)

Then, for any s(0) ≠ 0 and t > 0, the condition sṡ ≤ 0 in the set {|s| ≤ |s(0)|} makes

it positively invariant. Hence, it follows from (13) and (14) that

̇L ≤ −𝛾x22(t) + |x2(t)|
[
𝜀|s(0)|q + 𝜎|s(0)|

𝛤 (1 − 𝛼) ∫

tr

0

d𝜏
(t − 𝜏)𝛼

]

= −𝛾x22(t) + |x2(t)|
[
𝜀|s(0)|q + 𝜎|s(0)|

𝛤 (2 − 𝛼)
[t1−𝛼 − (t − tr)1−𝛼]

]

For any t > tr ≥ 0 and 𝛼 ∈ (0, 1), one gets t1−𝛼 = (tr + t − tr)1−𝛼 ≤ t1−𝛼r + (t − tr)1−𝛼 .

Then

̇L ≤ −𝛾x22(t) + |x2(t)|
[
𝜀|s(0)|q + 𝜎|s(0)|

𝛤 (2 − 𝛼)
t1−𝛼r

]

= −𝛾(1 − 𝜃)x22(t) − 𝛾𝜃x22(t) + |x2(t)|
[
𝜀|s(0)|q + 𝜎|s(0)|

𝛤 (2 − 𝛼)
t1−𝛼r

]

where 𝜃 ∈ (0, 1) is a real constant. Thus, for any |x2| ≥ (𝜀|s(0)|q+𝜎|s(0)|)t1−𝛼r
𝛾𝜃𝛤 (2−𝛼)

, one obtains

̇L ≤ −𝛾(1 − 𝜃)x22(t) ≤ 0
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If, let us view the variable s as a input of the system (12). Then it can be concluded

that the unforced system (12) is globally asymptotically stable. Subsequently, from

‖x‖ ≥ |x2| ≥ (𝜀|s(0)|q+𝜎|s(0)|)t1−𝛼r
𝛾𝜃𝛤 (2−𝛼)

, we can show that the system (12) is input-to-state sta-

ble. Again using the Eq. (15), for any s(0) ≠ 0 and t > 0, it follows from the proof of

Theorem 1 that this system is globally finite-time stable which implies that the sys-

tem is also globally uniformly asymptotically stable. According to [24, Lemma 4.7],

the origin of the cascade system (12) and (15) is globally uniformly asymptotically

stable. So far, we achieve global stabilization of the second-order nonlinear system

(4) by applying the new fractional sliding surface (5). This completes the proof.

Remark 3 Although this fractional-order SMC scheme is proposed for control and

stabilization of integer-order systems, it still works on fractional-order dynamical

systems.

4 An Illustrative Example

In this section, to verify and demonstrate the effectiveness of the proposed scheme,

let us consider the following controlled Duffing forced-oscillation system

{
ẋ1 = x2,
ẋ2 = −0.3x2 − x31 + 0.04 sin(0.1t) + u,

(16)

where u is control input of system.

According to the scheme of the proposed fractional SMC, the sliding mode sur-

face is designed as follows.

s = 𝛽0I0.5t x1 + 𝛾

C
0D

0.5
t x1 + C

0D
0.5
t x2,

where 𝛽 and 𝛾 are real positive constants. Note that

C
0D

0.5
t 0.04 sin(0.1t) = 0.0040I0.5t cos(0.1t) ≤ 0.004

𝛤 (1.5)
t
1
2

Consequently, applying the ideas of this controller design, we obtain

u = f (x1, x2) − 𝛽x1 − 𝛾x2 −
0.004
𝛤 (1.5) 0

I0.5t t
1
2 − 𝜀sgn(s)0I0.5t |s|q − 𝜎0I0.5t s,

where f (x1, x2)
𝛥

= 0.3x2 + x31, q ∈ (0, 1) is a real constant, 𝜀 and 𝜎 represent the cor-

responding switching gains.

The parameters of the sliding manifold s are chosen as 𝛽 = 2, 𝛾 = 3, while the

control parameters of controller u are selected as 𝜀 = 1, 𝜎 = 2, q = 0.3. Figure 1a,
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Fig. 1 Evolution of the system states, control input and sliding surface with the initial value

(x1(0), x2(0)) = (0.5, 1)

b show that the states x1(t) and x2(t) of system can converge to zero as time t
tends to infinity when the initial condition (x1(0), x2(0)) = (0.5, 1). During the con-

troller design of fractional SMC scheme, we introduce the terms −𝜀 0I1−𝛼t signqs(t) −
𝜎0I1−𝛼t s(t); that is, from the proof of Theorem 2, one has

|0I1−𝛼t (𝜀signqs(t) + 𝜎s(t))| ≤
∫

t

0

𝜀|s(𝜏)|q + 𝜎|s(𝜏)|
𝛤 (1 − 𝛼)(t − 𝜏)𝛼

d𝜏 ≤
𝜀|s(0)|q + 𝜎|s(0)|

𝛤 (2 − 𝛼)
t1−𝛼.

Consequently, there exist many 𝛼, t such that, for any t ≥ 1,
𝜀|s(0)|q+𝜎|s(0)|

𝛤 (2−𝛼)
t1−𝛼 ≤

(𝜀|s(0)|q + 𝜎|s(0)|)t, which implies that the amplitude of the switching component

will be smaller in the presence of the control switching. The simulation results are

shown in Figs. 1c, d, and 2. More detailed illustration can be found in the literature

[16, Remark 4.]. Those simulation results illustrate that the proposed method has

been quite effective for control and stabilization integer-order nonlinear systems,

using fractional sliding mode controller.
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Fig. 2 Relationship

between ∇ and 𝛼, t as

parameters 𝜀 = 1, 𝜎 = 2,

q = 0.3 and the initial value|s(0)| = 1.2

5 Conclusions

In this paper, a novel fractional sliding mode controller is suggested to stabilize a

coupled second-order nonlinear systems with the model uncertainties and external

disturbances. By taking a classical quadratic Lyapunov function, it can be concluded

that the state trajectories of the controlled system reach the sliding manifold s(t) = 0
in finite time. The proposed sliding manifold ensures the reduction of the chattering

phenomenon during the control process. Based on Lyapunov’s stability theorem, the

closed-loop system can be stabilized to the origin in the future time. It is pointed

out that a novel fractional sliding mode controller is proposed for stabilization of

integer-order dynamical systems by utilizing the smooth function as Lyapunov func-

tion candidate. Finally, an example is provided to show the validity and feasibility

of the proposed method.
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B-SIFT: A Simple and Effective SIFT
for Real-Time Application

Yiliu Feng, Yafei Liu and Hengzhu Liu

Abstract SIFT is the one of the most famous algorithm in image matching for its
robustness of scale changes, rotation changes, view changes and light changes.
However, it is too complex to compute and match. This paper introduces a binary
descriptor which can be computed using a simple intensity difference of relatively
few bits, and proposes an efficient and effective algorithm named B-SIFT. Com-
pared to complex 128-vector descriptors in SIFT, the binary descriptor is used as
the local invariant features which is easy to compute and match. Experimental
results based on open datasets demonstrate that B-SIFT obtains 1–2 orders of
magnitude speed-up while preserving competitive discriminant ability.

Keywords SIFT ⋅ Binary descriptor ⋅ Real-time ⋅ Image matching

1 Introduction

Image matching plays an important role in computer vision, such as virtual reality
(VR), stereo correspondence, image retrieval, and object tracking. Hence lots of
methods have been proposed to solve this problem. The methods based on image
local invariant features, which can work well under scale change, view change and
rotation, have been turned out to be more suitable for image matching. SIFT (Scale-
Invariant Features) [1] is one of the most famous algorithms that uses local
invariant features as it is invariant to image scaling and rotation, and partially
invariant to the changes in illumination and 3D camera viewpoint. However, the
high dimensionality of SIFT descriptor constraint its speed, which makes SIFT
cannot be well applied in the real-time environment, especially the descriptors
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computing step occupies nearly 90 % execution time, which is shown in Table 1.
Based on the Amdahl law we confirm that the descriptors computing is the bot-
tleneck of SIFT.

In the paper, we propose a B(binary)-SIFT algorithm based on an efficient and
efficient descriptor named binary descriptor. The binary descriptor can be obtained
by directly computing binary strings from image patches in which every bits is
computed by comparing the intensities of pairs of points in the fixed location. In the
meantime, comparing strings can be done by calculating the Hamming Distance
through XOR or bit count operation which is extremely fast. The experimental
results show that B-SIFT obtains competitive performance, especially provides a
factor of 2 speed-up in descriptor computing than SIFT. Therefore the proposed
B-SIFT can be well applied in real-time applications.

2 Related Work

The SIFT descriptor is a 128-vector with highly discriminant, but it is relatively
hard to compute and match, which constraints SIFT cannot be applied in real-time
applications such as object tracking that need to keep track of many points.

To solve the problem of high complexity in SIFT, people have done much
research work to improve the performance. Ke et al. use PCA (Principal Compo-
nent Analysis) [2] to reduce the dimension of SIFT descriptor from 128 to 20,
whereas PCA needs to compute the descriptors first and has little loss in discrim-
inate. Bay et al. proposes SURF [3] based on local gradient histogram which uses
integral images to accelerate the computation. SURF can obtain good matching
performance by only using 64 dimensions, however SURF is still too complex to be
applied in the real-time applications. The BRIEF [4] first proposes to use a binary
descriptor for image matching. The binary descriptor consists of a binary string,
which reflects the image intensity comparisons at random predetermined pixel
locations. However the BRIEF is very sensitive to image rotation and scale changes
which restrict its applying to general tasks. Rublee et al. propose an Oriented Fast
and Rotated BREIF (ORB) [5] which assign an orientation to every keypoint makes
ORB is insensitive to image rotation but is still sensitive to scale change.

Table 1 The percentage of
execution time for every step
in SIFT

Unit Time (ms) Rate (%)

Gaussian 93 1.10
DoG 21 0.24
Keypoint detection 6 0.71
Orientation 326 3.86
Descriptor computing 7767 91.85
Matching 189 2.24
Total 8456 100
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In this paper, we combine the advantages of SIFT and BRIEF and propose a fast
and effective image matching algorithm named B-SIFT. The results of experiment
demonstrate that B-SIFT is much faster than the SIFT while preserving competitive
discriminative power.

3 B-Sift

Our approach first detects keypoint in scale space to obtain the ability of scale
invariant, and then we compute the orientation for every keypoint based on
Moment. Finally, we compute the binary descriptors for every keypoint.

3.1 Keypoint Detection

We first construct a scale space for the input image through Gaussian filter. The
scale space consists of n octaves and m intra-octaves. In this paper, we define
n = 4, m = 5. Difference-of-Gaussian (DOG) can be computed from difference of
two nearby scales in the same octaves, and then we find the extreme points in DOG
space as keypoint. More details can be found in [1].

3.2 Orientation Assign

As one keypoint may have multiple orientations in SIFT, which leads to multiple
keypoints records in the same pixel location and constraint the speed. We propose
to use Moment to computer the orientation of a keypoint, by which every point only
owns one orientation. The efficiency of Moment is revealed in [6].

3.3 Binary Descriptor Computing

SIFT descriptor is a 128-vector with highly discriminant which makes it robust to
scale changes, rotations and viewpoint changes, but it is too complex to apply in
real-time applications. Binary descriptor computes binary strings by comparing the
intensities of an image patch.

Given an image patch pðS× SÞ, the response function is defined as

tðp; x, yÞ= 1, pðxÞ< pðyÞ
0, othewise

�
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in which p(x) means the intensity at pixel x. If we select N pairs of pixels in an
image patch, and then an N-bits binary string will be obtained.

fNðpÞ= ∑
1≤ i≤D

2i− 1tðp; x, yÞ

in which N = 256. The location of the N pairs of pixel is prefixed through the
greedy selection [5].

We can use the Hamming distance to compute the similarity between two binary
descriptors.

4 Performance Evaluation and Comparison

We implement our proposed B-SIFT on a PC equipped with an i5 3.2 GHz CPU
and 4 GB memory, and verify it based on the dataset of Mikolajczyk’s [7] which
includes varying image changes, for example scale changes, rotations and light
changes. Each change has six images. n/m means the reference image and the
match image are the nth and the mth image of a specified change, respectively. For
each image change, we compare B-SIFT with the conventional SIFT in terms of
runtime and number of matching points.

The dataset can be download from
http://www.robots.ox.ac.uk/∼vgg/research/affine.

As shown in Table 2, we can find that the runtime between SIFT and our
proposed B-SIFT in Gaussian, DOG and Keypoint detection steps are nearly the

Table 2 Every stage time comparison of various changes between B-SIFT and SIFT. The first
column has the images used to match. The total means the whole execution time of SIFT and
B-SIFT. The no. in the last column is the number of total matched points. The rest number are the
operation time (ms) of every step in SIFT and B-SIFT

Image Unit Gaussian DoG Detection Orientation Descriptor Total No.

Boat 1/2 B-SIFT 93 16 33 103 79 323 76
SIFT 92 16 42 319 7672 8141 51

Graf 1/2 B-SIFT 90 16 29 108 91 289 47
SIFT 93 17 28 342 30719 31199 76

Bike 1/2 B-SIFT 94 16 25 38 16 189 77
SIFT 96 16 29 202 2934 3177 104

Ubc 1/6 B-SIFT 92 14 30 69 33 238 140
SIFT 94 17 33 249 13149 13542 544

Noise 1/6 B-SIFT 90 16 24 35 14 179 53
SIFT 91 16 26 187 3469 3789 63

Light 1/2 B-SIFT 89 15 29 34 13 180 61
SIFT 94 16 29 182 2175 2496 73
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same, because the two different algorithms use the same method in these three
steps. However, the B-SIFT uses the Moment in Orientation step to compute the
main orientation, which saves the runtime.

In the Keypoint descriptor step, our B-SIFT is much faster than the SIFT, which
leads to a holistic speed-up than the SIFT. And more the keypoints the higher
speed-up, even under the case that the number of matched point of our method is
more than the original SIFT, such as Boat1/2.

Fig. 1 Comparison of match results between B-SIFT and SIFT, the odd rows are our results, the
even rows are SIFT results. From left to right and top end down the change are: Scale change and
Rotation change, Viewpoint change, Image blur, Compression artifacts, Noise, illumination
change
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In many cases, the SIFT has more matched keypoints than the B-SIFT, but it
does not mean the SIFT owns more effective matched keypoints. The reason is that,
in the orientation assignment step of SIFT, peaks in the orientation histogram
correspond to dominant directions of local gradient. The highest peak in the his-
togram is first detected, and then other local peaks within 80 % of the highest peak
are used to create the new keypoint. Therefore, the same keypoints with multiple
peaks will count repeatedly. In B-SIFT, as we use Moment, only one orientation is
computed for every keypoints, which accelerates the descriptor computation step.

As shown in Table 2 and Fig. 1, compared to the SIFT, our approach B-SIFT
has competitive performance in Scale change and Rotation change, Viewpoint
change, Image blur, Compression artifacts, Noise and Illumination change while
providing two orders of magnitude speed-up in descriptor compute and one order of
magnitude speed-up in total SIFT respectively.

5 Conclusion

This paper has proposed an effective algorithm based on the SIFT named B-SIFT
for image matching. Compared to the 128-vector SIFT, the B-SIFT uses binary
strings to describe the image patch centered at keypoints which outperforms better
speed while sacrificing few discrimination. In the meantime, as the B-SIFT cal-
culates the binary strings by comparing the intensities of two fixed pixels, the
B-SFIT cannot work in textureless region, which restricts its application. In the
future, we will continue the research work on binary descriptors to resolve this
problem and try to embed it in the mobile devices.
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Multi-sensor Fault Diagnosis of Aircraft
Engine Based on Kalman Filter Group

Jixiang Hu and Lingfei Xiao

Abstract For the problem of Multi-sensor Fault Diagnosis in aircraft engine,
according to the theory of Kalman filter, this paper proposed a novel fault diagnosis
method based on Kalman filter group. Author used the engine model nonlinear
system based on the least square fitting method, and the linear discrete system
model of engine was obtained by discrete treatment. On this basis, further con-
sidering the effect of engine sensor fault and interferences, successively for single
sensor and multi-sensor faults condition, we put forward the aircraft engine sensor
fault diagnosis method based on Kalman filter group. The simulation results show
that this method can quickly diagnose and have a good diagnostic accuracy for
multiple sensor faults and gradual failure of the engine.

Keywords Aircraft engine ⋅ Multi-sensor fault diagnosis ⋅ Kalman filter
group ⋅ Residual error

1 Introduction

With the constant improvement of the aircraft engine performance, more and more
control signals need to collect and control. The acquisition of the information
depends largely on the sensor, therefore, more and more sensors were used in
aircraft engine. At the same time, with the variable of control system increase and
complex, the number of sensors required and the types of sensors were gradually
increase [1]. Aircraft engine working conditions are bad—not only it often works in
the environment of high temperature and high pressure conditions, but also it will
be flying missions in the fifty degrees below zero in the alpine region and work time
is longer in this harsh environment, so the sensor faults occur frequently. Once the
sensor fault, it may lead to failure of the entire control system. Therefore, it is
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necessary to deeply study the sensor fault, improve the accuracy of fault location
and the rapid response of emergency trouble shooting [2].

In recent years, many scholars have made a lot of research on the fault diagnosis
of aircraft engine sensors, and they have made many achievements. A fault diag-
nosis system based on self associative neural network is designed by Mattern et al.
[3], Moller et al. [4] Applied the control system sensor based on self association
neural network to the vortex axis engine. Aretakis et al. [5] used pattern recognition
technology for sensor fault diagnosis of turbofan engine. Li et al. [6] based on
support vector machine regression proposed a sensor fault diagnosis method for a
turbofan engine. Lu et al. [7] proposed a kind of self coordinated particle swarm
optimization support vector regression algorithm of the fusion mechanism, and it
achieved a single sensor and multi-sensor fault accurate judgment. Zhao et al. [8]
improved the support vector machine, and they proposed a kind of online learning
algorithm OPLS-SVR (parsimonious least squares support vector regression), the
algorithm can online diagnose sensor fault and reconstruct signal.

This paper selected a turbofan engine in the form of a steady-state operating
point incremental linear mathematical model, we chose engine high speed, low
speed, combustion chamber inlet temperature, combustion chamber inlet pressure
four sensors as the object of study and we verified the application Kalman filter
group of sensor fault diagnosis which was feasible. On the basis of the predeces-
sors, we particularly demonstrated multiple sensors. The results show that this
method can effectively monitor both single sensor and multiple sensor faults.

2 Aircraft Engine Model

Aircraft engine system is a complicated and nonlinear system, and its nonlinear
model can be expressed as:

x ̇ðtÞ= f ðx, uÞ
yðtÞ= hðx, uÞ

�
ð1Þ

Among them, xðtÞ∈Rn is the state vector of the engine system, uðtÞ∈Rp is the
input vector of the engine system, and yðtÞ∈Rm is the output vector of the engine
system. Engine selects the high pressure rotor speed (Nh), low pressure rotor speed
(Nl) as state variables, amount of oil for the control variables, high pressure rotor
speed (Nh), low-pressure rotor speed (Nl), combustion chamber inlet temperature
(T3), combustion chamber inlet pressure (P3) is the output variable. On the basis of
the nonlinear component level model, the least square fitting method is used to
establish the small deviation state variable model of the engine. As we build a small
deviation model near the steady point, we need to linearize at a certain point
ðx0, u0, y0Þ. In order to simplify the calculation process, and according to the
experience of the high order of the system effect is relatively small. So we have
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carried out the Taylor series expansion of the nonlinear model in the case of
ignoring the high order terms of two or more times:

x ̇ðtÞ= f ðx, uÞ≈ f ðx0, u0Þ+ ∂f
∂x

��
ðx0, u0ÞΔx+

∂f
∂u

��
ðx0, u0ÞΔu

yðtÞ= hðx, uÞ≈ hðx0, u0Þ+ ∂h
∂x

��
ðx0, u0ÞΔx+

∂h
∂u

��
ðx0, u0ÞΔu

(

ð2Þ

Among them, ΔxðtÞ= x− x0, ΔxðtÞ= x− x0, A,B,C,D are the matrix of the state
space model, and they are expressed as:

A=
∂f
∂x

����
ðx0, u0Þ

B=
∂f
∂u

����
ðx0, u0Þ

C=
∂h
∂x

����
ðx0, u0Þ

D=
∂h
∂x

����
ðx0, u0Þ

In this way, the state variable model can be written as:

Δx ̇ðtÞ=AΔxðtÞ+BΔuðtÞ
ΔyðtÞ=CΔxðtÞ+DΔuðtÞ

�
ð3Þ

Among them, ΔyðtÞ= hðx, uÞ− hðx0, uÞ, x0ðtÞ∈Rn, u0ðtÞ∈Rp and y0ðtÞ∈Rm are
the state vector, the control vector and the output vector of the engine system in the
steady state.

The discrete time system of the engine at a steady state operating point is:

ΔXðk+1Þ=AðkÞΔXðkÞ+BðkÞΔUðkÞ+WðkÞ
ΔYðkÞ=CðkÞΔXðkÞ+DðkÞΔUðkÞ+VðkÞ

�
ð4Þ

Among them, A, B, C and D are the system state transition matrix, the control
input coefficient matrix, observation matrix and observation of the control gain
matrix; ΔX, ΔY ,W and V are the system state vector, the observation vector, system
dynamic noise and measurement noise vector. It is assumed that both W and V are
zero mean and independent white noise [9]:

E WðkÞ½ �=0,
cov WðkÞ,WðjÞ½ �=E WðkÞWðjÞT� �

=QðkÞδk − j;
E VðkÞ½ �=0,

cov VðkÞ,VðjÞ½ �=E VðkÞVðjÞT� �
=RðkÞδk− j;

cov WðkÞ,VðjÞ½ �=E WðkÞVðjÞT� �
=0.

ð5Þ

Among them, δk− j is the Kronecker-delta function, they is:

δk− j =
1 k= j
0 k≠ j

�
ð6Þ
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QðkÞ is the symmetric nonnegative definite matrices, WðkÞ is the covariance
matrix, RðkÞ is a symmetric positive definite matrix, and VðkÞ is the variance
matrix.

The initial state of the system Xð0Þ is Gauss random vector, whose mean and
variance are:

X0 =E Xð0Þ½ �
P0 =Var Xð0Þ½ � ð7Þ

The initial state of the system Xð0Þ is not related to the system noise WðkÞ and
the observation noise VðkÞ, and the expressions are:

cov XðkÞ,WðkÞ½ �=0

cov XðkÞ,VðkÞ½ �=0
ð8Þ

The observation noise is related to the observation equipment, and should not be
related to the initial state of the system itself.

When the sensor fault occurs, the fault model of the aircraft engine is generally
expressed as:

x ̇=Ax+Bu+w
y=Cx+Du+ v+Efa

�
ð9Þ

Among them, E∈Rm× q refers to the sensor fault distribution matrix, fa ∈Rq

refers to the impact of failure on the system output function [10].
The fault of aircraft engine sensor is varied, and it can be expressed as the

following two kinds:

(1) Sensor bias fault
Sensor bias fault model can be described as:

yo = yi +Δ ð10Þ

Among them, Δ is a constant, yo is the output of the sensor, and yi is the sensor
input. When Δ=0, the sensor works properly.

(2) Sensor drift fault
Sensor drift fault model can be described as:

yo = p ⋅ yi ð11Þ

Among them, p is the ratio coefficient of the drift fault. When p=0, the sensor
does not work; when p=1, the sensor is working properly.
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3 Aircraft Engine Sensor Fault Diagnosis System Design

We design a sensor fault diagnosis system as shown in Fig. 1. From Fig. 1, we can
see the engine will be the actual measure signal after a fault diagnosis system (as
shown in Fig. 2) with the given signal to do bad, and then into the controller, to
complete the engine control. From Fig. 2 we can see that the actual measurement
signal from the sensor transmitted into the Kalman filters, all measurements are
estimated, and then the estimated values are compared with the actual values, We
can determine whether the sensor faults occur at this time and the type of fault.

3.1 Single Sensor Fault Diagnosis

Kalman filter in the process of the sensor signal filtering, when a sensor failure, the
estimated value of this filter and observed value has a larger error. According to the
characteristics of Kalman filter, we consider that the fault diagnosis of engine
sensor use a set of Kalman filters, as shown in Fig. 3.

Fault diagnosis 
system

Controller Aircraft engine sensor
R

W
V

Y

mY

Fig. 1 Aircraft engine control system

Calman
filter 
bank 

yes

no

Estimated value 
Fault

diagnosis 
module 

Fault
mYY

Fig. 2 Aircraft Engine sensor fault diagnosis system
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The engine control system have m sensor signal, we should design m Kalman
filters, each filter only input m− 1 signals. The i-th Kalman filter as an example, it
contains the remaining m− 1 signals except the i-th sensor input. When the i-th
sensor failure, except the i-th filter, other filter estimation value which access fault
sensor signal and actual measurement values exist large deviation, so we can judge
this sensor failures. Also, the estimated value of the i-th filter is not connected to the
fault sensor, and the error of the estimated value is smaller than the actual
measurement.

In order to improve the accuracy of sensor fault detection, the fault information
is enlarged by the method of residual weighted sum of squares. The difference
between the output of the Kalman filter and the output of the sensor is called
residual, and the residual e of the first i-th Kalman filter is expressed as follows:

ei =Y
⌢ i
− Y ði=1, 2, . . . ,mÞ ð12Þ

In the Equation, Y
⌢ i

is the output of the filter and Y (high pressure rotor speed Nh,
low-pressure rotor speed Nl, combustion chamber inlet temperature T3, combustion
chamber inlet pressure P3) is the output of the linearized model. The calculation
method of residual error is as follows:

ERi = ðeiÞT diagðσ jÞ2
h i− 1

ei ðj=1, 2, . . . , i− 1, i+1, . . . ,mÞ ð13Þ

Among them, σ j is used to measure the sensor’s measurement noise and its own
characteristics of a standard deviation. When the sensor fault, because the residual e
is the Gauss distribution with zero mean, and the variance is a positive definite
symmetric matrix, then ER obey χ2 distribution; when the sensor fails, the char-
acteristics of white residual e was destroyed, the value of ER will be changed
greatly, so we diagnose the sensor failures.
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Filter 1
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Filter 2

Filter m
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F
aul t
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Fig. 3 Single sensor fault diagnosis system
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3.2 Multiple Sensors Fault Diagnosis

In the actual project, sometimes there will be multiple sensors fault, fault diagnosis
system as shown in Fig. 3 will not be able to detect multiple sensors failures happen
at the same time, therefore we need to improve the structure. Design the following
fault diagnosis structure as shown in Fig. 4.

In the structure shown in Fig. 3, we add a Kalman filter, and the filter input
signal contains all monitored sensors. According to the Eq. (13), we calculated the
corresponding residual error of the zero-th Kalman filters: ER0. We define variable
LRi, order:

LRi =ER0 −ERi ð14Þ

For each monitored sensor, a threshold value is set to compare with the corre-
sponding LR, which is used to judge whether the sensor is faulty. When a LR value
is greater than the corresponding threshold, we can determine the corresponding
sensor fault; when multiple LR values are greater than the corresponding threshold,
we can determine multiple sensors faults exist at the same time. When multiple
sensor faults, we can’t use a Kalman filter of the estimated value for signal
reconstruction, this time we directly use the simplify real-time model for signal
reconstruction.

4 Simulation

According to the method in Sect. 1.2, the linear model of an aircraft engine at the
steady state (H = 0, Ma = 0) can be given as Eq. (4), where A, B, C and D are
shown as follows:
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Fig. 4 Multiple sensors fault diagnosis system
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A=
0.6330 0.2396

− 0.4136 1.2626

� �
B=

− 0.0069

− 0.0044

� �

C=

1 0

0 1

− 1.1473 1.2401

− 4.0467 4.2069

2

6664

3

7775
D=

0

0

− 0.0039

− 0.0179

2

6664

3

7775

Figure 5 shows the high pressure speed sensor has a hard fault (fa =0.02), the
dotted line is the threshold. From Fig. 5, we can see that only ER1 is less than the
threshold value, it can be judged that the fault of the high pressure speed sensor.

In Fig. 6, the fault diagnosis effect of a single sensor with high pressure speed is
given. The dotted line is the threshold. In fifth seconds, we added drift fault. We can
know that ER1 of high pressure speed sensor is not beyond the threshold value.

Figure 7 shows the system’s diagnostic effect which the high pressure speed
sensor and the turbine inlet gas temperature sensor have hard fault (fa =0.02). It can
be found that in the period of the corresponding fault occurs, LR1 and LR3 exceed
the threshold value, so we can determine the high pressure speed sensor and the
turbine inlet gas temperature sensor fault.

Figure 8 shows a soft fault high speed sensor and turbine inlet gas temperature
sensor soft fault diagnosis results, the dotted line is the threshold. From the figure,
we can see the fault in the corresponding period, LR1 and LR3 exceeds the
threshold, so we can determine the high rotational speed sensor and the turbine inlet
gas temperature sensor fault.
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Fig. 5 High pressure speed sensor hard fault (fa =0.02) diagnosis effect chart. a High pressure
rotor speed sensor (Nh) residual diagram. b Low pressure rotor speed sensor (Nl) residual diagram.
c Turbine inlet gas temperature sensor (T3) residual diagram. d Turbine inlet gas pressure sensor
(P3) residual diagram
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Fig. 6 High pressure speed sensor soft fault diagnosis effect chart. a High pressure rotor speed
sensor (Nh) residual diagram. b Low pressure rotor speed sensor (Nl) residual diagram. c Turbine
inlet gas temperature sensor (T3) residual diagram. d Turbine inlet gas pressure sensor (P3)
residual diagram
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Fig. 7 High pressure speed sensor and turbine inlet gas temperature sensor hard fault diagnosis
effect chart. a High pressure rotor speed sensor (Nh) residual diagram. b Low pressure rotor speed
sensor (Nl) residual diagram. c Turbine inlet gas temperature sensor (T3) residual diagram.
d Turbine inlet gas pressure sensor (P3) residual diagram
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Fig. 8 High pressure speed sensor and T3 temperature sensor soft fault diagnosis effect chart.
a High pressure rotor speed sensor (Nh) residual diagram. b Low pressure rotor speed sensor (Nl)
residual diagram. c Turbine inlet gas temperature sensor (T3) residual diagram. d Turbine inlet gas
pressure sensor (P3) residual diagram
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5 Conclusions

In this paper, the problem of frequent sensor failures was studied. The purpose of
fault diagnosis was achieved by the design for a set of Kalman filters based on
Kalman filter theory. Through the simulation, the design for sensor fault diagnosis
system in the selection of threshold, whether it had a single sensor or multiple
sensors can be completed, and the fault detection and isolation of fault was finished.
The process mainly has two aspects: the realization of Kalman filter and the for-
mation of fault modeling. From the simulation, Kalman filter has a good filtering
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performance, and the estimated value can be really close to the measured value of
the sensor. Once the sensor failure, the system can determine the fault sensor and
complete the task of fault diagnosis quickly and accurately.
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Non-negative Matrix Semi-tensor
Factorization for Image Feature Extraction
and Clustering

Chi Ben, Zhiyuan Wang, Xuejun Yang and Xiaodong Yi

Abstract Non-negative Matrix Factorization (NMF) has been frequently applied

to image feature extraction and clustering. Especially in image clustering tasks, it

can achieve the similar or better performance than most of the matrix factorization

algorithms due to its parts-based representations in the brain. However, the features

extracted by NMF are not sparse and localized enough and the error of factorization

is not small enough. Semi-tensor product of matrices (STP) is a novel operation of

matrix multiplication, it is a generalization of the conventional matrix product for

allowing the dimensions of factor matrices to be unequal. STP can manage the data

hierarchically and the inverse process of STP can separate the data hierarchically.

Based on this character of STP, we propose the Non-Negative Matrix Semi-Tensor

Factorization (NMSTF). In this algorithm, we use the inverse process of Semi-Tensor

Product of matrices for non-negative matrix factorization. This algorithm effectively

optimizes the above two problems in NMF. While achieving similar even better per-

formance on image clustering tasks, the size of features extracted by STNMF is at

least 50 % smaller than the ones’ extracted by NMF and the error of factorization

reduces 30 % in average.

Keywords Non-negative Matrix Semi-tensor Factorization ⋅ Non-negative Matrix

Factorization ⋅ Semi-tensor Product of matrices ⋅ Image feature extraction ⋅
Clustering

1 Introduction

With the development of computer science, robotics, and artificial intelligence in

recent years, computer vision has higher requirements than before. Though the

input data always have high dimension, this question makes learning from example
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infeasible [1]. The techniques for matrix factorization can effectively solve the prob-

lem of high dimension. The common matrix factorization techniques include Tri-

angular Factorization, QR Factorization, Vector Quantization and Singular Value

Decomposition (SVD). They aim to find two or more lower dimension matrices and

their product is well approximated to the original one. Among these algorithms, SVD

has been applied to various applications such as face recognition tasks [2].

However, because negative numbers are lack of practical meanings in image, the

features extracted by these algorithms are difficult to understand. Previous studies

have shown that there is psychological and physiological evidence for parts-based

representations in the brain [3, 4], and certain computational theories of object clus-

tering rely on such representations. The Non-negative Matrix Factorization (NMF)

[5] learns the parts of objects like human faces. It aims to find two non-negative

matrices whose product is well approximated to the original one. The non-negative

constraints lead to a parts-based representation because they allow only additive, not

subtractive, combinations [6]. NMF is superior to the common matrix factorization

techniques for its ‘eigenfaces’ are localized features that correspond better with intu-

itive notion of the parts of faces. Nonetheless, NMF also has some weakness, such

as feature images are not localized enough and error of the factorization is not small

enough [7, 8].

Semi-tensor product (STP) of matrices is a novel operation of matrix multiplica-

tion [9]. It is a generalization of the conventional matrix product for the case when

the dimensions of the factor matrices do not satisfy the requirement. Consider two

matrices A ∈ Mm×n and B ∈ Mp×q. For simple declaration, when n = p, A and B are

said to satisfy matching dimension condition, as n is a factor of p or p is a factor of

n, they are said to satisfy factor dimension condition, otherwise, they have general

dimensions. STP of A and B is well defined for the above three cases and it is coin-

cide with the conventional matrix one in matching dimension case [10]. STP for the

factor dimension condition is widely used in many applications, such as dynamic

system [11], abstract algebra [12], and mathematical logic [13]. In these applica-

tions, STP has shown the advantage of hierarchically seeking and matching the data.

Specifically, data can seek and match their parameter according to their level. For

this reason, STP can solve the problem with high dimension data effectively.

In this paper we propose a novel algorithm called Non-negative Matrix Semi-

tensor Factorization (NMSTF), which uses the inverse process of semi-tensor prod-

uct to for non-negative matrix factorization. As STP allows matrices with factor

dimension condition to multiply, we can control the size of basis images by adjusting

the multiple of factor dimension condition. We use a modified matrix factorization

objective function and develop an optimization scheme to solve the objective func-

tion based on iterative updates of the two factor matrices.

Here are several highlights of our approach

(1) We first propose using the inverse process of semi-tensor product for non-

negative factorization. We constitute the dimensions and parameter of the factor

matrices to make sure that feature images are smaller and more localized.
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(2) According to the above constitution, we rewrite the factorization formula and

the objective function. Then we calculate the multiplicative updating rules for

NMSTF based on Lagrange Multiplier method and the KKT conditions.

(3) Our clustering experiments on ORL, PIE, COIL20 datasets show that feature

images obtained by our algorithm are at least 50 % smaller than by NMF, and

they are more localized. the objective function is convergent by using our updat-

ing rules and the objective function value of NMSTF are 30 % smaller in average

than the errors of NMF.

The rest of the paper is organized as follow: in Sect. 2, we introduce our related

works. Section 3 introduces our algorithm and provides a inference of our update

rules. Experimental results and analysis are shown in Sect. 4. In Sect. 5, we sum up

our work and provide some points for our future work.

2 Related Works

This section is a brief review on non-negative matrix factorization and semi-tensor

product of matrices. It plays an important role in the following paper. Meanwhile,

we only use the left semi-tensor product for factor dimension case in this paper.

2.1 Non-negative Matrix Factorization

Non-negative matrix factorization [5] is a matrix factorization algorithm that all the

datas in the matrices are non-negative. Given a data matrix V ∈ Mm×n, that each

column is a sample vector. NMF tries to find two matrices WN ∈ Mm×r and HN ∈
Rr×n (r ≪ m and r ≪ n) which product is approximate to the original matrix.

V ≈ WN ⋅ HN
(1)

There are two common objective functions to evaluate the quality of approxima-

tion. One is called the euclidean distance function which is the square of the F-norms

of two matrices’ difference [14].

O1 =
‖‖‖V −WNHN‖‖‖

2
=
∑
i,j

(
vij −

(
WNHN)

ij

)2
(2)

The other is called the divergence function which is reduces to the Kullback-

Leibler divergence [15].

O2 = D
(
V ∥ WNHN) = ∑

i,j

(
vij log

vij
(WNHN)ij

− vij +
(
WNHN)

ij

)
(3)
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Unfortunately, both of the objective functions cannot be convex in WN
and HN

together, they are convex only in WN
or only in HN

. So the global minimum is

impossible to find. Lee and Seung provided two iterative update algorithms. For

minimizing the euclidean distance function O1, the update rules are as follow:

WN
ir = WN

ir

(
V(HN)T

)
ir(

WNHN(HN)T
)
ir

HN
rj = HN

rj

(
(WN)TV

)
rj(

(WN)TWNHN
)
rj

(4)

The update rules for minimizing the divergence function are:

WN
ir = WN

ir

∑
jHN

rj Vij

/(
WNHN)

ij∑
jHN

rj

HN
rj = HN

rj

∑
iWN

ir Vij

/(
WNHN)

ij∑
iWN

ir

(5)

It is proved that both of the above rules can find the local minimum [15]. Then

we discuss the algorithm in each column of V .

Vi ≈
r∑

j=1
WN

j h
N
ji (6)

Vi is approximate to a linear combination of the columns of WN
, and the weights

are the elements of HN
i . So matrix WN

can be regarded as ‘basis matrix’ and matrix

HN
can be regarded as ‘coefficient matrix’. The non-negative constraints on WN

and HN
makes NMF can learn a parts-based representation because they allow only

addictive among different basis vectors.

2.2 Left Semi-tensor Product

Left semi-tensor product for factor dimension is a generalization of the conventional

matrix product [9, 10]. NMF uses the conventional matrix product to approximate

V , NMSTF uses the left semi-tensor product and it is defined as follow:

(1) LetW be a row vector of dimension of np, andH be a column vector of dimension

of p. Then we split W into p equal size blocks as W1
,W2

,… ,Wp
, which are 1 × n

rows. Define the left STP, denote by ⋉, as

⎧⎪⎨⎪⎩
W ⋉ H =

p∑
i=1

Wihi ∈ Rn
,

HT ⋉WT =
p∑
i=1

hi
(
Wi)T ∈ Rn

.

(7)



Non-negative Matrix Semi-tensor Factorization for Image Feature . . . 385

(2) Let W ∈ Mm×n and H ∈ Mp×q. If either n is a factor of p, say nt = p and denote it

as W≺tH, or p is a factor of n, say n = pt and denote it as W≻tH, then we define the

left STP of W and H, denote by V = W ⋉ H, as the following: V consists of m × q
blocks as V = (Vij) and each block is

Vij = Wi ⋉ Hj, i = 1, 2,… ,m, j = 1, 2,… , q, (8)

where Wi
is ith row of W and Hj is jth column of H.

Left STP allows the factor matrices not to satisfy matching dimension condition,

therefore matrix factorization using the rule of left STP can get factor matrix with

lower dimension.

In this paper, we use the inverse process of left STP into non-negative matrix

factorization, in order to extract a parts-based feature with lower dimension. This

makes basis vectors become more localized and more independent.

3 Non-negative Matrix Semi-tensor Factorization

In this section, we describe the optimization problem of non-negative matrix semi-

tensor factorization including objective function. Then give the updating rules min-

imizing the euclidean distance function.

3.1 NMSTF with Euclidean Distance

NMSTF is an optimization problem. In order to make the feature images smaller and

sparser, we constitute the dimensions and parameter as follows:

Give a data matrix V ∈ Mm×n, NMSTF aims to find two low-dimension matrices

W ∈ Mm
l
×r and H ∈ Mlr×n whose elements are non-negative. Objective function is

euclidean distance, as follows:

O = ‖V −W ⋉ H‖2 (9)

According to the description of this optimization problem, NMSTF is an exten-

sion of NMF. When l = 1, NMSTF is the same as NMF.

3.2 Updating Rules to Minimizing Objective Function

The euclidean distance function can not be convex in both W and H, it can only be

convex in W or convex in H at the same time [5]. Therefore, it is not expected to find
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the global minimum. We give a iterative algorithm that can achieve local minimum.

In the following, we discuss how to minimize the objective function O. O can be

written as follows:

O = Tr((V −W ⋉ H)(V −W ⋉ H)T )
= Tr(VVT ) − 2Tr(V(HT ⋉WT )) + Tr((W ⋉ H)(HT ⋉WT )) (10)

This equality is correct because semi-tensor product satisfies the associative law

and distribution law and Tr(AB) = Tr(BA),Tr(A) = Tr(AT ), Tr() is the function to

calculate the trace.

To minimize O, we use the Lagrange Multiplier method and the KKT conditions.

Let A ∈ Mm
l
×r and B ∈ Mlr×n be the Lagrange Multiplier to make sure that all the

elements in W and H is non-negative. So the Lagrange function L is

L = Tr(VVT ) − 2Tr(V(HT ⋉WT ))
+Tr((W ⋉ H)(HT ⋉WT ))
+Tr(AWT ) + Tr(BHT )

(11)

The partial derivatives of L with respect to all the elements in W and H are

𝜕L
𝜕Wir

= −2Tr([V ⋉ HT ]ir) + 2Tr([W ⋉ H ⋉ HT ]ir) + Air (12)

𝜕L
𝜕Hrj

= −2(WT ⋉ V)rj + 2(WT ⋉W ⋉ H)rj + Brj (13)

In above equations, (X)rj means the element in the rth row and the jth column

of X, [X]ir is a submatrix. For example, V ⋉ HT
is a matrix of m × lr, we split this

matrix into
m
l
× r l × l submatrixs, [V ⋉ HT ]ir is the submatrix whose coordinate is

(i, r).
According to the KKT conditions, Air ×Wir = 0 and Brj × Hrj = 0, we can get the

following equations:

− 2Tr([V ⋉ HT ]ir) ×Wir + 2Tr([W ⋉ H ⋉ HT ]ir) ×Wir = 0 (14)

− 2(WT ⋉ V)rj × Hrj + 2(WT ⋉W ⋉ H)rj × Hrj = 0 (15)

These equations lead to the following updating rules:

Wir = Wir
Tr([V ⋉ HT ]ir)

Tr([W ⋉ H ⋉ HT ]ir)
(16)

Hrj = Hrj
(WT ⋉ V)rj

(WT ⋉W ⋉ H)rj
(17)
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When l = 0, it is clear that [X]ir is same as (X)ir and X ⋉ Y is same as X × Y .

Therefore, the updating rules reduce to the updating rules of NMF.

For this objective function, there are many solutions using matrix multiplication.

Such as WN
and HN

is a solution, then for any diagonal matrix DN
, WNDN

and

(DN)−1HN
is also a solution. To eliminate the uncertainty, people find a diagonal

matrix DN
to make each column vector in W ′N = WND equals to 1. At the same

time, HN
is adjusted to H′N = D−1HN

to make sure that W ′NH′N = WNHN
. Using

semi-tensor product of matrix, it is also not unique and our STNMF also can adopt

this strategy. We find a diagonal matrix D ∈ Mr×r to make each column vector in

W ′ = WD equals to 1, and H is adjusted to H′ = D′H to make sure that W ′ ⋉ H′ =
W ⋉ H. If D = (D(i, i)), i = 1, 2,… , r, D′ = D′(j, j), j = 1, 2,… , lr.

D′(j, j) = 1
D(i, i)

, j = (i − 1)l + 1, (i − 1)l + 2,… , il (18)

3.3 Computational Complexity Analysis

In this subsection, we compare the computational complexity between our proposed

algorithm STNMF and NMF. In order to clearly see the difference between STNMF

and NMF, we express the complexity by counting arithmetic operations. According

to the updating rules, we count the number of arithmetic operations and summarize

the results in Table 1.

It is easy to count the operations of NMF. In the following, we calculate the oper-

ations of STNMF. To calculate all Tr([V ⋉ HT ]ir) need mnr floating point additions

and mnr floating point multiplications, while calculating all Tr([W ⋉ H ⋉ HT ]ir)
need 2mnr floating point additions and 2mnr floating point multiplications. To cal-

culate WT ⋉ V needs mnr floating point additions and mnr floating point multiplica-

tions, while calculating WT ⋉W ⋉ H needs (m
l
+ ln)r2 floating point additions and

(m
l
+ ln)r2 floating point multiplications.

Table 1 Arithmetic operations of NMF and STNMF

fladd flmlt fldiv overall

NMF 2mnr + 2(m + n)r2 2mnr + (m + n)r + 2(m +
n)r2

(m + n)r O(mnr)

NMSTF 4mnr + (m
l
+ ln)r2 4mnr + (m

l
+ ln)(r2 + r) (m

l
+ ln)r O(mnr)

fladd: floating point addition

flmlt: floating point multiplication

fldiv: floating point division

l: the reduced multiple of basis image

n: the number of images

m: the number of image pixels

r: the number of basis images



388 C. Ben et al.

In summary, 4mnr + (m
l
+ ln)r2 additions, 4mnr + (m

l
+ ln)(r2 + r) multiplica-

tions and (m
l
+ ln)r divisions are needed in one iteration. As

m
l
r + lnr < mn results

in (m
l
+ ln)r2 < mnr. The overall complexity is O(mnr).

4 Experiment

Previous works show that NMF works well on image feature extraction and clus-

tering. An image can be seen as a combination of many parts. For example, a face

image can be seen as a combination of nose, mouse, eyes, etc. NMF get basis images

which are parts of human faces. It is the main reason for applying NMF on image

clustering. In this section, we evaluate our NMSTF algorithm on image clustering

problems comparing with NMF. Our experiment shows the details of our algorithm.

4.1 Data Sets

Our experiment has three data sets. All of them are image data sets. Their introduc-

tions are summarized blow

The first data set is the ORL image library, which contains 32 × 32 gray scale

images of 40 people. Each person has 10 facial images under different expression

and ornament conditions.

The second data set is the CMU-PIE image library, which contains 32 × 32 gray

scale images of 68 people. Each person has 40 facial images under different light and

illumination conditions.

The third data set is the COIL20 image library, which contains 32 × 32 gray scale

images of 20 objects. Each object has 72 images from every 5 angles.

4.2 Feature Extraction

NMF can extract parts-based features as it allows only additive combinations between

the basis images. Some studies show that the features extracted by NMF are not

always independent. It implies that the vectors of basis images are not always sparse.

In this subsection, we display the basis images learned by our NMSTF algorithm.

Figures 1 and 2 show the basis images learned by NMF and NMSTF in the PIE and

COIL20 data sets when l = 2. Images learned by NMF have 1024 pixels, we show

them as 32 × 32 gray scale images. Images learned by NMSTF have 512 pixels, a

half of 1024, we show them as 32 × 16 gray scale images. The shape of basis images

are determined by the storage order of original image. If the original image saves to

a vector by row, images learned by NMSTF can also be 16 × 32 gray scale images
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NMF NMSTF

(a) (b)

Fig. 1 Basis image learned by NMF and NMSTF with l = 2 on PIE database

NMF NMSTF

(a) (b)

Fig. 2 Basis image learned by NMF and NMSTF with l = 2 on COIL20 database

when l = 2. In these figures, it is clear to see that basis vectors learned by NMSTF

are sparser and much smaller than those learned by NMF.

4.3 Convergence Analysis

We test the convergence of our algorithm and investigate the number of iterations

when the updating rules converge. Figure 3 shows the convergence curve of both

NMF and NMSTF on each of the three data sets. For each figure, the y-axis is the
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ORL COIL20 PIE

(a) (b) (c)

Fig. 3 The Convergence Curve of three data sets

value of objective function and the x-axis is the iteration number. We can see that

both STNMF and NMF using multiplicative update rules converge very fast, usually

within 100 iterations. The objective function value of STNMF is nearly 30 % smaller

than the one of NMF.

4.4 Clustering Comparison

Tables 2, 3, and 4 show the clustering results on ORL, PIE and COIL20 image data

sets. We choose part of the data set by the following way to make sure that our

experiments are general. If k is the number of people or objects in each data set, we

put all the cluster labels 1 to k as a circle out of order. For every r continuous cluster

labels, we choose the corresponding data testing 20 times. We repeat the above test

five times and calculate the average and mean square error of the accuracy rates of

clustering.

Table 2 Clustering performance in ORL

r NMF(%) NMSTF(l = 2)(%) NMSTF(l = 4)(%) NMSTF(l = 8)(%)

4 80.7 ± 12.9 80.5 ± 14.5 80.4 ± 13.6 87.4 ± 11.9
8 74.5 ± 7.8 73.0 ± 10.2 78.6 ± 8.5 80.0 ± 8.2
12 69.8 ± 7.2 72.4 ± 7.5 73.8 ± 7.3 74.8 ± 7.3
16 67.4 ± 5.6 69.1 ± 5.4 68.8 ± 6.0 70.6 ± 5.8
20 65.0 ± 5.0 66.8 ± 5.4 68.1 ± 5.0 69.0 ± 4.8
24 62.3 ± 4.6 63.9 ± 4.8 63.2 ± 4.4 63.9 ± 5.1
28 61.5 ± 4.0 62.3 ± 4.4 62.7 ± 5.0 63.0 ± 4.7
32 60.0 ± 3.5 60.7 ± 3.7 60.6 ± 4.0 61.1 ± 3.3
36 58.7 ± 3.3 59.1 ± 3.3 58.3 ± 3.3 59.7 ± 3.5
40 57.2 58.1 57.8 58.8
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Table 3 Clustering performance in PIE

r NMF(%) NMSTF(l = 2)(%) NMSTF(l = 4)(%) NMSTF(l = 8)(%)

10 49.7 ± 4.7 50.8 ± 4.8 49.2 ± 4.7 50.5 ± 6.5
20 45.7 ± 3.3 47.0 ± 4.1 48.3 ± 2.4 49.7 ± 3.7
30 42.4 ± 2.4 45.1 ± 2.3 46.4 ± 2.6 47.3 ± 2.8
40 41.5 ± 2.6 44.8 ± 2.5 44.2 ± 2.5 46.3 ± 2.7
50 39.8 ± 2.3 43.4 ± 2.5 44.0 ± 1.8 44.7 ± 1.6
60 38.6 ± 1.9 42.3 ± 2.2 43.3 ± 2.4 43.5 ± 2.3
68 38.0 45.0 45.4 46.4

Table 4 Clustering performance in COIL20

r NMF(%) NMSTF(l = 2)(%) NMSTF(l = 4)(%) NMSTF(l = 8)(%)

4 80.8 ± 13.1 79.4 ± 14.8 80.0 ± 13.0 81.5 ± 13.4
6 75.5 ± 9.8 78.9 ± 7.6 78.4 ± 10.5 80.1 ± 11.2
8 73.0 ± 10.3 72.7 ± 8.5 73.6 ± 8.5 76.4 ± 12.2
10 71.3 ± 6.9 71.9 ± 7.0 72.5 ± 8.9 73.0 ± 6.2
12 68.0 ± 5.7 68.6 ± 4.8 69.9 ± 5.8 70.5 ± 6.4
14 65.5 ± 4.9 66.1 ± 4.9 66.2 ± 5.7 68.3 ± 5.1
16 63.8 ± 4.9 63.6 ± 4.7 64.0 ± 4.4 65.7 ± 5.6
18 63.1 ± 3.9 62.6 ± 5.0 64.3 ± 4.0 64.0 ± 4.0
20 62.6 62.9 63.3 64.1

These experiments show that regardless of the data sets, STNMF achieves sim-

ilar performance than NMF in most of the conditions. For ORL, PIE, COIL20, the

performance improve 3.1, 7.3, 3.0%.

4.5 Parameter Analysis

There is only one parameter in our NMSTF algorithm, the multiple parameter l.
Figure 4 shows how the average accuracy of NMSTF varies with the parameter l.

ORL COIL20 PIE

(a) (b) (c)

Fig. 4 The Clustering Accuracy of three data set with different l
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As NMSTF reduce to NMF when l = 1, we regard NMF as NMSTF in the case

of l = 1. From the figures, we can see the accuracy increases with the growth of l.
But in reality, l has a limit:

m
l
r + lnr < mn and running time increases fast with the

growth of l.

5 Conclusions

In this paper, we have introduced a novel matrix factorization algorithm called Non-

Negative Matrix Semi-Tensor Factorization. While achieving similar or better per-

formance on image clustering tasks, the size of basis images are sparser and at least

50 % smaller. Features extracted are more independent. The error of the factorizaition

is 30 % smaller in average.

Several questions remain to be investigated in our future work. This paper remains

the question about l and the storage order of original image which influence the

algorithm result. We do not theoretically prove that the updating rules are convergent.
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Prediction of Air Target Intention
Utilizing Incomplete Information

Pengcheng Xia, Mou Chen, Jie Zou and Xing Feng

Abstract This paper focuses on the application of UAVs (unmanned aerial vehi-
cles) on the information battlefield, and an intention prediction method for air
targets is studied. Four factors of the enemy UAVs including velocity, angle,
offense, and detection are analyzed and predicted by Grey Markov chain. Then, by
combining the predicted factors with the rules provided by rough set, the enemy
UAVs’ intention in the following short time can be deduced. The prediction method
is studied utilizing incomplete information, and the feasibility of the developed
prediction method is proved by the simulation results.

Keywords Incomplete information ⋅ Intention prediction ⋅ Grey markov
chain ⋅ Rough set

1 Introduction

Since the UAVs have the advantages of mobility and autonomy, they have been
widely used in the modern warfare. Especially, the joint operation mode of UAVs
group has become one of the main attack modes. In order to render UAVs with
capabilities of autonomous attack and defense, a method is needed to realize the
prediction of the enemy targets’ intention. At present, there are some classic
methods used in this topic such as Bayesian Network method [1], D-S (Demp-
ster–Shafer) evidence theory [2], and so on. An intention recognition method was
developed based on MEBN (Multi-Entities Bayesian Network) theory in [1], and
some prior knowledge is required to satisfy the reliability of the method. In [2], a
situation forecast method on antimissile operation was studied with D-S evidence
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theory. What’s more, scientific literatures based on these methods are rarely
involved in the incomplete information.

In the complex battlefield environment, considering the stealth of aircrafts,
disturbance and limit of detection zones, incomplete data will probably be received
by sensors. Thus, it is urgent to develop a method to handle the incomplete data.
Soft set theory and rough set theory are two methods dealing with incomplete
information. D-S fuzzy soft set theory is a new method in [3] to solve a decision
making problem in the Internet environment, and rough set theory is a powerful tool
in data mining [4] and it is also used in this paper to tackle the incomplete
information.

The remainder of this paper is organized as follows. Section 2 mainly discusses
the prediction of the threat factors by using Grey Markov chain. In Sect. 3, a rough
set approach is introduced, which deals with the incomplete information decision
table for rules. Section 4 shows the procedure of the prediction. And Sect. 5 gives a
simulation example to show the feasibility of the method.

2 Threat Factors Prediction

2.1 Definition of the Threat Factors

The air fight status between two UAVs is shown in Fig. 1 [5], where A represents
the enemy UAV and B represents one of our UAVs. The target line is the line
between A and B, d is the distance between two UAVs along the target line, p is the
entrance angle between the target line and the direction of velocity V1 of A, q is the
entrance angle between the target line and the direction of velocity V2 of B.

Now, take B as the study object, and define four threat factors from the status of
A against B, they are written as follows [5]:

1V

2V

p

q

d

A

B

Fig. 1 Air fight status
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(1) Angle threat factor [5]

Ta =1 ̸2+ qj j− pj jð Þ ̸2π ð1Þ

Typical condition: when p = π 2̸, q= π 2̸, Ta =1 2̸, A and B are in balance.
(2) Velocity threat factor [5]

Tv =
0.1 V1 ≤ 0.6V2

− 0.5 +V1 V̸2 0.6V2 <V1 < 1.5V2

1 V1 ≥ 1.5V2

8
<

:
ð2Þ

Typical condition: when V1 =V2,Tv =0.5, A and B are at the same speeds.
(3) Offense threat factor [5]

① A is superior to B: dmA > dmB

To =
0.5 d< dmB ∨ d> dmA
0.5+ 0.5ðd− dmBÞ ð̸dmA − dmBÞ dmB < d< dmA

�
ð3Þ

② B is superior to A: dmB > dmA

To =
0.5 d< dmA ∨ d> dmB
0.5− 0.5ðd− dmAÞ ð̸dmB − dmAÞ dmA < d< dmB

�
ð4Þ

Here, dmA and dmB represent the maximum ranges of the missiles of A and
B, respectively.

(4) Detection threat factor [5]

① A is superior to B: drA > drB

Td =
0.5 d< drB ∨ d> drA
0.5+ 0.5ðd− drBÞ ð̸drA − drBÞ drB < d< drA

�
ð5Þ

② B is superior to A: drB > drA

Td =
0.5 d< drA ∨ d> drB
0.5− 0.5ðd− drAÞ ð̸drB − drAÞ drA < d< drB

�
ð6Þ

Here, drA and drB represent the maximum detection ranges of the radars of
A and B, respectively.

For each factor given in (1)–(6), a balance point of one factor means that the
threat value A against B in this factor equals to the threat value B against A.
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2.2 Prediction of Threat Factors Based on Grey Markov
Chain

In an air combat, if the enemy UAV in our sight carries a tactical purpose against
our UAV, each of the factors will fluctuate around constant value or approach
constant value. Thus, Grey Markov chain will be a helpful method in the prediction
of threat factors [6].

I. GM (1, 1)

Suppose that Xð0Þ = Xð0Þð1Þ,Xð0Þð2Þ, . . . ,Xð0ÞðnÞ� �
is the time series data of one

factor. Xð1Þ is called the accumulated sequence, and Xð1ÞðiÞ= ∑
i

k=1
Xð0ÞðkÞ,

i=1, 2, . . . , n. If Xð0Þ and Xð1Þ satisfy the condition of three tests which are given in
[7]. Then, the GM (1, 1) model can be written as:

X
ð̂0Þði+1Þ=X

ð̂1Þði+1Þ−X
ð̂1ÞðiÞ= ð1− eaÞðXð0Þð1Þ− u a̸Þe− ai ð7Þ

where a and u can be calculated using least square method. Xð0Þ can be fitted and
predicted with model (7).

II. Markov chain

When m states are contained in a Markov chain xðnÞ and one state can be written as
⊗a, a∈ 1, 2, . . . ,mf g. The frequency of the state from ⊗a to
⊗b ðb∈ 1, 2, . . . ,mf gÞ by one step transition is regarded as fab. pab is the element of
the ath row and the bth column in the state transition matrix, pab = fab ð̸∑m

b=1 fabÞ.
When xðnÞ is the state ⊗k , we have [6]:

(1) If max
1≤ b≤m

pkb = pkl, xðn+1Þ most probably is the state ⊗l.

(2) If the kth row in the state transition matrix contains more than one element that
equals to the maximum value in this row, then two steps or more steps state
transition matrix should be taken into account to determine the state of
xðn+1Þ.

3 Rules Acquisition from Incomplete Information Table

In this section, relating the predicted threat factors to the enemy’s intention is the
main task. The incomplete air combat decision information table is studied in this
section to provide rules for the prediction, and the table is achieved from the
database of the air combat records system.
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3.1 Definition of the Decision Factors

Decision factor is the decision attribute in the rough set and denoted as D. The
intentions of enemy UAVs can be concluded as four types: Attack, Feint, Defense,
and Escape. The decision factor is listed as Table 1.

Each element in the decision factor corresponds to certain possible intentions.
For instance, when D=5, the possible intentions of enemy UAV are attack and
feint, when D=1, the possible intention is escape.

3.2 Dominance Relation Theory of Incomplete Fuzzy
Rough Set

The following is definition about the dominance relation theory of incomplete fuzzy
rough set:

Definition [8] Suppose that S= ðU,AT ∪ d,V , f Þ is incomplete fuzzy decision
information system, A⊆AT . RTODðAÞ is called the dominance relation defined by A,
which is denoted by

RTODðAÞ= ðx, yÞ∈U ×U:∀a∈A,f ðf ðx, aÞ≥ f ðy, aÞÞ∨ ðf ðx, aÞ≥BðaÞ∧ f ðy, aÞ= * Þ
∨ ðf ðx, aÞ= * ∧ f ðy, aÞ≤BðaÞÞ∨ ðf ðx, aÞ= * ∧ f ðy, aÞ= * Þ�

Here, * represents the data failed to receive, and BðaÞ represents the balance
point of condition attribute a. Due to paper space limitation, readers can learn more
about dominance relation theory in [8].

4 Procedure of the Intention Prediction

The specific process of the intention prediction for the target is given as Fig. 2:

Table 1 Decision factor Attack Feint Defense Escape Decision factor(D)

1 0 0 0 6
1 1 0 0 5
0 1 0 0 4
0 0 1 0 3
0 0 1 1 2
0 0 0 1 1
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Details of the intention prediction procedure are as follows:

(1) Receive the information about the enemy target.
(2) Compute the information and achieve the time series data of four threat

factors.
(3) Check each factor whether it satisfies the condition of the GM (1, 1). If it is

satisfied, then it can be predicted with GM (1, 1) and corrected with Markov
chain. If it is not satisfied, it is marked as unpredictable.

(4) Get the air combat records from the database, and transform them into an air
combat decision information table.

Fig. 2 Intention prediction procedure
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(5) Obtain the rules from the air combat decision information table using the
dominance relation theory of incomplete fuzzy rough set.

(6) After looking up each predicted factor in its rule axis, achieve the probability
of each possible intention.

5 Simulation and Analysis

Table 2 shows the time series data received by sensors in our UAV, it has been
transformed into threat factors.

Now, take the factor Tv as an example. According to (7), the GM (1, 1) model is
established as:

X ̂ð0Þð1Þ=Xð0Þð1Þ,X ð̂0Þði+1Þ=0.51e0.0204i

The relative error sequence: δð0ÞðiÞ=100% * Xð0ÞðiÞ−X ̂ð0ÞðiÞ
� �

X̸ð0ÞðiÞ. Five

states are defined for δð0Þ:

ð1Þ− 30%< δð0ÞðiÞ≤ − 10% ð2Þ− 10%< δð0ÞðiÞ≤ − 2%
ð3Þ− 2%< δð0ÞðiÞ<2% ð4Þ 2%≤ δð0ÞðiÞ<10%
ð5Þ 10%≤ δð0ÞðiÞ<30%

And the state transition matrix is P=
0.67 0.33 0
0.33 0 0.67
0 0.5 0.5

2

4

3

5.

According to the GM (1, 1) model, X
ð̂0Þð13Þ=0.6513, and δð0Þð12Þ is state (2).

After one step transition, it is most possible for δð0Þð13Þ to be state (2). Take
mid-value of [2 %, 10 %] as the value of δð0Þð13Þ and the corrected value of

X
ð̂0Þð13Þ is 0.6144.
The four factors are predicted as shown in Table 3.
Table 4 is an incomplete air combat decision information table.
According to process of attribute reduction and rules extraction of the dominance

relation theory of incomplete fuzzy rough set, Table 4 can be processed as follows:
Table 4 = ðU,AT ∪ d,V , f Þ,∀ x∈U.

(1) Obtain μATODðdÞðxÞ and μATODðdÞðxÞ.

Table 2 Received threat factors

1 2 3 4 5 6 7 8 9 10 11 12

Ta 0.65 0.67 0.69 0.71 0.70 0.68 0.69 0.67 0.66 0.67 * *
Tv 0.53 0.51 0.50 0.53 0.56 0.59 0.60 0.61 0.60 0.63 0.62 0.60
To 0.68 0.68 * * 0.72 0.75 0.76 0.79 0.80 0.79 0.79 0.80
Td 0.52 0.51 0.53 * 0.55 0.57 0.59 0.62 0.61 * 0.60 0.59
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(2) Get the minimal disjunctive forms RedLðxÞ and RedHðxÞ.
(3) Use decision rules methods of “at least” and “at most”:

If A⊆RedLðxÞ, and if ∀a∈A, f ðy, aÞ≥ f ðx, aÞ, then f ðy, dÞ≥ μATODðdÞðxÞ.
If A⊆RedHðxÞ, and if ∀ a∈A, f ðy, aÞ≤ f ðx, aÞ, then f ðy, dÞ≤ μATODðdÞðxÞ.

(4) Obtain rules. The rules are expressed on four axes in Fig. 3, where a∼ b
means a≤D≤ b

According to the prediction results in Table 3, after corresponding each factor in
the axes in Fig. 3, we have the intersection: 5≤D≤ 6. Then, look up the decision
factor D in Table 1, and 1 1 0 0, 1 0 0 0 are obtained. Thus, the probabilities of
possible intentions are: Attack—66.67 %, Feint—33.33 %. From the simulation
results, we know that the developed prediction method is valid.

Table 3 Predicting results Factors Ta Tv To Td
Predicting value * 0.6144 0.8131 *

Table 4 Incomplete air
combat decision information
table

Ta Tv To Td D

x1 0.91 0.55 0.95 * 6
x2 0.89 0.60 0.78 0.46 4
x3 0.93 0.47 0.99 0.65 6
x4 0.90 * 0.81 0.53 5
x5 0.53 0.50 * 0.55 3
x6 0.41 0.75 0.45 0.47 1
x7 0.35 0.79 0.36 0.31 1
x8 * 0.61 0.51 0.51 2

Fig. 3 Rule axes
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6 Conclusion

The prediction of UAVs’ intentions has been developed with two methods: Grey
Markov chain and the dominance relation theory of rough set, by utilizing
incomplete information, and simulation has proved the reasonable. In general, this
paper has provided a certain theoretical method for UAVs combat application.
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Robust Tracking Control of Wheeled Mobile
Robots with Parameter Uncertainties
and only Target’s Position Measurement

Lixia Yan and Baoli Ma

Abstract Robust tracking control of wheeled mobile robots (WMRs) is studied in

this work. Considering the dynamic model of WMRs with unknown parameters, a

robust sliding-mode state feedback controller is proposed, guaranteeing the tracking

errors converge to zero asymptotically. Later, combining robust exact differentiators

with the proposed state feedback control law leads to a tracking controller, in which

only the position of reference robot is included and the tracking errors are driven

to the origin asymptotically too. Numerical simulation is carried out to verify the

effectiveness of proposed controller.

Keywords Wheeled mobile robots ⋅ Robust tracking control ⋅ Sliding-mode con-

trol ⋅ Robust exact differentiator

1 Introduction

To date, the trajectory tracking and path following control of wheeled mobile robots

have been widely studied. There are no continuous time-invariant controllers to

achieve state stabilization of WMRs due to the limitation of Brockett necessary

condition [1]. A trajectory tracking control law based on backstepping method

is proposed in [2], within which the tracking errors converge to zero uniformly

asymptotically. Using dynamic feedback linearization, a local asymptotical track-

ing control scheme is shown in [3]. Clearly, sliding-mode control method is also a

good way to solve control problem and makes systems robust to uncertainties and
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disturbances. By describing system from cartesian coordinate to polar coordinate,

a sliding-mode tracking control law proposed in [4] guaranties the tracking errors

ultimately bounded, while a large control may appear near the origin. Considering

a universal sliding-mode control scheme for a class of nonlinear systems and trans-

form the model equations of WMRs into a special form, controller proposed in [5]

makes the system globally asymptotically stable. By designing a PI-type sliding-

mode surface and an adaptive algorithm, the trajectory tracking errors are steered to

zero asymptotically [6].

Almost under all situations, the trajectory tracking or path following controllers

can be directly used for the tracking control of two WMRs if the position/orientation

and linear/angular velocity information of reference robot are completely known by

the tracker robot. However, under real circumstance, not all the information of the

reference WMR can be known or easily detected, and less communication burden in

hardware-layer of controller helps to build a reliable apparatus and decreases error-

code rate [7]. Based on above practical considerations, it is desired to solve the track-

ing control problem of WMRs using only position information of the reference robot,

which can be easily obtained even in indoor environment by camera [8] or UWB [9].

In this work, we first refer results in [10] to design estimators of reference robot

using only its position information. Later, we introduce a full-state feedback sliding-

mode controller which drives the system states converging to the stable sliding sur-

face in finite time despite the model parameter uncertainties. The combination of

state feedback control law with estimators contributes to a tracking controller with

only position information of reference robot.

The paper is organized as follows. Section 2 contains problem formation, con-

troller design is included in Sect. 3, simulation results and conclusion are presented

in Sects. 4 and 5 respectively.

2 Problem Formation

Consider the dynamic model of WMRs described by

{
ẋ = v cos 𝜃, ẏ = v sin 𝜃, ̇𝜃 = 𝜔

mv̇ =
𝜏1+𝜏2
R

, I�̇�=L
R
(
𝜏1 − 𝜏2

) (1)

where (x, y) is the coordinate of mass center, 𝜃 denotes the posture angle, v and 𝜔

represent linear and angular velocity respectively. (v̇, �̇�) are linear and angular accel-

erations. 𝜏1 and 𝜏2 denote driving torques of the right and left wheels. (m, I,R,L) are

mass, inertia around the mass center, wheel diameter, distance between right and left

wheel respectively, which are unknown parameters bounded by known bounds, i.e.,
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0 < mm ≤ m ≤ mM , 0 < Im ≤ I ≤ IM
0 < Rm ≤ R ≤ RM , 0 < Lm ≤ L ≤ LM

(2)

where mm,mM , Im, IM ,Rm,RM ,Lm,LM are known positive constants.

The kinematic equations of the reference robot are as follows:

ẋr = vr cos 𝜃r, ẏr = vr sin 𝜃r, ̇𝜃r = 𝜔r (3)

Assumption 1 The reference speeds and their first- and second-order derivatives
(vr, 𝜔r, v̇r, �̇�r, v̈r, �̈�r) are bounded by

{
vrM ≥ vr ≥ vrm > 0, v̇rM ≥ ||v̇r|| , v̈rM ≥ ||v̈r||
𝜔rM ≥ ||𝜔r

|| , �̇�rM ≥ ||�̇�r
|| , �̈�rM ≥ ||�̈�r

|| (4)

where vrM , vrm, 𝜔rM , v̇rM , �̇�rM , v̈rM , �̈�rM are positive constants.

Assumption 2 The exact position (xr, yr) of the reference robot is known.

Define the tracking errors as

ex = x − xr, ey = y − yr, e𝜃 = 𝜃 − 𝜃r (5)

With Assumptions 1 and 2, the control task in this paper is to design control law

[
𝜏1
𝜏2

]
=
[
U1

(
x, y, 𝜃, v, 𝜔, xr, yr, 𝛺

)
U2

(
x, y, 𝜃, v, 𝜔, xr, yr, 𝛺

) ] (6)

such that

lim
t→∞

ex = 0, lim
t→∞

ey = 0, lim
t→∞

e
𝜃

= 0 (7)

where 𝛺 denotes the set of auxiliary variables.

3 Controller Design

In this section, we first give out some preliminary results that refer to [10] and esti-

mate some values of reference robot that are not known exactly. Later, a robust state

feedback controller will be introduced. Combining estimating algorithm and state

feedback controller leads to the robust tracking controller with only position infor-

mation of the target.
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3.1 Target Observer Design

From Assumptions 1 and 2, we know that (xr, yr) is measurable and their derivatives

are bounded, so that we can estimate their first, second, and third derivatives by the

exact differentiators proposed in [10] as follows:

̇f0x = w0x,w0x = −𝜆0||f0x − xr|| 3
4 sign

(
f0 − xr

)
+ f1x

̇f1x = w1x,w1x = −𝜆1||f1x − w0x
|| 2
3 sign

(
f1x − w0x

)
+ f2x

̇f2x = w2x,w2x = −𝜆2||f2x − w1x
|| 1
2 sign

(
f2x − w1x

)
+ f3x

̇f3x = −𝜆3sign
(
f3x − w2x

)
(8)

̇f0y = w0y,w0y = −𝜆0
|||f0y − yr

|||
3
4 sign

(
f0y − yr

)
+ f1y

̇f1y = w1y,w1y = −𝜆1
|||f1y − w0y

|||
2
3 sign

(
f1y − w0y

)
+ f2y

̇f2y = w2y,w2y = −𝜆2
|||f2y − w1y

|||
1
2 sign

(
f2y − w1y

)
+ f3y

̇f3y = −𝜆3sign
(
f3y − w2y

)
(9)

where 𝜆i > Lr (i = 0, 1, 2, 3) with Lr = max{|ẋr|, |ẍr|, |x⃛r|, |ẏr|, |ÿr|, |y⃛r|}. By using

(8) and (9), the exact estimation of (ẋr, ẍr, x⃛r, ẏr, ÿr, y⃛r) can be obtained by (w0x,w1x,w2x,

woy,w1y,w2y) in finite time.

Taking (3) into account and calculating the first- to third-order derivatives of

(xr, yr), we get

⎧⎪⎨⎪⎩

ẋr = vr cos 𝜃r, ẍr = v̇r cos 𝜃r − vr𝜔r sin 𝜃r
ẏr = vr sin 𝜃r, ÿr = v̇r sin 𝜃r + vr𝜔r cos 𝜃r
x⃛r = v̈r cos 𝜃r − 2v̇r𝜔r sin 𝜃r − vr�̇�r sin 𝜃r − vr𝜔2

r cos 𝜃r
y⃛r = v̈r sin 𝜃r + 2v̇r𝜔r cos 𝜃r + vr�̇�r cos 𝜃r − vr𝜔2

r sin 𝜃r

(10)

which suggests

⎧⎪⎪⎨⎪⎪⎩

𝜃r = arctan 2
(
ẏr, ẋr

)
, vr =

√
ẋ2r + ẏ2r , v̇r = ẍr cos 𝜃r + ÿr sin 𝜃r

𝜔r =
ÿr cos 𝜃r − ẍr sin 𝜃r

vr
, �̇�r =

y⃛r cos 𝜃r − x⃛r sin 𝜃r − 2v̇r𝜔r

vr
∀ vr > 0

(11)

Thus, the estimated values of (𝜃r, vr, 𝜔r, v̇r, �̇�r) can be obtained as

⎧⎪⎪⎨⎪⎪⎩

̂
𝜃r = arctan 2

(
w0y,w0x

)
v̂r =

√(
w0x

)2 + (
w0y

)2
,
̂v̇r = w1x cos ̂𝜃r + w1y sin ̂

𝜃r

�̂�r =
w1y cos ̂𝜃r − w1x sin ̂

𝜃r

v̂r
,
̂
�̇�r =

w2y cos ̂𝜃r − w2x sin ̂
𝜃r − 2̂v̇r�̂�r

v̂r

(12)
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Remark 1 As v̂r appears in denominators of
(
�̂�r, ̂�̇�r

)
and converges to real value in

finite time, we adopt the following strategy in control to avoid possible singularity

when v̂r cross zero during transient process.

v̂r =
⎧⎪⎨⎪⎩
vrm,

√(
w0x

)2 + (
w0y

)2
≤ vrm√(

w0x
)2 + (

w0y
)2
,

√(
w0x

)2 + (
w0y

)2
> vrm

(13)

3.2 Sliding-Mode Controller

Define the auxiliary position tracking errors

e1 = ex + l
(
cos 𝜃 − cos 𝜃r

)
, e2 = ey + l

(
sin 𝜃 − sin 𝜃r

)
(14)

where constant l > 0. Differentiating (14) along state trajectory of (5) results

[
ė1
ė2

]
= A (𝜃)

[
v
𝜔

]
− A

(
𝜃r
) [ vr

𝜔r

]
(15)

where

A (a)
𝛥

=
[
cos a −l sin a
sin a l cos a

]
→ A−1 (a) =

[
cos a sin a
−sin a

l
cos a
l

]
(16)

Define the stable sliding-mode surfaces

s =
[
s1
s2

]
=
[
ė1 + k1e1
ė2 + k1e2

]
= A (𝜃)

[
v
𝜔

]
− A

(
𝜃r
) [ vr

𝜔r

]
+ k1

[
e1
e2

]
(17)

in which k1 is a positive constant.

Let
(
𝜏1, 𝜏2

)
=
(
𝜏1 + 𝜏2, 𝜏1 − 𝜏2

)
and

(
p1, p2

)
=
( 1
mR

,

L
IR

)
, the derivative of (17)

becomes

ṡ = A (𝜃)
[
p1𝜏1
p2𝜏2

]
+ A (𝜃)B (𝜔)

[
v
𝜔

]
−
[
𝛥1
𝛥2

]
(18)

where

B (a) =

[
k1 −laa
l

k1

]
,

[
𝛥1
𝛥2

]
= A

(
𝜃r
) [ v̇r

�̇�r

]
+ A

(
𝜃r
)
B
(
𝜔r

) [ vr
𝜔r

]
(19)
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To realize the input-output decoupling, define the new sliding-mode surfaces

s̄ =
[
s̄1
s̄2

]
= A−1 (𝜃) s (20)

Differentiating s̄ leads to

̇s̄ =
[
p1𝜏1
p2𝜏2

]
+
[
𝛿11
𝛿21

]
+
[
𝛿12
𝛿22

]
(21)

where

[
𝛿11
𝛿21

]
= B (𝜔)

[
v
𝜔

]
+ ̇A−1 (𝜃)A (𝜃)

[
v
𝜔

]
+ ̇A−1 (𝜃) k1

[
ex + l cos 𝜃
ey + l sin 𝜃

]

[
𝛿12
𝛿22

]
= −A−1 (𝜃)

[
𝛥1
𝛥2

]
− ̇A−1 (𝜃)A

(
𝜃r
) [ vr

𝜔r

]
− ̇A−1 (𝜃) k1l

[
cos 𝜃r
sin 𝜃r

] (22)

Theorem 1 Suppose that Assumption 1 establishes and the control parameters sat-
isfy k1 > 0, 𝜀1 > 0, 𝜀2 > 0, the sliding-mode control law

{
𝜏1 = − ̂p̄1𝛿11 − ̂p̄1𝛿12 − sign (s̄)

(
p̄′1|𝛿11| + p̄′1|𝛿12| + 𝜀1

)
𝜏2 = − ̂p̄2𝛿21 − ̂p̄2𝛿22 − sign (s̄)

(
p̄′2|𝛿21| + p̄′2|𝛿22| + 𝜀2

) (23)

guarantees that
(
s̄1, s̄2

)
converge to the origin in finite time, where p̄1 = p−11 ,

p̄2 = p−12 are unknown positive constants bounded by known constants(
p̄1M , p̄1m, p̄2M , p̄2m

)
, i.e.

p̄1M ≥ p̄1 ≥ p̄1m > 0, p̄2M ≥ p̄2 ≥ p̄2m > 0 (24)

and ⎧⎪⎨⎪⎩

̂p̄1 = 0.5
(
p̄1m + p̄1M

)
,
̂p̄2 = 0.5

(
p̄2m + p̄2M

)
p̄′1 = max

(|p̄1 − ̂p̄1|) = 0.5
(
p̄1M − p̄1m

)
p̄′2 = max

(|p̄2 − ̂p̄2|) = 0.5
(
p̄2M − p̄2m

) (25)

Proof Choose V1 = 0.5p̄1s̄21 and V2= 0.5p̄2s22 as Lyapunov candidates functions and

compute their derivatives along with the trajectory of closed-loop system (21)–

(23) as

̇V1 = s̄1
[
𝛿11

(
p̄1 − ̂p̄1

)
+ 𝛿12

(
p̄1 − ̂p̄1

)]
− |s̄1| (p′1|𝛿11| + p′1|𝛿12| + 𝜀1

)
≤ |s̄1||𝛿11 (p̄1 − ̂p̄1

) | + |𝛿12 (p̄1 − ̂p̄1
) | − |s̄1| (p′1|𝛿11| + p′1|𝛿12| + 𝜀1

)
≤ −𝜀1|s̄1| − |s̄1| (p′1 − |p̄1 − ̂p̄1|) |𝛿11| − |s̄1| (p′1 − |p̄1 − ̂p̄1|) |𝛿12|
≤ −𝜀1|s̄1|

̇V2 = s̄2
[
𝛿21

(
p̄2 − ̂p̄2

)
+ 𝛿22

(
p̄2 − ̂p̄2

)]
− |s̄2| (p′2|𝛿21| + p′2|𝛿22| + 𝜀2

)
≤ |s̄2||𝛿21 (p̄2 − ̂p̄2

) | + |𝛿22 (p̄2 − ̂p̄2
) | − |s̄2| (p′2|𝛿21| + p′2|𝛿22| + 𝜀2

)
≤ −𝜀2|s̄2| − |s̄2| (p′2 − |p̄2 − ̂p̄2|) |𝛿21| − |s̄2| (p′2 − |p̄2 − ̂p̄2|) |𝛿22|
≤ −𝜀2|s̄2|

(26)



Robust Tracking Control of Wheeled Mobile Robots with Parameter Uncertainties . . . 411

Let W1 =
√

2p̄−11 V1 = ||s̄1|| ,W2 =
√

2p̄−12 V2 = ||s̄2||, we then obtain

D+W1 =
2p̄−11 ̇V1

2
√

2p̄−11 V1

≤ −𝜀1p̄−11 ,D+W2 =
2p̄−12 ̇V2

2
√

2p̄−12 V2

≤ −𝜀2p̄−12 (27)

Comparison principle can then be used to obtain the conservative estimation of con-

verging time of
(
s̄1, s̄2

)
and we get

s̄1 (t) = 0, s̄2 (t) = 0,∀t ≥ T1 = max
{
p̄1M

||s̄1 (0)||
𝜀1

, p̄2M
||s̄2 (0)||
𝜀2

}
(28)

According to (21), we know that
(
s1 (t) , s2 (t)

)
= (0, 0) for t ≥ T1. On the sliding sur-

face
(
s1 (t) , s2 (t)

)
= (0, 0), the auxiliary position tracking errors

(
e1, e2

)
will con-

verge to zero exponentially.

Next, we show that the overall tracking error system is asymptotically stable

because the zero-dynamics subsystem of (15), associated with e
𝜃

, is asymptotically

stable. Nulling
(
ė1, ė2

)
in (15) gives rise to

[
v
𝜔

]
= A−1 (𝜃)A

(
𝜃r
) [ vr

𝜔r

]
(29)

Take out the angular velocity and write the dynamics of ė
𝜃

as

ė
𝜃

= ̇
𝜃 − ̇

𝜃r=𝜔 − 𝜔r = −
vr
l
sin e

𝜃

+ 𝜔r
(
cos e

𝜃

− 1
)

(30)

Linearize (30) at e
𝜃

= 0, we obtain

ė
𝜃

= −
vr
l
e
𝜃

(31)

which is exponentially stable under Assumption 1. So the overall closed-loop system

is concluded locally asymptotically stable [11] and (7) establishes.

Replacing the unmeasurable variables
(
𝜃r, vr, 𝜔r, v̇r, �̇�r

)
with their estimates(

̂
𝜃r, v̂r, �̂�r, ̂v̇r, ̂�̇�r

)
in controller (23) leads to

{
𝜏1 = − ̂p̄1𝛿11 − ̂p̄1 ̂𝛿12 − sign

(
̂s̄
) (

p̄′1|𝛿11| + p̄′1| ̂𝛿12| + 𝜀1
)

𝜏2 = − ̂p̄2𝛿21 − ̂p̄2 ̂𝛿22 − sign
(
̂s̄
) (

p̄′2|𝛿21| + p̄′2| ̂𝛿22| + 𝜀2
) (32)



412 L. Yan and B. Ma

where

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

[
̂
𝛿12
̂
𝛿22

]
= −A−1 (𝜃)

[
̂
𝛥1
̂
𝛥2

]
− ̇A−1 (𝜃)A

(
̂
𝜃r
) [ v̂r

�̂�r

]
− ̇A−1 (𝜃) k1l

[
cos ̂𝜃r
sin ̂

𝜃r

]
[
̂
𝛥1
̂
𝛥2

]
= A

(
̂
𝜃r
) [ ̂v̇r

̂
�̇�r

]
+ A

(
̂
𝜃r
)
B
(
�̂�r

) [ v̂r
�̂�r

]
[
̂s̄1
̂s̄2

]
= A−1 (𝜃)

[
A (𝜃)

[
v
𝜔

]
− A

(
̂
𝜃r
) [ v̂r

�̂�r

]
+ k1

[
ê1
ê2

]]
[
ê1
ê2

]
=
[
x − xr + l

(
cos 𝜃 − cos ̂𝜃r

)
y − yr + l

(
sin 𝜃 − sin ̂

𝜃r
)
]

(33)

Since the estimated variables
(
̂
𝛿12, ̂𝛿22

)
converge to real ones in finite time, there

exists T2 > 0 such that the performance of controller (32) equals to that of (23) for

t ≥ T2. Furthermore, we have

(𝜏1, 𝜏2) ∈ L∞, 0 ≤ t ≤ T2 (34)

so that all states are bounded during transient process. Thus, the closed-loop system

under control of (32) is also locally asymptotically stable.

4 Simulation Results

The model parameters of tracker robot are chosen from one real-wheeled mobile

robot in the authors’ laboratory that satisfy

⎧⎪⎨⎪⎩

(2 − 0.2) kg ≤ m ≤ (2 + 0.2) kg
(0.2 − 0.02)m ≤ L ≤ (0.2 + 0.02)m
(0.08 − 0.008) kg ⋅m2 ≤ I ≤ (0.08 + 0.008) kg ⋅m2

(0.05 − 0.005)m ≤ R ≤ (0.05 + 0.005)m

(35)

which contribute to the inequalities

{
0.121 = p̄1M ≥ p̄1 ≥ p̄1m = 0.081
0.027 = p̄2M ≥ p̄2 ≥ p̄2m = 0.015 (36)

Let the position of reference robot be generated from an eight-shaped trajectory

described by

ẋr = gr cos
(
2hr

)
, ẏr = gr sin

(
hr
)
,
̇hr = 𝛺r (37)
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Fig. 1 The tracking trajectory and tracking error (39) under controller (32)

The initial states about robust differentiators are all set to zero, initial states and the

rest parameters are

⎧⎪⎪⎪⎨⎪⎪⎪⎩

[
x (0) , y (0) , 𝜃 (0)

]
= [0,−2, 0][

xr (0) , yr (0) , 𝜃r (0)
]
= [0,−5, 0]

l = 0.1, k1 = 0.5, 𝜀1 = 𝜀2 = 0.2
m = 1.8,L = 0.19, I = 0.081,R = 0.05
𝜆0 = 1.6, 𝜆1 = 1.2, 𝜆2 = 0.4, 𝜆3 = 0.2
gr = 0.5, 𝛺r = 0.1

(38)

Define the tracking error function

Vtr =
√

e2x + e2y + e2
𝜃

(39)

The simulation results are all shown in Fig. 1.

Simulation results show that the robot has successfully catched up with the refer-

ence robot under proposed controller (33) and Vtr converges to zero asymptotically.

5 Conclusion

A robust sliding-mode controller with only position information of reference robot

is obtained by combining sliding-mode control method with robust exact differ-

entiators. Theoretical analysis shows that the overall closed-loop system is locally

asymptotically stable. Numerical simulation results verify the efficiency of the pro-

pose controller. The proposed controller is robust to model parameters based on the

sliding-model technique. The author would like to investigate the multiagent control
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problem of WMRs with uncertain model parameters and with only position infor-

mation of neighbors in future work.
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Parabola-Based Flue Gas Temperature
Modeling and Its Application in BTP
Control of a Sintering Process

Shengfei Liu, Qinglin Sun and Cheng Ma

Abstract It is very important to predict the accurate position of the burning
through point (BTP) in the sintering process. When BTP is controlled accurately,
the energy consumption in the sintering process can be reduced greatly.
Although BTP cannot be measured directly, we can measure the flue gas temper-
ature to predict BTP. When the flue gas temperature of the twenty-third bellow is
controlled at 600 °C, BTP will be controlled on the center of the twenty-third
bellow. In this case, the sinter mix can be converted into the sinter ore with the
maximum conversion rate. A method of modeling the flue gas temperature based on
parabola is discussed in the paper. By means of the least square method (LSM), the
relationship between the flue gas temperature and the negative pressure is modeled.
The position of the burning through point (BTP) can be controlled by adjusting the
negative pressure of the motor which can be controlled by adjusting the duty cycle.
By comparing the measured flue gas temperature with the set temperature and
comparing the measured negative pressure with the set negative pressure, the fuzzy
controller with 81 rules can output the appropriate duty cycle which can control the
motor properly. The flue gas temperature of the twenty-third bellow is checked so
that the real position of the burning through point can be obtained. Simulations
show that the position of the burning through point in the sintering process can be
controlled exactly.
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1 Introduction

Steel is one of the most important raw materials in the economic construction, and
therefore the development of the steel industry is very important for architecture,
transportation, machine industry, etc. Hence, the steel industry is the basic industry
and it will play a very important role in future. The sintering process, as an essential
part of steel making, consumes 10–15 % of the total energy in the steel making.
Energy consumption includes the consumption of the solid fuel, the electricity and
the gas for ignition etc. The solid fuel accounts for 75–80 % of the total energy
consumption in the sintering process; the electricity accounts for 13–20 %; the
ignition consumption accounts for 5–10 %. Nowadays, energy cannot meet
demands, and it restricts the development of the steel industry. Hence, it is very
necessary to develop the new device which can reduce the consumption of the
energy. In order to reduce the amount of energy consumed in the sintering process,
the burning through point (BTP) is discussed by many authors [1–10]. The burning
through point is a point where the flame front reaches the bottom of the sinter bed,
as described in Fig. 1. If the position of the BTP can be controlled accurately, the
energy consumption will be reduced greatly. Therefore, it is very meaningful to
design the new model and the efficient algorithm for the better control of the
BTP. In the paper, a new method, based on parabola, is discussed which can be
used to model the relationship between the negative pressure and the flue gas. With
the help of the model, a new controller, based on a group of rules, is designed
according to fuzzy control method. Simulations show that the position of the BTP
can be controlled accurately.

1.1 Sintering Process

Sintering is a process in which sinter mix, including particles of iron ore, limestone,
coke and returned sinter, is transformed into sintered ore for a blast furnace.
A sintering process is illustrated in Fig. 2.

Fig. 1 Burning Through Point(BTP)
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There are 24 bellows in the sintering process. The burning through point is
expected to be located on the twenty-third bellow where the flue gas temperature
should reach 600 °C in order that agglomeration can occur.

Parameters of a sintering machine are described in Table 1. Because there are 24
bellows in the sintering process, the position of the burning through point should be
controlled on the twenty-third bellow. Although we cannot measure the flame front
temperature directly, we can predict TFlame by measuring the flue gas temperature.
When the flue gas temperature reaches 600 °C, the flame front will reach the
bottom of the sinter bed, where the burning through point is located. Therefore, if
the flue gas temperature of the twenty-third bellow reaches 600 °C, the burning
through point will be located on the twenty-third bellow, which is our control
objective.

Fig. 2 Sintering process

Table 1 Parameters of a Dwight-Lloyd sintering machine

Parameter Value Denotation

Lstrand 62 m Length of the strand

vstrand 2.65 m/min Velocity of the strand
Hsin ter mix 1 m Height of the sinter mix
Nbellow 24 Number of bellows
Wbellow 2.583 m Width of every bellow
PositionBTP 58.118 m Distance between strand head and BTP
Center23rd bellow 58.118 m Distance between strand head and center of 23rd bellow
TBTP 600 °C Flue gas temperature of BTP
TFlame 1381 °C Flame front temperature
Areasin tering 230 m2 Area of the sintering machine

v⊥ 45.60 mm/min Average vertical sintering velocity
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1.2 Burning Through Point (BTP) of a Dwight–Lloyd
Sintering Machine

Burning through point of a Dwight–Lloyd sintering machine is defined as a point in
which the flame front reaches the bottom of the sinter bed. In the paper, BTP should
occur on the twenty-third bellow in order that sinter mix can be converted into
sintered ore as much as possible. If BTP is located before the twenty-third bellow,
the quantity of the sintered ore will decrease. If BTP is located behind the
twenty-third bellow, the quality of the sintered ore will become worse. Therefore, it
is very important to make BTP occur on the set position accurately.

1.3 Modeling of Relationship Between the Flue Gas
Temperature and the Negative Pressure

We have obtained the data which can describe the relationship (R1) between the flue
gas temperature and the negative pressure. These data are: (pi, Ti), i = 1,…,1000.
After observation, we discover that the relationship (R1) can be described by means
of the parabola. Therefore, we can get the relationship (R1) through the data
identification. Here, we adopt the least square method (LSM). Assume the rela-
tionship (R1) is described by (1).

T = f ðpÞ= ap2 + bp+ c ð1Þ

Here, T denotes the flue gas temperature and p denotes the negative pressure.
According to LSM, parameters a, b, and c should meet conditions described by (2),
(3), and (4).

a ∑
1000

i=1
p4i + b ∑

1000

i=1
p3i + c ∑

1000

i=1
p2i = ∑

1000

i=1
Tip2i ð2Þ

a ∑
1000

i=1
p3i + b ∑

1000

i=1
p2i + c ∑

1000

i=1
pi = ∑

1000

i=1
Tipi ð3Þ

a ∑
1000

i=1
p2i + b ∑

1000

i=1
pi +1000c= ∑

1000

i=1
Ti ð4Þ

The solutions are: a = 18, b = 378, and c = −1380. Hence, (1) becomes (5),
which is illustrated in Fig. 3.

T = f ðpÞ= − 18p2 + 378p− 1380 ð5Þ
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1.4 Modeling of Relationship Between the Negative
Pressure and the Duty Cycle

We have obtained the data which can depict the relationship between the negative
pressure and the duty cycle of the motor. Here, pi (i = 1,…,1000) denotes the
negative pressure and it belongs to the interval [5 kPa,16 kPa]; ui (i = 1,…,1000)
denotes the duty cycle of the motor. We define the relationship as R2 which is
illustrated in Fig. 4. We can utilize the least square method (LSM) to identify R2.
We assume that R2 can be modeled as (6).

p= hðuÞ= ku+ d ð6Þ

Fig. 3 T = −18p2 + 378p
−1380

Fig. 4 p = 12u + 4
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Here, p and u meet conditions depicted in (7) and (8).

k ∑
1000

i=1
u2i + d ∑

1000

i=1
ui = ∑

1000

i=1
uipi ð7Þ

k ∑
1000

i=1
ui +1000d= ∑

1000

i=1
pi ð8Þ

We can solve (7) and (8), and the solutions are: k = 12, d = 4. Therefore, (6)
becomes (9).

p= hðuÞ=12u+4 ð9Þ

1.5 Modeling of Relationship Between the Flue Gas
Temperature and the Duty Cycle

From (5) and (9), we can obtain (10) which is illustrated in Fig. 5.

T = f ðhðuÞÞ= − 2592u2 + 2808u− 156 ð10Þ

From Fig. 5, we can see that the flue gas temperature can be set at a point by
adjusting the duty cycle of the motor, which is the output of the controller.

Fig. 5 T = −2592u2 + 2808u − 156
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1.6 The Fuzzy Control System for the Burning Through
Point Control in a Sintering Process

The structure of the fuzzy control system for the burning through point control in a
sintering process is illustrated in Fig. 6. Here, r1 denotes the set flue gas temper-
ature of the twenty-third bellow; r2 denotes the set negative pressure of the wind
box; y1 denotes the measured flue gas temperature of the 23rd bellow; y2 denotes
the measured negative pressure of the wind box; e1 denotes the error between r1 and
y1; e2 denotes the error between r2 and y2; u denotes the duty cycle calculated by the
fuzzy controller which can control y1 and y2. For example, if we set r1 as 600 °C
and set r2 as 10 kPa, the fuzzy controller will output u according to y1, y2 and the
fuzzy rules. If y1 < 600 °C and y2 < 10 kPa, the fuzzy controller will increase u so
that y1 and y2 will increase. As a result, e1 will decrease and the flue gas temperature
will approach 600 °C step by step. On the other hand, if y1 < 600 °C and
y2 > 10 kPa, the fuzzy controller will reduce u so that y2 will decrease. Conse-
quently, e1 will decrease and y1 will be close to 600 °C gradually.

1.7 Design of Fuzzy Control Rules

There are 81 rules in the fuzzy control rule table as described in Table 2. Here, NB
denotes Negative Big; NM denotes Negative Middle; NS denotes Negative
Small; NZ denotes Negative Zero; ZE denotes ZERO; PZ denotes Positive Zero; PS
denotes Positive Small; PM denotes Positive Middle; PB denotes Positive Big.
x denotes fuzzy value of temperature error; y denotes fuzzy value of negative
pressure error; z denotes fuzzy value of duty cycle. Rule1 means: if x is NB and y is
NB, then z is NM. Rule2 means: if x is NB and y is NM, then z is NM. Rule81
means: if x is PB and y is PB, then z is PB. u denotes the duty cycle of the motor
which controls the negative pressure in the sintering process. y1 denotes the flue gas
temperature of the 23rd bellow; y2 denotes the negative pressure of the bellow; e1
denotes temperature error; e2 denotes negative pressure error. Relationships among
these variables are described in (11), (12), (13), (14), and (15).

Fig. 6 Structure of fuzzy control system for burning through point control in a sintering process
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e1 = 600− y1 ð11Þ

e2 = 10− y2 ð12Þ

x= round[
e1 − 190

65
] ð13Þ

y= round[
6e2 + 3
9.5

] ð14Þ

u=
1
12

z+
1
2

ð15Þ

Here, round[] denotes the operation which can get the nearest integer to the
number in the brackets. x, y, and z belong to {−6, −5, −4, −3, −2, −1, 0, 1, 2, 3, 4,
5, 6}.

1.8 Simulations and Analysis

Simulations are illustrated in Figs. 7, 8, and 9.The set temperature is 600 °C and the
initial temperature is 60 °C. In Fig. 7, the flue gas temperature error decreases from
540 to 0 quickly. In Fig. 8, the flue gas temperature of the twenty-third bellow
reaches 600 °C in a very short time. The flue gas temperature error of the steady
state is less than 1 %. In Fig. 9, the duty cycle of the motor increases from 0.083 to
0.75, and then decreases to 0.5. From Fig. 8, we can see that the flue gas tem-
perature of the twenty-third bellow is kept at 600 °C accurately.

Table 2 Fuzzy control rule table

y NB NM NS NZ ZE PZ PS PM PB
z
x

NB NM NM NS NS NM NM NM ZE PM
NM NM NM NS NS ZE ZE ZE PZ PB
NS NM NS NS ZE ZE ZE ZE PS PM
NZ NM NM ZE ZE ZE ZE ZE PZ PM
ZE NM NM NS ZE ZE ZE ZE PM PB
PZ NB NM NS ZE ZE ZE ZE PS PB
PS NB NM NS ZE ZE ZE ZE PM PB
PM NB NM NS ZE ZE ZE ZE PM PB
PB NB NM NS ZE ZE ZE ZE PM PB
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Fig. 7 Temperature error

Fig. 8 Flue gas temperature

Fig. 9 Duty cycle
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2 Conclusion

From simulations, we can make a conclusion that the parabola-based model for the
relationship between the flue gas temperature and the negative pressure is correct.
We also can see that the flue gas temperature of the twenty-third bellow can be
controlled exactly. As a result, the burning through point of the sintering process is
located on the twenty-third bellow accurately.
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Passive Control of Lorenz Chaos System
with Nonlinear Virtual Contraction
Analysis

Yunzhong Song

Abstract In order to pave the way for the exploration of Lorenz chaos system
control, one kind of observer which was based upon nonlinear virtual contraction
analysis was suggested, and on account of that, states of the Lorenz chaos system
can be made available via just the single variable output. And thereafter, passive
control of Lorenz chaos system was made possible under auspices of the available
observed states of the Lorenz chaos system. Results demonstrated that, the expected
phase points as well as the origin targeting in helps of passive control can be made
possible, and the expected phase point targeting was not like that reported in the
already published literature. In comparison with the Lorenz chaos system control
with full states, our assumption is much more near the reality, and when compared
with the other state observer, the nonlinear virtual contraction analysis method
suggested here is much more simple, and from the view point of the fusion of
passive control, nonlinear virtual contraction analysis observer, the configuration of
the control action is also different from the already existing results, so the specified
phase points targeting can also be new, thus, the targeting phase zone can be
flexible, which is promising for the potential usage of chaos systems.

Keywords Nonlinear virtual contraction analysis ⋅ Observer ⋅ Lorenz chaos
system ⋅ Passive control

1 Introduction

Lorenz chaos system which was developed via the pioneer scientist Edward Lorenz
plays an irreplaceable role in nonlinear control field [1], and since then, pours of
articles are followed to explore this benchmark chaos system. Among them, impulse
control was presented to change the state variables of the Lorenz system to some
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given values in a time interval that is very small compared with the characteristic time
of the dynamics of the Lorenz system [2]. Adaptive backstepping control scheme was
suggested to avoid the singularity for stabilization of the Lorenz chaos system [3],
while delayed feedback control of Lorenz chaos system was put forward to investi-
gate the fine structure of the Lorenz system, and some of themwere not possible to be
made stable by the other methods [4]. Exact linearization, which was based on the
nonlinear geometric control, was also borrowed to deal with chaos control of the
Lorenz chaos system [5], while an indirect way to stabilize the nonchaotic motion via
first stabilizing certain stationary points to destroy the homoclinic connections was
also proposed. In this way, stabilization of the Lorenz trajectories about nonchaotic
motion is achieved [6]; invariant manifold, which was the extended notion of the
linear subspace of linear system into the nonlinear system, was also borrowed to
describe the interested targeting locus of the Lorenz system [7, 8], and minimum
principle based on optimal control of Lorenz chaos system were reported in [9, 10]. It
is well known that the input action which executed by the linear motor or the other
mechanical valves is always limited by the energy or the space, so the input con-
strained control of Lorenz chaos system is also necessarily important and some results
have been reported to deal with that [11, 12]. Intelligent information approximation
based control of Lorenz chaos system was demonstrated in [13, 14], and composite
control of Lorenz system, which takes several control laws into consideration at once
time is reported in [15]. Passive equivalence of the Lorenz chaos system was
investigated and some phase points targeting was also reported, where the control
action was selected to be added in the second equation [16]. Besides these mentioned
chaos control ways to the initial Lorenz chaos system itself, some breakthrough
works have also been done to transform the Lorenz chaos system from one single
bachelor into one kind of family. It has three different members, and they were named
as Lorenz chaos system, Chen chaos system, and Lü chaos system, respectively. The
first one is the initial member of Loren chaos family system, and the finally found
unified chaos system was much more strikingly attractive than the other ones. The
different members of the Loren chaos family system can be made to transition from
one to another if we change the key parameter from one value to the another value of
the unified chaos system, and the related works were reported in [17].

It is undoubtedly that all the just mentioned works have been done to drive the
research of the Loren chaos system forward, and also have great positive influence
for the upcoming work towards it. And our work here is not the exception, the main
attention of our work is that the states of the Loren chaos system are not always
available, so the control with full states of Loren chaos system can be failed at some
time. On account of that, we try to reconstruct the states of the Loren chaos system
with its single output, and we try to make that this kind of work as simple as
possible, and in auspices of the nonlinear virtual contraction analysis of the non-
linear system, one special observer is made ready here to make the full states of the
Loren chaos system possible. Besides that, the passive control law will be designed
to drive the Loren chaos system into the expected target phase points. Unlike the
already existing results, for we employ the fist variable as the output state, not only
the passive equivalence strategy is different from that demonstrated in the literature,
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but also the expected target points are different from references there in. In this
point, we expand the target zones of the Loren chaos system, and it is vital
importance for the Lorenz chaos system to be used in the coming future.

The rest of the paper is organized as follows: In Sect. 2, some preliminary results
of nonlinear virtual contraction analysis together with the passive control theory are
reviewed at first. And then, at the incipient part of the Sect. 2, the background of the
Loren chaos system will be browsed as short as possible to provide only the
minimum necessary background information for this work. In Sect. 3, the observer
based on the nonlinear virtual contraction analysis as well as the passive control
strategy will be covered in detail, the main results will be reported in this section.
Some comments will also be given to highlight the pros of the suggested strategies.
And Sect. 4 will be the conclusions.

2 Some Preliminary Results

2.1 Introduction of the Lorenz Chaos System

For Lorenz system

x1̇ = f1ðx1, x2, x3Þ= − σðx1 − x2Þ, x2̇ = f2ðx1, x2, x3Þ= ρx1 − x2 − x1x3,

x3̇ = f3ðx1, x2, x3Þ= x1x2 − βx3.
ð1Þ

Parameters like σ =10, ρ=28, and β=8 ̸3 are taken, which results in chaotic
motion. And the corresponding three system equilibria are

xð1Þe = ½0, 0, 0�T , xð2, 3Þe = ±
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
βðρ− 1Þ

p
, ±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
βðρ− 1Þ

p
, ρ− 1�T = ½±6 ffiffiffiffiffi

2,
p

±6
ffiffiffiffiffi
2,

p
27

h iT
.

It is well known that the Lorenz system can be chaotic in the specified
parameters.

2.2 Nonlinear Contraction Analysis

Since the observer design is based on nonlinear contraction analysis, so we will take
some time to say something about it [18]. Consider the system

x ̇= f ðx, tÞ. ð2Þ

where f is an n times 1 nonlinear vector function and x is the n times 1 state vector.
And now we care about the local flow at a given point x leads to a convergence
analysis between two neighbouring trajectories. If all neighbouring trajectories
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converge to each other, we say that the system is with the contraction behaviour,
and then global exponential convergence to a single trajectory can then be con-
cluded. Assume that f(x, t) is continuously differential, (2) yields the exact differ-
ential relation

δx ̇=
∂f
∂x

ðx, tÞδx. ð3Þ

where δx is a virtual displacement. And the square distance between two neigh-
bouring trajectories can be defined as δxTδx, and the rate of change of the squared
distance can be described as

d
dt
ðδxTδxÞ=2δxT

∂f
∂x

δx. ð4Þ

Denoting by λmaxðx, tÞ the largest eigenvalue of the symmetric part of the

Jacobian matrix ∂f
∂x, that is the largest eigenvalue of 1

2
∂f
∂x +

∂f T

∂x

� �
, we thus have

d
dt
ðδxTδxÞ≤ 2λmaxðx, tÞδxTδx. ð5Þ

Assume that λmaxðx, tÞ is uniformly strictly negative that is
∃β>0, ∀x, ∀t≥ 0, λmaxðx, tÞ ≤ − β <0. Then any two neighbouring trajectories of
system (2) converge to each other exponentially.

2.3 A Glimpse of Passive Theory

Consider the nonlinear affine system

x ̇= f ðxÞ+ gðxÞu, y= hðxÞ. ð6Þ

where the state x ∈ Rn, the u ∈ Rm and output y ∈ Rm, f and the m column of g are
smooth vector fields, h is a smooth mapping. The system is said to be passive if
there exists a real constant β such that for ∀t ≥ 0 the following inequality holds

Z t

0
uTðτÞyðτÞdτ ≥ β. ð7Þ

Or there exists a ρ>0 and a real constant β such that

Z t

0
uTðτÞyðτÞdτ + β ≥

Z t

0
ρyTðτÞyðτÞdτ. ð8Þ
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The physical meaning is that the energy of the nonlinear system can be increased
only through the supply from the external source. The stability properties of the
passive system are well known [19]. Once the system is rendered passive, the
control law such as

u= −φðyÞ. ð9Þ

can asymptotically stabilize the equilibrium x = 0 of the nonlinear system (6) And
in this paper, we will use the passive technique to control the Lorenz chaos system,
where Loren chaos system states based only on its single output will be made
possible through the observer, and just from this point of view, our results can be
different from the already existing results.

3 The Main Results

3.1 Observer Design for Lorenz Chaos System
via Nonlinear Virtual Contraction Analysis

For system (1), assume that the system output is the first variable, then it can be
turned into the following form:

x1̇ = f1ðx1, x2, x3Þ= − σðx1 − x2Þ,
x2̇ = f2ðx1, x2, x3Þ= ρx1 − x2 − x1x3,

x3̇ = f3ðx1, x2, x3Þ= x1x2 − βx3,

y= x1.

ð10Þ

And we want to design observer for system (10) to get the asymptotical
approximation of the second variable and the third variable of the system when the
first variable is available. So, we give the following observer system for system (10)

y ̇= f 1̂ðy, x2̂, x ̂3Þ= − σðy− x2̂Þ,
x ̂2̇ = f 2̂ðy, x2̂, x ̂3Þ= ρy− x2̂ − yx ̂3, x ̂̇3 = f 3̂ðy, x2̂, x ̂3Þ= yx ̂2 − βx ̂3.

ð11Þ

From system (11), we can say that the observer system of (11) for the original
system is cost effective, for we use the decreased dimension observer. Now we
check system (11) is indeed the ideal observer for system (10). The first order
variation of system (11) is as follows

δx ̂2̇
δx ̂̇3

� �
=

∂f 2̂
∂x2̂

∂f 2̂
∂x3̂

∂f 3̂
∂x2̂

∂f 3̂
∂x3̂

2

4

3

5 x2̂
x3̂

� �
=

− 1 − x ̂2
x2̂ − β

� �
x2̂
x3̂

� �
ð12Þ
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And the corresponding Jacobian matrix is

J =
− 1 − x ̂2
x2̂ − β

� �
ð13Þ

so

1
2
ðJ + JTÞ= − 1 0

0 − β

� �
. ð14Þ

Obviously, the maximum value of the eigenvalue of matrix (14) is negative, that
means the system (11) is the exact observer of the system (10). And results of the
observer (11) to system (10) are listed as Figs. 1 and 2, respectively.

Remark 1 Loren chaos system has its essential structure peculiarity, and if this kind
of peculiarity is taken into account, things will turn into easy. The observer of Loren
chaos system design based on nonlinear virtual contraction analysis takes full
advantage of this point.

Remark 2 It is easy to acquire that we just use the copy version of the observed
system to construct the observer, where its input is from the observed single output,
the resulted observer is decreased dimension observer, and on this points of view,
our observer is convenient to be realized.

0 2 4 6 8 10
−20

−10

0

10

20

30

Time t

x
2
,x̂

2

Fig. 1 Reconstruction of the
second variable of Loren
chaos system
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Fig. 2 Reconstruction of the
third variable of Loren chaos
system

430 Y. Song



3.2 Passive Control of Lorenz Chaos System
with the Observed States

3.2.1 Passive Control of Lorenz Chaos System When the Full States
Are Available

We start with passive control of Lorenz chaos system with the situation where full
states are available. If the system (6) has relative degree [1, 0.1] at x = 0 (Lgh(0) is
nonsingular) and the distribution spanned by the vector field g1(x), g2(x), …, gm(x)
is involutive, then it can be represented as the so-called normal form

z ̇= f0ðzÞ+ pðz, yÞy, y ̇= bðz, yÞ+ aðz, yÞu. ð15Þ

And Eq. (15) can be rendered passive by a state feedback as follows [20, 21]:

u= αðxÞ+ βðxÞv. ð16Þ

Now we use this idea to control chaos in Lorenz chaos system. The controlled
Loren chaos system is given by

x1̇ = f1ðx1, x2, x3Þ= − σðx1 − x2Þ+ u, x2̇ = f2ðx1, x2, x3Þ= ρx1 − x2 − x1x3,

x3̇ = f3ðx1, x2, x3Þ= x1x2 − βx3, y= x1.
ð17Þ

The Lorenz Eq. (10) is already in the normal form of (15), where

y= x1, z1 = x2, z2 = x3, z= ½z1, z2�T, f0ðzÞ= ½− z1 − βz2�T,
pðz, yÞ= ½ ρ− z2 z1 �T, aðz, yÞ=1, bðz, yÞ= σðz1 − yÞ. ð18Þ

Our objective is to design a smooth control of (16) for the Lorenz equation to
make the closed loop system passive. Choose a storage function candidate

Vðz, yÞ=WðzÞ+ 1
2
y2. ð19Þ

where WðzÞ is Lypunov function with Wð0Þ=0

WðzÞ= 1
2
ðz21 + z22Þ.

The zero dynamics of the system (15) describe internal dynamics which are
consistent with external constraint y=0, i.e.

z ̇= f0ðzÞ. ð20Þ
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Consider (19) and because constant β is positive,

d
dt
WðzÞ= ½z1, z2� − z1

− βz2

� �
≤ 0. ð21Þ

The zero dynamics of the Loren chaos system is Lyapunov stable, i.e. the Lorenz
chaos system is minimum phase. The derivative of Vðz, yÞ along the trajectory of
the Lorenz chaos system of (17) is

d
dt
Vðz, yÞ= ∂

∂z
WðzÞz ̇+ yy ̇

d
dt
Vðz, yÞ= ∂

∂z
WðzÞf0ðzÞ+ ∂

∂z
WðzÞpðz, yÞy+ ½bðz, yÞ+ aðz, yÞu�y.

ð22Þ

As the Lorenz chaos system is minimum phase

∂

∂z
WðzÞf0ðzÞ≤ 0

(22) becomes

d
dt
Vðz, yÞ≤ ∂

∂z
WðzÞpðz, yÞy+ ½bðz, yÞ+ aðz, yÞu�y. ð23Þ

If we select the feedback control (16) as the following form and consider (18):

u= a− 1ðz, yÞ½− bTðz, yÞ− ∂

∂z
WðzÞpðz, yÞ− λy+ v�= − ðσ + ρÞz1 + ðσ − λÞy+ v.

ð24Þ

where λ is a positive constant and v= −φðyÞ s.t. yφðyÞ>0. The above inequality
can be rewritten as

d
dt
Vðz, yÞ≤ vy− λy2. ð25Þ

Then, taking integration for both sides of inequality (25), we have

Vðz, yÞ−Vðz0, y0Þ≤
Z t

0
vðτÞyðτÞdτ− λ

Z t

0
y2ðτÞdτ. ð26Þ

For Vðz, yÞ≥ 0, let μ=Vðz0, y0Þ, then we obtain

Z t

0
vðτÞyðτÞdτ+ μ≥ λ

Z t

0
y2ðτÞdτ+Vðz, yÞ≥ λ

Z t

0
y2ðτÞdτ= λ

Z t

0
yTðτÞyðτÞdτ.
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It satisfies the passive definition (8). Therefore, Eq. (17) has been rendered
output strict passive (OSP) under Eq. (24).

If external signal v=0 (zero-input state response), from (26)

Vðz, yÞ≤Vðz0, y0Þ. ð27Þ

Because WðzÞ is radially unbounded, it follows from (19) that Vðz, yÞ is also
radially unbounded, so the closed loop system is bounded state stable for [zT, y]T.
This means that we can use the very simple passive control (24) to regulate the
Loren chaos system to the origin.

If the external signal v≠ 0, then we want to steer the state of Loren chaos system
to a set point x*1, x

*
2, x

*
3

� �
. In the view of (17), we have

ρx*1 − x*2 = x*1x
*
3, x

*
1x

*
2 = βx*3. ð28Þ

Substitute (24) to (17) and consider (28), we have

v= ρx*2 + λx*1 =
ð ρx*1Þ2

1 + ðx*1Þ2
β

+ λx*1. ð29Þ

3.2.2 Passive Control of Lorenz Chaos System with Only the Single
Available Output

When the full states of the Lorenz chaos system are not available, the direct use of
control with (14) is impossible, so we come to take advantage of the observer based
on nonlinear virtual contraction analysis, and that turns into the augmented system

x ̇1 = f1ðx1, x2, x3Þ= − σðx1 − x2Þ+ u, x2̇ = f2ðx1, x2, x3Þ= ρx1 − x2 − x1x3,

x3̇ = f3ðx1, x2, x3Þ= x1x2 − βx3, y= x1.y ̇= f 1̂ðy, x2̂, x ̂3Þ= − σðy− x2̂Þ,
x ̂2̇ = f 2̂ðy, x2̂, x ̂3Þ= ρy− x2̂ − yx ̂3, x ̂̇3 = f 3̂ðy, x2̂, x ̂3Þ= yx ̂2 − βx ̂3.
u= − ðσ + ρÞz1̂ + ðσ − λÞy+ v= − ðσ + ρÞx2̂ + ðσ − λÞy+ v.

ð30Þ

Remark 3 The closed loop control system of (30) is fifth order, and it integrates
both passive control design method and nonlinear contraction analysis observer,
which realized the passive control of Lorenz chaos system with only the single
available output variable.

Remark 4 It should be noted that the control action in our work is executed on the
first equation of the Lorenz chaos system, and it is different from its counterpart in
[16], where the control action is executed on the second equation of the Lorenz
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chaos system, so the set point in our case under control is different from that in [16].
And the advantage of our scheme lies in that we extend the reachable sets of Lorenz
chaos system, and which is vital importance from the point of usage of Lorenz
chaos system.

3.3 Simulation Results

First, let us check the zero-input state response, to drive the complete dynamics as
to the origin. The Lorenz chaos system starts from x0 = ½0, 5, 2�T. We select λ=2
and λ=20, respectively. As in (24) with v=0. According to (27), the closed loop
system converge to the origin [0, 0, 0]T; the results are shown in Fig. 3. We note
that the system is free of chaotic transients. Each of the states subjected to passive
control reaches a constant value in a short time and stays there for a long period.
The positive constant λ only influences the transient dynamics. The bigger the λ
value is, the faster the transient dynamics is.

Now we will manage to force the Loren chaos system into a set point [0.1903,
5.2559, 0.375]T, which is fulfilled the condition (28), the external signal v is cal-
culated as in (29). Here, we select λ=2 and the corresponding v=147.5457. Note
that when the Lorenz chaos system is rendered to a passive system, a very simple
control modification, i.e. change the value of v, can drive the chaotic system to a set
point. And the simulation results are listed at Figs. 4 and 5, respectively.

It should be noted that, the control action is not zero with set point targeting, it is
easy to understand if we follow the first equation of the augmented system (30), for
in this kind of case, x*1 = x*2 does not satisfy, so some cost must be paid via the
control from the outside.
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Fig. 3 Passive control of the
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4 Conclusions

Lorenz chaos system passive control with only the single output variable available
is discussed in this paper, and nonlinear virtual contraction analysis is borrowed for
building the observer to reconstruct the other states, and on account of that, the
closed loop system is the augmented system which is composed by the original
Lorenz chaos system, the nonlinear virtual contraction observer and the control
action which is finally used for control with feedback of the output and the observed
states, and simulation results verify the powerfulness of the suggested scheme.
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Abstract In this paper a virtual test method, which is a fusion approach on the
combination of automata-based model checking theory and systems engineering
theory, is proposed. An automaton of Window Tree Model (WTM) based on
multi-tree to describe the system behavior as a system model is used on one hand,
and a State Transition Graph (STG) based on Büchi automaton to describe design
correctness as a specification is used on the other hand. An automaton-based model
checking mechanism is designed to build the foundation of the virtual test method.
Moreover, the two main aspects of the method, which are the design correctness
verification and the interface test, are defined. A case study is followed to illustrate
the modeling and verification process. Finally, a Virtual Test Platform (VTP),
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1 Introduction

The assurance on the reliability of complex system, such as satellite, needs an
effective and cost-safe system-level test to meet the ever increasing demands.
A multitude of heterogeneous computer models, tools and techniques are employed
during the test process of complex system [1]. Among them, a virtual test [2, 3] of
system-level verification tends to be a new challenging area.

Virtual test does not mean there is a substitute for the real world physical test.
But, for some of the system test such as design correctness, there is no need to wait
until the post manufacture. Thus, virtual test is valuable to correct-by-construction
development. Usually a virtual test of system-level verification relies on proper
virtual prototyping [4]. There are kinds of virtual prototyping techniques, while in
this paper, we focus on system-level models and pure software simulator of a target
system. And the corresponding virtual test method is also narrowed down to
software virtual prototype.

Our method is inspired from Model checking theory [5], which is one of the
formal verification methods. In Model checking, a common approach is that the
temporal logic specification is used to check system properties where the system is
modeled as a finite state machine. While in this paper, we focused on another
approach of using automaton as a specification.

The detail discussions on the related work of virtual test and formal methods are
presented in the next section. The rest of this paper is organized as follows. Sec-
tions 3 and 4 discusses the computer models of Window Tree Model and State
Transition Graph separately. In Sect. 5, we focused on discussing the virtual test
method proposed in this paper. This section presents our research motivation, test
relevant algorithms, definition and the basic concept of the virtual test. A case study
and its virtual test result are shown in Sect. 5. And finally, the conclusions are
drawn in Sect. 6.

2 Related Work

2.1 Virtual Test

Several virtual test approaches have been proposed in literatures. For embedded
system a virtual test lab [3] is developed to reduce the cost of real hardware test. For
distributed computational system a virtual test tube [2] based on biomolecules
computing theory has been proposed. The test or verification based on Virtual
Prototyping [4, 6] has been still prevailing over other virtual test in recent years in
plenty of different areas [7–11]. Virtual Prototyping [4] is not only to prove design
concepts, evaluate design alternatives, test product manufacturability, but also test
product’s form or performance and support for training or other studies.
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The existing virtual test methods seemed to be focused too closely on the
construction of a prototype of the physical system. While, for a system-level
behavior test, virtual reality is not that necessary. Sometimes simply a pure software
simulator of the system under test is sufficient to perform system-level verification.
Meanwhile, a modeling method or tool of system-level behavior is much more
important than its visualization model.

2.2 Formal Methods

Modern software and hardware complexity increases the requirements on its reli-
ability. Formal methods are mathematically based on specifying and verifying these
kinds of software or hardware systems [12]. Formal methods include formal
specification and formal verification. Specification is the process of describing a
system and its desired properties. This might include: functional behavior, timing
behavior, performance characteristics, as well as system’s internal structure. Formal
specification uses a language with mathematically defined syntax and semantics.
Formal verification includes two main approaches, one is theorem proving, another
is model checking [13].

Several formal methods of model checking were used in critical system verifi-
cation [12]. While, due to some disadvantages of existing formal methods, such as
too obscure notations, inadequate tool support, inconvenience usage of tools, or not
scalable techniques, the feasibility of model checking is still under query in prac-
tice. Previous formal verification documents are mainly focused on temporal logic
to describe the desired properties [14–16]. While recent research on Window Tree
Modeling method [17] is a new approach to this area. But it still needs corre-
sponding tool support. Upon these realities, in this article, we propose a light weight
modeling tool from which extended existing modeling platform. It aims at the
following three points. First, describing a system’s partial or all functional
behaviors in formal specification of automaton; second, generating equivalence of
xml description automatically; finally, generating a test case suite upon the Window
tree.

3 Window Tree Modeling

Window Tree Model [18] is a newly introduced formal modeling method on
describing system-level behavior. A system-level behavior of complex system can
be recognized as a process which can be divided into a set of APIs invocation. The
APIs indicate the interfaces provided by a specific unit of the system involved in the
process. In this model, a Window is represented as the trigger of a process and an
Event is represented as the actual invocations of APIs from the related window.
A sample WTM is shown in Fig. 1.
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A rectangle in the figure represents a Window, while a link in the figure rep-
resents an Event. At the top of the sample model, there is a root Window provides
three APIs called api1, api2 and api3 individually. Suppose a process begins from
this Window, the Event e1 (an invocation of api1) will continue the process to the
next Window which provide APIs called api4, api5, while the Event e2 (an invo-
cation of api2) will continue the process to the next Window which provide APIs
called api6, api7. Similarly, e3 (an invocation of api3) will make the process flow to
a Window of APIs called api8, api9, api10. As the Window Tree is actually a
multi-tree, we called the root of the tree as a root Window and the leaf of the tree as
a leaf Window. Each path from a root Window to a leaf Window constitutes a
process. All processes in the Window Tree are expected to simulate the
system-level behavior of a complex system.

As a new modeling method, its relevant definitions of WTM include Window,
Event, and Window Tree. Each notion is listed below.

Definition 1 (Window) A Window is a 2-tuple (wName, APIs) where wName is
the label of a window; APIs is the interfaces provided by the Window.

Suppose there is a transition from a window A to a window B, it means the
invocation sequence of a subset of the APIs provided by the window A flow to the
window B. Each invocation of an API called Event. Event is a basic behavior of a
window transition.

Definition 2 An Event is a 3-tuple (eName, APIs, Parameters) where eName is the
label of an Event, APIs is the interfaces invoked in the Event, and Parameters is the
given list of parameters.

Definition 3 (Parameter) A parameter can be defined as 2-tuple (paraName,
paraType) where paraName is parameter name, paraType is its type.

Definition 4 (Window Tree) A Window Tree is a 4-tuple (W, w0, E, RW,E) where W
is a finite set of Windows with w0 ∈W the initial window, RW,E ⊆ W×E × W is a
finite set of transition relations, E is a finite set of Event representing all transition
between Windows.

Fig. 1 General window tree model
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From the graphical model of a Window Tree, it is a special case of digraph
(multi-tree). Any features of multi-tree can be applied to this model to support
scientific research. Furthermore, a Window Tree is also an automaton. With all of
its formal definitions, a Window Tree Model can also be analyzed and verified with
formal method. The application of how WTM supports system-level verification
will be discussed later in detail.

4 State Transition Graph

State Transition Graph (STG) is a Büchi automaton to model a target system’s
design correctness. The main concept of this model is to use states and transitions to
describe a system designed behavior. A state indicates an observable status of a
system after a process of a behavior. While a transition indicates an event which is
triggered to change the system state. A STG can be modeled in a digraph, but as the
state and the transition number grow, it’s recommended to use a list to store all of
the transition rules like in the following table (Table 1).

In this table, there are three columns of ‘From State ID’, ‘Event ID’ and ‘To
State ID’. Every row in the table indicates a state transition from the state of first
column to the state of third column triggered by an event in the second column.
While the event here is the same meaning with previously defined Event. The
relevant notions are also listed as follows.

Definition 5 (State) A State is a status of a system at a given point in the process of
a behavior.

A State is always accompanied with an Event.

Definition 6 (State Transition Graph) A State Transition Graph is a 5-tuple (S, s0,
E, RS,E, F) where S is a finite set of states with s0 ∈S the initial state, E is a finite
set of Event, RS,E ⊆ S×E × S is a finite set of state transition rule, F is a subset of
states representing all terminal states.

Definition 7 (State Transition Sequence) A State Transition Sequence is a
sequence of State s1; s2;…; sn (n ≥ 1). Each State si (n ≥ i≥ 1) is accompanied
with an Event ei(n ≥ i≥ 1) according to a transition rule.

Table 1 State transition rules From State ID Event ID To State ID

S1 e1 S2
S2 e2 S3
S3 e3 S4
S4 e4 S5
S5 e5 S6
S6 e6 S7
S7 e7 S8
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Like the WTM, a STG is a Büchi automaton which can be presented as digraph.
Any features of digraph can be applied to this model to support scientific research.
Moreover, STG is a formal modeling method on simulating target system’s normal
correct behaviors.

5 Virtual Test Method

5.1 Motivation and Mechanism

Our motivation of the virtual test method is inspired from the analysis of the
relationship between WTM and STG. Similarities of the two models are (1) both of
them are automaton; (2) both have interacted with event information; (3) both have
formal definitions. While, obviously their difference is the modeling objectives are
not the same.

With formal definitions, both the languages of the models are feasible to be
automatically processed by computer. As an automaton, both of them can be
analyzed and verified with formal method, especially model checking [19]. Model
checking is the basis of system test [5]. Therefore, if we use WTG as a model of a
system-level behavior and STG as a specification to describe design correctness, a
solid foundation of automata-based model checking method were built.

Event, which connected the two models, plays an important role in actual usage
indeed. On one hand, an event in WTG is the corresponding API invocation with its
instances of parameters. And API invocation sequence can be seen as a test case.
Hence, a sequence of events can be generated by a test case with actual test data. It
is also a behavior of a system under the WTG specification. On the other hand, an
event in STG conducts a state transition. Hence sequences of events are accom-
panied with a State Transition Sequence according to the state transition rules.

As a system-level test is mainly [20] to check whether a system behavior is
correctly moved from one state to another state or not. Therefore, in this paper a
system-level test can be translated into a checking process of whether the accom-
panied state transition sequences of the event sequences follow the state transition
rules in STG or not. Specifically, the language recognized by the STG automaton
includes all of the correct state transition sequences those follow the state transition
rules in STG. The detail mechanism of checking process is shown in Fig. 2.

In the left side of the figure, there are the system model of WTM, and its
corresponding automaton Asimulator. It simulates the system behavior, supports for
automatic test case generation and test case execution. While in the right side, there
are the specification of the STG and its corresponding automaton Acheck. It checks
the correctness of the system behavior and returns the checking results.

As an automaton, both of the automata have their input and output, which are
shown in the figure in red line and green line separately.
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For the Asimulator, the input is a test case in the test case suite which is auto-
matically generated on the basis of WTM. And this automaton generates an event
sequence after a test case execution, more importantly, it also outputs the accom-
panied state transition sequence of the event sequence.

For the Acheck, the input is the state transition sequence output by Asimulator. The
automaton checks all of the adjacent state transitions in the sequence based on its
rules. Finally, outputs two possible results. One, if all of the state transitions from
the input follows the rules, it outputs ‘pass’ indicating the behavior of the test case
is correct. Another, if any state transition from the input violated the rules, it outputs
‘Not pass’ and the prefix of the input (from the first state to the violated point) as a
counterexample. It indicates the behavior of the test case is not under the rule.

Hence, in Fig. 2, there are two main algorithms in the process of checking. One
is the test case generation algorithm based on WTM, another is the model checking
algorithm. Both will be discussed in detail in the following sections.

5.2 Test Case Generation

We will give an automatic test case generation algorithm and use the test case suite
to simulate all system-level behavior modeled in WTM. The relevant formal def-
initions are given below

Definition 8 (Test Case) A Test Case is a 2-tuple (tcName, APIs) where tcName is
the label of a test case, APIs is a sequence of API.

Definition 9 (Test Case Suite) A finite set of test cases.

Fig. 2 Automata-based checking mechanism
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There are two basic algorithms in the test case generation based on the Window
Tree Model. One is a FindPath Algorithm based on traditional Depth-First
Traversal(DFT) algorithm to get a longest path based on a given root window.
Another is a Test Case Generation algorithm to automatically generate a test case
suite regarding to a whole Window Tree.

5.3 Model Checker Algorithms

Like traditional model checker, there are system model on the left and specification
on the right. In this paper, we use (1) WTM which is focusing on system-level
behavior as a system model; (2) STG which is aimed to describing design cor-
rectness as a specification. As we found the intersections of these two models is the
sequence of events shown in Fig. 2, the main process the model checker algorithm
is narrowed down to the Check. Its formal definition is given below:

Definition 10 (Check) A Check is a process of checking a given State Transition
Sequence is a word of the language recognized by the STG automaton.

Therefore, a model checker we designed is a State Transition Sequence verifi-
cation process regarding to the given state transition rules. If every adjacent state in
the queue follows the transition rules in the STG, the queue is a word of the
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language recognized by the STG, otherwise the checker will return a counterex-
ample regarding to the STG. The detailed steps are shown in Algorithms 3 and 4.
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5.4 Virtual Test

Virtual test method consists of two parts of verification. One is to verify design
concept. The other is to test interface. They are regarded as pillars of system-level
test. Both of them can be performed on the basis of the mechanism elaborated
previously.

A. Design concept verification

Design concept verification is the first main content of the virtual test method. It
means that for a given test requirement, there is at least one test case in the Test
Case Suite can perform this requirement according to the state transition rules in the
STG. The detail process of design concept verification can be elaborated as follows.

Let tr be a given test requirement with API invocation sequence mapped to
vocabulary Λ and let TCSuite be the auto generated test case suite. Design is
verified correct if ∃tc ∈ TCSuite at least, where tc.APIs = Λ and its corresponding
State Transition Sequence has no counterexample after being processed with the
Checker algorithm.

By design concept verification, system design correctness can be checked before
actual manufacturing. This verification process can give an indication on the cov-
erage of the test case suite and improves the value of virtual test.

B. Interface Test

Interface test is another main content of the virtual test method. Interface test
indicates that for a given test requirement and a target fault injection, there is at least
one test case in the Test Case Suite violated the rules in the STG. The detail process
of interface test can be elaborated as follows:

Let TCSuite be the auto-generated test case suite. For a given fault injection and
a given test requirement, interface fault is tested if ∃tc ∈ TCSuite at least, where its
corresponding State Transition Sequence has counterexample after processed with
the Checker algorithm.

By interface test, it is possible to verify the adequacy of the test case suite.
Hence, this verification process can give an indication on the quality of the test case
suite.

6 Case Study

6.1 Target System—Sample Satellite

We use a sample satellite as a target system to model in our case study. Sample
satellite is consisted of several subsystems, including TCC, PSS, GL, AOC, and
CTU subsystems. Among them, the On Board Data Handling (OBDH) in CTU
subsystem is made to support the satellite core mission. OBDH should continuously
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be available to all the other sub systems, because it usually has functions to
monitor, control, acquire, analyze, take a decision, and the most importantly exe-
cute the command. Hence, it is usually regarded as a heart of the Satellite [21]. For
static model, we use UML to assure its data consistency as other literature [22]. The
final model is shown in Fig. 3. UML model of Sample Satellite.

6.2 Sample Satellite WT Model

The WTM method has been used to model avionic system and successfully sup-
ported its system verification [17]. But the modeling languages are not formally
defined in previous documents. In this article, we extended the Window Tree
Modeling method in two ways. First, we provided a visual representation of the
modeling language based on self-developed Microsoft Visio stencils and templates
[23] to supplement its formal syntax; Second, we developed a script to automati-
cally generate the XML-based metadata interchangeable file to support model
transformation as well as to support automatic test case generation based on the
XML file.

In this case study we choose Window Tree Model to describe a sample satellite’s
system-level behavior. The detail graphical model is shown in Fig. 4.

Graphical representation of WTM is a WYSIWYG model. It is easy to read,
while for machine processing a more flexible way is needed. That is the reason why
we developed the stencils and templates for the Window Tree modeling. The XML
format of the same description will be exported by corresponding script of the
stencils as shown in the following table (Table 2).

Fig. 3 UML model of sample satellite
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Fig. 4 Window tree model of sample satellite

Table 2 XML format of WT Model
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6.3 Sample Satellite STG Model

STG can be represented in graphical mode or table mode, while it is easier to
process in computer when export the rules into XML format. An XML-based state
transition rule is also a raw data of Checker algorithm. It can be simply prepro-
cessed and constructed to a list of state transition rule which ready to be used in
Checker. The construction of the list will be omitted in this paper due to space
limitation. A detail XML format of the sample satellite’s STG model is shown in
the following table (Table 3).

6.4 Virtual Test Result

We developed the Virtual Test Platform as the engine to perform the virtual test of
the sample satellite. The platform itself can be layered into three main features of
virtual test configuration, virtual test execution and virtual test assessment. (1) The
virtual test configuration provides a user interface to input the model of UML
structure, WTM and STG as parameters of the virtual test. (2) Later in the virtual
test execution, the Model checking algorithms invoked to perform a specific virtual
test according to the different test requirements or the fault injection modes. (3) In
virtual test assessment, the test result on design correctness and the adequacy of the
test suite will be illustrated in detail.

Design correctness verification results show that for each test requirement, a
proper test case can be found to meet this requirement and the corresponding states
are transmitted according to the state transition rules. As in Fig. 5, to power on a
CTU device of the satellite, a test case in the test case suite matches to meet the
requirement and more importantly the accompanied state transition sequence of its
event sequence has no counterexample after the check. If all of the test requirements
are met, it indicates the design of the satellite is correct.

Interface test results show that for each test requirement and a given fault
injection, there is always one test case at least can be found that its corresponding
state transitions are violated the rules. As in Fig. 6, suppose a given fault injection
of wiring in a RTU device of the satellite, there is at least one test case in the test
case suite has a counterexample after the check. It indicates the faulty interface can
be tested.

In the interface test, we used a mutation test approach to evaluate the adequacy
of the test case suite. As in the result shown in Fig. 7, all the faults injected are
tested, which indicates the test case suite is adequate to these faults.
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Fig. 7 Mutation test approach of test case suite evaluation

Fig. 5 Design correctness verification

Fig. 6 Interface test
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7 Conclusion

We proposed a new virtual test method based on model checking concept. The
virtual test method mainly focused on two parts of system-level test, design cor-
rectness verification and interface test. By design correctness verification a design
concept can be checked before the real system is built. By interface test, the quality
of the test suite can be verified before physical test. Both parts utilize
automata-based model checking approach. The virtual test method can improve the
assurance on ‘correct by construction’ of complex system such as a satellite.
Meanwhile, the interface test results can be used to further research on fault
diagnosis, test adequacy evaluation and test oracle generation.

The virtual test in this paper is performed (but not limited) by a virtual software
simulator. It simulates the target system under test, also simulates the virtual test
process.

The performance of traversing a Window Tree is not discussed in this paper
while it will be a challenging problem when the node and the depth of the tree
increase. Another research interest of us is to build a generic automata-based
checker which can process a specification modeled in other modeling languages.
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Adaptive Synchronization of Networked
Mechanical Systems with Communication
Delays

Bin Zhang and Yingmin Jia

Abstract This paper addresses the adaptive synchronization problem of networked

mechanical systems in task space with time-varying communication delays, where

both kinematic and dynamic uncertainties are considered and the information flow

in the networks is represented by a directed graph. Based on a novel coordination

auxiliary system, we extend existing feedback architecture to achieve synchroniza-

tion of networked mechanical systems in task space. The control scheme is estab-

lished with time-domain approaches by using Lyapunov–Krasovskii functions. Sim-

ulation results are provided to demonstrate the effectiveness of the proposed control

schemes.

Keywords Networked mechanical systems ⋅ Synchronization ⋅ Adaptive control ⋅
Communication delays

1 Introduction

Resent years have witnessed considerable advances in cooperative control of

networked mechanical systems under various frameworks and objectives. Synchro-

nization problem, focused by several research communities, has been recognized as a

benchmark problem for cooperative control [1–4]. Synchronization control schemes

for linear multi-agent systems is well established in recent literature involving state

feedback control schemes [5–7], observer-based output feedback control schemes

[8, 9], finite-time control schemes [10–13] and control schemes with switching

topologies [14–16]. Despite the useful results cited above, synchronization control
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for multiple mechanical robots, which is more practical in applications, is still a

challenging problem due to the high nonlinearity. In particular, this problem becomes

more difficult when external restrictions, generated by measurement and network

uncertainties, are taken into consideration.

Considerable effort has been focused on adaptive control schemes for multiple

mechanical robots with kinematics or dynamics uncertainties. In [17], an adaptive

robust control problem was studied for multiple mobile manipulators grasping a

common object in contact with a rigid surface. In [18], synchronization of a net-

work of Euler-Lagrange systems was investigated with leader tracking. A unified

synchronization framework with application to precision formation flying spacecraft

was presented in [19]. Adaptive cooperative control laws were proposed for cooper-

ative control of nonholonomic dynamic systems with uncertainty in [20].

Unfortunately, limited by current communication instruments, time delays are

inevitable within communication networks, which may lead to degraded perfor-

mance and unpredictable responses in cooperative behavior. A similar problem (i.e.,

consensus problem) has been widely investigated in networked systems with time

delays. In [21], both time-domain and frequency-domain approaches are used to

study consensus algorithms for first-order and second-order multi-agent systems

with time delays. In [22], by using small-𝜇 stability theorem, second-order consen-

sus problem in a directed graph with non-uniform time delays was considered. In

[23], the formation control problem of high-order linear multi-agent systems with

time delays was addressed. In [24], a class of fast consensus algorithms was studied

for a group of identical multi-agent systems using both the current and delayed state

information. In [25], the authors studied the synchronization problem for an array of

N identical delayed neutral-type neural networks, where both the mode-dependent

discrete-time delays and the mode-dependent unbounded distributed time delays

were involved. In [26], the authors extended the passivity-based architecture to guar-

antee state synchronization of bilateral teleoperators with constant time delays. In

[27, 28], adaptive synchronization problem of networked mechanical systems with

constant delays was addressed by frequency-domain approaches.

Up to now, much work need to be addressed for cooperative control problem of

networked mechanical systems. First, many manufacturing and assembly works are

conducted in task space. However, most existing results on this problem are obtained

in joint space and few efforts have been made to deal with cooperative control prob-

lem in task space. Second, although many important results have been obtained for

linear multi-agent systems with time delays, these results cannot be used directly

to deal with cooperative control problem of multiple mechanical robots because of

the high nonlinearity, especially when kinematics and dynamics uncertainties are

considered. In this paper, we propose an adaptive synchronization scheme in task

space for networked mechanical systems with both kinematics and dynamics uncer-

tainties in the presence of time-varying delays. Compared with frequency-domain

approaches proposed in [27, 28], we present time-domain approaches by using aux-

iliary systems. In addition, in contrast to [27, 28], where constant time delays are

considered, we investigate time-varying delays. Therefore, our results can also be

regarded as extensions of [27, 28] to time-varying delays.
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Notations: Throughout this paper, ℝ denotes the set of real numbers and ℝn

denotes the set of all n dimensional real column vectors. Matrix In ∈ ℝn×n
denotes

the n dimensional unit matrix. The space ∞ is defined as the set of all Lebesgue

measurable functions f ∶ ℝ≥0 → ℝn
such that ‖f‖∞ ∶= supt≥0 ‖f (t)‖ < ∞. For 𝜖 =

(𝜖1, 𝜖2, ..., 𝜖n)T ∈ ℝn
, vector Tanh(𝜖) ∈ ℝn

and matrix Cosh(𝜖) ∈ ℝn×n
are defined as

Tanh(𝜖) = (tanh(𝜖1), tanh(𝜖2), ..., tanh(𝜖n))T and Cosh(𝜖) = diag{cosh(𝜖1),
cosh(𝜖2), ..., cosh(𝜖n)}. For x = (x1, x2, ..., xn)T ∈ ℝn

and y = (y1, y2, ..., yn)T ∈ ℝn
,

matrix Tanh(x, y) = diag{tanh(x1)tanh(y1), ..., tanh(xn)tanh(yn)}.

2 Preliminaries

2.1 Graph Theory

Let (𝜈, 𝜀) be a directed graph of order N with the set of nodes 𝜈 = {𝜈1, 𝜈2, ..., 𝜈N}
and edges 𝜀 ⊆ 𝜈 × 𝜈. The index set of neighbors of node 𝜈i is denoted by i = {j ∶
(𝜈i, 𝜈j) ∈ 𝜀}. If there is a path between any two nodes of the graph (𝜈, 𝜀), then (𝜈, 𝜀)
is said to be strongly connected. Throughout, it is assumed that the interaction graph

is strongly connected. The adjacency matrix A = [aij] ∈ ℝN×N
is defined as aii = 0

and aij ⩾ 0, where aij > 0 if and only if (𝜈j, 𝜈i) ∈ 𝜀. The Laplacian matrix of graph

 is denoted by L = [lij] ∈ ℝN×N
, where lii =

∑N
j=1 aij and lij = −aij if i ≠ j.

Lemma 1 ([29]) Suppose that  is a strongly connected digraph with Laplacian L.
Let 𝛾 = (𝛾1, 𝛾2, ..., 𝛾N)T = (det(L11), det(L22), ..., det(LNN))T , where Lii ∈ ℝ(N−1)×(N−1)

is obtained by deleting the ith row and column of L and det(Lii) is the determinant
of Lii. Then, we have

𝛾

TL = 0 (1)

meanwhile, 𝛾 is positive.

2.2 Robot Model

Consider a group of N networked robot systems with dynamics given by

Mi(qi)q̈i + Ci(qi, q̇i)q̇i + Gi(qi) = 𝜏i, i ∈  = {1, 2, ...,N} (2)

where qi ∈ ℝn
is the joint configuration variable, Mi(qi) ∈ ℝn×n

represents the sym-

metric inertia matrix, Ci(qi, q̇i) ∈ ℝn×n
is the matrix of centripetal and coriolis

torques, Gi(qi) ∈ ℝn
is the gravitational torque, and 𝜏i ∈ ℝn

denotes the torque input

vector.

In the field of robotics, the task space is related to the joint space as the following

equations
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{
xi = Fi(qi)
ẋi = Ji(qi)q̇i

(3)

where xi ∈ ℝn
and ẋi ∈ ℝn

are the position and velocity of the i-th end-effector in

task space, Fi(qi) ∶ ℝn → ℝn
is the mapping between the joint space and the task

space, and Ji(qi) =
𝜕Fi(qi)
𝜕qi

∈ ℝn×n
is the Jacobian matrix.

Several useful properties for the mechanical kinematics and dynamics are pre-

sented as follows.

Property 1 The symmetric inertia matrix Mi(qi) is uniformly positive definite.

Property 2 The centripetal and coriolis matrix Ci(qi, q̇i) can be appropriately
chosen such that ̇Mi(qi) − 2Ci(qi, q̇i) is skew-symmetric, i.e., 𝛾

T (
̇Mi(qi)−

2Ci(qi, q̇i)
)
𝛾 = 0 for ∀𝛾 ∈ ℝn.

Property 3 For any differentiable vector 𝛾 ∈ ℝn, the robot dynamics is linearly
parameterizable, which gives rise to

Mi(qi)�̇� + Ci(qi, q̇i)𝛾 + Gi(qi) = Yi(qi, q̇i, 𝛾, �̇�)𝜃i (4)

where 𝜃i is a physical parameter vector and Yi(qi, q̇i, 𝛾, �̇�) is the regressor matrix.

Property 4 The velocity mapping from joint space to task space is linearly para-
meterizable

ẋi = Ji(qi)q̇i = Hi(qi, q̇i)𝜙i (5)

where 𝜙i is a constant vector of parameters and Hi(qi, q̇i) is the regressor matrix.

3 Adaptive Synchronization with Time Delays

In this section, we consider the synchronization problem in task space for networked

robot systems (2) with uncertain parameters and time delays. The control objective

is to design distributed adaptive control protocol in task space such that xi → xj as

t → ∞ for ∀i, j ∈ . It is unavoidable that time delays turn up when robot systems

communicating over unreliable wireless networks. Therefore, it is necessary to dis-

cuss synchronization control problem for networked robot systems with communica-

tion delays. In the following, we define Tij(t), ∀i, j ∈ , as the bounded time-varying

time delay from the j-th robot to the i-th robot. More specifically, we suppose that

Tij(t) satisfies

̇Tij(t) ≤ 𝜓ij < 1 (6)

for ∀i, j ∈ , where 𝜓ij > 0 is a positive constant.

To establish our control protocol, we first introduce the following auxiliary vec-

tors
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sX,i =ẋi + 𝛾i
∑

k∈i

aik

(
(d2 + wi)Tanh(xi)

− d2Tanh(xk(t − Tik(t)))
)
+ Tanh(𝜂i)

q̇r,i = − ̂J−1i (qi)
(
𝛾i

∑
k∈i

aik(d2 + wi)Tanh(xi)

− d2Tanh(xk(t − Tik(t))) + Tanh(𝜂i)
)

si =q̇i − q̇r,i

(7)

where ̂Ji(qi) ∈ ℝn×n
is an estimate of Ji(qi), 𝛾i is a positive constant defined in (1),

wi =
𝛼

𝛾i
∑

k∈i
aik

with 𝛼 > 0 being a constant parameter, d2 ≤ min{1 − 𝜓ij ∶ ∀i, j ∈
}, and 𝜂i ∈ ℝn

is an auxiliary filter variable which is assumed to have the following

dynamics

�̇�i = −𝛾i
∑

k∈i

aik
(
Tanh(𝜂i) − Tanh(𝜂k)

)
+ Tanh(xi) − sX,i. (8)

Let ̇x̂i = ̂Ji(qi)q̇i = Hi(qi, q̇i) ̂𝜙i and ̃
𝜙i = ̂

𝜙i − 𝜙i. Then, we can obtain that

sX,i = ẋi − ̂Ji(qi)q̇r,i = ẋi + ̂Ji(qi)(si − q̇i)
= ̂Ji(qi)si + ẋi − ̇x̂i = ̂Ji(qi)si − Hi(qi, q̇i) ̃𝜙i

(9)

where the estimate ̂
𝜙i is generated by update law

̇
̂
𝜙i = ΛiHT

i (qi, q̇i)(Tanh(xi) − Tanh(𝜂i)) (10)

with Λi > 0 being a positive definite matrix.

Based on the auxiliary vectors presented in (7) and (8), we propose adaptive con-

trol protocol

𝜏i = Yi(qi, q̇i, q̇r,i, q̈r,i) ̂𝜃i + ̂JT
i (qi)(−Tanh(xi) + Tanh(𝜂i)) (11)

where ̂
𝜃i is the estimate of 𝜃i and ̂

𝜃i evolves as

̇
̂
𝜃i = −ΓiYT

i (qi, q̇i, q̇r,i, q̈r,i)si (12)

with Γi > 0 being a positive definite matrix.
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Substituting (11) into (2), we can obtain the closed-loop dynamics for si as

Mi(qi)ṡi + Ci(qi, q̇i)si

=Mi(qi)q̈i + Ci(qi, q̇i)q̇i −
(
Mi(qi)q̈r,i + Ci(qi, q̇i)q̇r,i

)
=Yi(qi, q̇i, q̇r,i, q̈r,i) ̃𝜃i + ̂JT

i (qi)(−Tanh(xi) + Tanh(𝜂i))
(13)

where ̃
𝜃i = ̂

𝜃i − 𝜃i is the parameter error.

To present the main result in this subsection, we need the following lemma.

Lemma 2 Consider the following system

�̇�i − �̇�j = −𝜌(tanh(𝜑i) − tanh(𝜑j)) + f (t) (14)

where 𝜑i, 𝜑j ∈ ℝ, 𝜌 > 0 is a positive constant, and f (t) ∶ ℝ → ℝ is a continuous
function. If 𝜑i and 𝜑j are all bounded and limt→∞ f (t) = 0, then limt→∞(𝜑i(t) −
𝜑j(t)) = 0.

Proof It is easy to verify that tanh(𝜑i) − tanh(𝜑j) = (1 − tanh(𝜑i) tanh(𝜑j))
tanh(𝜑i − 𝜑j). Then, since 𝜑i and 𝜑j are all bounded, we can define w =
sup

{| tanh(𝜑i)|, | tanh(𝜑j)|} < 1. Let e = 𝜑i − 𝜑j. Then (14) can be rewritten as

ė = −g(t) tanh(e) + f (t) (15)

where g(t) = 𝜌(1 − tanh(𝜑i) tanh(𝜑j)). It is obvious that

0 < 𝜌(1 − 𝜔

2) ≤ g(t) ≤ 𝜌(1 + 𝜔

2). (16)

Consider the following Lyapunov function

V = ln(cosh(e)) (17)

The time derivative of V along (15) is given by

̇V = − g(t) tanh(e)
(
tanh(e) −

f (t)
g(t)

)

≤ − g(t)| tanh(e)|
(
| tanh(e)| − |f (t)|

g(t)

)

≤ − 𝜌(1 − 𝜔

2)| tanh(e)|
(
| tanh(e)| − |f (t)|

𝜌(1 − 𝜔
2)

)
.

(18)

Since limt→∞ f (t) = 0, then for ∀0 < 𝜖 < 1, there exists T > 0 such that |f (t)| ≤
𝜌(1 − 𝜔

2)𝜖, ∀t > T . From (18), we can see that ̇V < 0 outside {e ∶ | tanh(e)| ≤
|f (t)|

𝜌(1−𝜔2)
= 𝜖

}
. Therefore, e is ultimately bounded to set

{
e ∶ |e| ≤ tanh−1(𝜖)

}
. By
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the arbitrariness of 𝜖, together with the fact that lim
𝜖→0 tanh−1(𝜖) = 0, we can obtain

that limt→∞ e(t) = 0.

With the help of the above descriptions, we can provide one of the main result as

follows:

Theorem 1 Consider networked robot systems (2), for which the interaction graph
 is connected. The adaptive control protocol and update laws (10), (11), (12) solves
the synchronization control problem with slow-varying communication delays (6) if
𝛼 > 1 and d2

2
+ wi ≥

1
2
.

Proof Rewrite vector xi and 𝜂i, i ∈ , in component forms as xi = (xi1, xi2, ..., xin)T
and 𝜂i = (𝜂i1, 𝜂i2, ..., 𝜂in)T . Consider Lyapunov function

V =
N∑

i=1

n∑
l=1

ln(cosh(xil)) +
N∑

i=1

n∑
l=1

ln(cosh(𝜂il))

+ 1
2

N∑
i=1

sT
i Mi(qi)si +

1
2

N∑
i=1

∑
k∈i

𝛾iaik×

∫

t

t−Tik(t)
TanhT (xk(𝜏))Tanh(xk(𝜏))d𝜏

+ 1
2

N∑
i=1

̃
𝜙

T
i Λ

−1
i

̃
𝜙i +

1
2

N∑
i=1

̃
𝜃

T
i Γ

−1
i

̃
𝜃i

(19)

Taking the derivative of V , we can obtain

̇V ≤ − d2

2

N∑
i=1

∑
k∈i

𝛾iaik‖Tanh(xi) − Tanh(xk(t − Tik(t)))‖2

− 1
2

N∑
i=1

∑
k∈i

𝛾iaik‖Tanh(𝜂i) − Tanh(𝜂k)‖2

− 1
2
𝛾

TLTanh2(X) − 1
2
𝛾

TLTanh2(Φ)

(20)

where the N-dimension vectors Tanh2(X) and Tanh2(Φ) in (20) are defined as

Tanh2(X) =
(
TanhT (x1)Tanh(x1),TanhT (x2)Tanh(x2), ..., TanhT (xN)Tanh(xN)

)T
and

Tanh2(Φ) =
(
TanhT (𝜂1) Tanh(𝜂1), TanhT (𝜂2) Tanh(𝜂2), ...,Tanh(𝜂N) Tanh(𝜂N)

)T
.

Besides, for (20), sT
X,i − sT

i
̂JT

i (qi) + ̃
𝜙

T
i HT

i = 0 and
d2

2
+ wi ≥

1
2

is used. From

Lemma 1, we can obtain
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̇V ≤ − d2

2

N∑
i=1

∑
k∈i

𝛾iaik‖Tanh(xi)

− Tanh(xk(t − Tik(t)))‖2
− 1

2

N∑
i=1

∑
k∈i

𝛾iaik‖Tanh(𝜂i) − Tanh(𝜂k)‖2 ≤ 0.

(21)

Invoking Barbalat’s lemma, we have limt→∞ ̇V(t) = 0. It follows that

limt→∞(xi(t) − xk(t − Tik(t))) = 0 and limt→∞(𝜂i(t) − 𝜂k(t)) = 0 for ∀aik ≠ 0. Since 

is connected, then for ∀i, j ∈ , there exists a path 𝜈i = 𝜈k1 , 𝜈k2 , ..., 𝜈ks
= 𝜈j connecting

𝜈j to 𝜈i. Hence, we can obtain limt→∞(𝜂i(t) − 𝜂j(t)) = limt→∞
∑s−1

i=1
(𝜂ki

(t) − 𝜂ki+1
(t)) =

∑s−1
i=1 limt→∞(𝜂ki

(t) − 𝜂ki+1
(t)) = 0 for ∀i, j ∈ . From (7), we can

see that

ẋi − ẋj

= sX,i − Tanh(𝜂i) − wi𝛾i
∑

k∈i

aikTanh(xi)

− d2
𝛾i

∑
k∈i

aik(Tanh(xi) − Tanh(xk(t − Tik(t))))

−
(

sX,j − Tanh(𝜂j) − wj𝛾j
∑

k∈j

ajkTanh(xj)

− d2
𝛾j

∑
k∈j

ajk(Tanh(xj) − Tanh(xk)(t − Tik(t)))
)
.

(22)

Since wi =
𝛼

𝛾iΣk∈i aik
for ∀i ∈ . Then, we can see

ẋi − ẋj

=
(
sX,i − sX,j

)
−
(
Tanh(𝜂i) − Tanh(𝜂j)

)
− 𝛼(Tanh(xi) − Tanh(xj))

− d2
𝛾i

∑
k∈i

aik(Tanh(xi) − Tanh(xk(t − Tik(t))))

+ d2
𝛾j

∑
k∈j

ajk(Tanh(xj) − Tanh(xk)(t − Tik(t))).

(23)

Substituting (7) into (23) gives

�̇�i − �̇�j + ẋi − ẋj

= − (𝛼 − 1)(In − Tanh(xi, xj))(In + Tanh(𝜂i − 𝜂j,

xi − xj))Tanh
(
𝜂i − 𝜂j + xi − xj

)
+ fij(t)

(24)
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where fij(t) is defined as

fij(t)

= −
(
𝛾i

∑
k∈i

aik(Tanh(𝜂i) − Tanh(𝜂k))

− 𝛾j
∑

k∈j

ajk(Tanh(𝜂j) − Tanh(𝜂k))
)

+ (𝛼 − 1) (In − Tanh(xi, xj))×
(In − Tanh(𝜂i, 𝜂j))−1(Tanh(𝜂i) − Tanh(𝜂j))

−
(
Tanh(𝜂i) − Tanh(𝜂j)

)
− d2

𝛾i
∑

k∈i

aik(Tanh(xi) − Tanh(xk)(t − Tik(t)))

+ d2
𝛾j

∑
k∈j

ajk(Tanh(xj) − Tanh(xk)(t − Tjk(t))).

(25)

Note that limt→∞(xi(t) − xj(t − T(t))) = 0 for ∀aij ≠ 0 and limt→∞(𝜂i(t) −
𝜂j(t)) = 0, for ∀i, j ∈ . Then, we can see

lim
t→∞

fij(t) = 0, i, j ∈ . (26)

By Lemma 2, we get that limt→∞(𝜂i(t) − 𝜂j(t) + xi(t) − xj(t)) = 0. Note that limt→∞
(𝜂i(t) − 𝜂j(t)) = 0. Then, it follows that limt→∞(xi(t) − xj(t)) =
limt→∞(𝜂i(t) − 𝜂j(t) + xi(t) − xj(t)) − limt→∞(𝜂i(t) − 𝜂j(t)) = 0, which completes the

proof.

Remark 1 By the proof of Theorem 1, we cannot conclude that the estimated para-

meters ̂
𝜙i and ̂

𝜃i converge to their true values 𝜙i and 𝜃i under our adaptive synchro-

nization schemes. It follows from the construction of Lyapunov function V that the

parameter errors are uniformly bounded and satisfy
∑N

i=1 ‖ ̃
𝜙i‖2 ≤ 2V(0)

mini∈{𝜆min(Λ−1
i )}

and
∑N

i=1 ‖ ̃𝜃i‖2 ≤ 2V(0)
mini∈{𝜆min(Γ−1

i )}
. To guarantee a satisfactory convergence region,

we need to choose matrixes Λ−1
i and Γ−1

i with sufficiently large eigenvalues.

Remark 2 An alternative auxiliary dynamics for 𝜂i is

�̇�i = −Cosh2(𝜂i)
( ∑

k∈i

aik
(
Tanh(𝜂i) − Tanh(𝜂k)

)

− Tanh(xi) + sX,i

) (27)



464 B. Zhang and Y. Jia

where Cosh2(𝜂i) serves as a dynamic feedback parameter which enlarges the conver-

gence rate. By choosing the following Lyapunov function

V =
N∑

i=1

n∑
l=1

ln(cosh(xil)) +
1
2

N∑
i=1

sT
i Mi(qi)si

+
N∑

i=1

n∑
l=1

∫

𝜂il

0
tanh(𝜐)sech2(𝜂il)d𝜐 +

𝛼

2

N∑
i=1

∑
k∈i

aik

∫

t

t−Tik(t)
TanhT (xk(𝜏))Tanh(xk(𝜏))d𝜏

+ 1
2

N∑
i=1

̃
𝜙

T
i Λ

−1
i

̃
𝜙i +

1
2

N∑
i=1

̃
𝜃

T
i Γ

−1
i

̃
𝜃i

(28)

we can obtain the same conclusion as that of Theorem 1.

4 Simulation Examples

In this section, six two-link robot manipulators are utilized to verify the effectiveness

of the proposed control schemes and we assume the interaction graph  between the

agents are strongly connected as shown in Fig. 1. The i-th Jacobian matrix Ji(qi) is

given by

Ji(qi)

=
(
−li,1s(qi,1) − li,2s(qi,1 + qi,2) −li,2s(qi,1 + qi,2)
li,1c(qi,1) + li,2c(qi,1 + qi,2) li,2c(qi,1 + qi,2)

)
(29)

where s(⋅) = sin(⋅), c(⋅) = cos(⋅), qi = (qi,1, qi,2)T , and li,1 and li,2 are the lengths of

the links for the i-th manipulators. The regressor matrix Hi(qi, q̇i) and 𝜙i are

Hi(qi, q̇i) =
(
−s(qi,1)q̇i,1 −s(qi,1 + qi,2)(q̇i,1 + q̇i,2)
c(qi,1)q̇i,1 c(qi,1 + qi,2)(q̇i,1 + q̇i,2)

)
(30)

𝜙i = (li,1, li,2)T . (31)

The inertia matrix Mi(qi) and centripetal matrix Ci
(
qi, q̇i

)
are defined as Mi11 =

ai,1 + 2ai,2 cos(qi,2), Mi12 = Mi21 = ai,3 + ai,2 cos(qi,2), Mi22 = ai,3, Ci11 =
−ai,2 sin(qi,2)q̇i,2, Ci12 = −ai,2 sin(qi,2)(q̇i,1 + q̇i,2), Ci21 = ai,2 sin(qi,2)q̇i,1, Ci22 = 0,

where ai,1 = Ii,1 + mi,1l2i,c1 + mi,2l2i,1 + Ii,2 + mi,2l2i,c2, ai,2 = mi,2li,1li,c2, ai,3 = Ii,2 +
mi,2l2i,c2 with mi,1 and mi,2 being the masses of the links, Ii,1 and Ii,2 being the moments

of inertia, and li,c1 and li,c2 being the mass centers of the links. The gravitational

torque Gi(qi) are assumed to be zero for simplicity. Let 𝛾 = (𝛾1, 𝛾2)T ∈ ℝ2
. For
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Fig. 1 The strongly connected topology

Property 3, we define the parameter vector 𝜃i = (ai,1, ai,2, ai,3)T and define the regres-

sor matrix Yi(qi, q̇i, 𝛾, �̇�) = [yij] ∈ ℝ2×3
as y11 = �̇�1, y12 = 2 cos(qi,2)�̇�1 + cos(qi,2)�̇�2

− sin(qi,2)q̇i,2𝛾1 − sin(qi,2)(q̇i,1 + q̇i,2)𝛾2, y13 = �̇�2, y21 = 0, y22 = cos(qi,2)�̇�i + sin
(qi,2)q̇i,1𝛾1 and y23 = �̇�1 + �̇�2. The parameters of the manipulators are shown in

Table 1.

We give an example for adaptive synchronization control problem in task space

with slow-varying time delays. The time delays are chosen as T12 = 0.1 + 0.2 sin(t),
T14 = 0.2 + 0.2 sin(t), T21 = 0.1 + 0.1 sin(t), T23 = 0.1 sin(t), T25 = 0.1 + 0.2 sin(t),
T32 = 0.1 + 0.2 sin(t), T36 = 0.2 sin(t), T41 = 0.1 + 0.1 sin(t), T52 = 0.1 + 0.2 sin(t),
T63 = 0.1 sin(t). The initial configurations and the initial estimated parameters of the

manipulators are shown in Table 2. By using control protocol (11) and update laws

Table 1 The physical parameters of the manipulators

Manipulator i mi,1, mi,2 Ii,1, Ii,2 li,1, li,2 li,c1, li,c2
1 1.6, 1.7 0.52, 0.41 2.0, 1.8 1.1, 1.2

2 1.4, 1.5 0.37, 0.46 1.9, 1.8 0.9, 1.3

3 1.3, 1.2 0.32, 0.51 2.0, 1.7 1.3, 1.2

4 1.6, 1.4 0.50, 0.51 1.7, 1.6 1.1, 1.4

5 1.5, 1.7 0.51, 0.40 1.8, 1.8 1.5, 1.2

6 1.7, 1.5 0.46, 0.49 1.6, 2.0 1.7, 1.6

Table 2 The initial values

Manipulator i qi,1, qi,2(rad) ̂
𝜙i,1, ̂

𝜙i,2 ̂
𝜃i,1, ̂𝜃i,2, ̂𝜃i,3

1 0.43𝜋, −0.52𝜋 1.0, 1.2 1.6, 1.2, 2.0

2 0.36𝜋, −0.71𝜋 1.8, 1.9 1.3, 1.5, 1.1

3 0.37𝜋, −0.30𝜋 1.7, 1.4 1.1, 1.0, 1.6

4 0.40𝜋, −0.60𝜋 1.5, 1.6 1.4, 1.5, 1.0

5 0.38𝜋, −0.70𝜋 1.7, 1.8 1.3, 1.2, 1.0

6 0.35𝜋, −0.65𝜋 2.0, 1.6 1.5, 1.6, 1.9
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Fig. 2 Trajectories of the robotic agents with protocol (11)
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Fig. 3 Parameter estimates ̂
𝜙i with update law (10)

(10) and (12), we obtain simulation results in Figs. 2, 3 and 4. In Fig. 2, we can see

that all the trajectories converge to the same. In Figs. 3 and 4, we can see that all the

estimated parameters are bounded.
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Fig. 4 Parameter estimates ̂
𝜃i with update law (12)

5 Conclusion

The task space adaptive synchronization problem of networked mechanical systems

in the presence of time-varying communication delays has been addressed. Based

on a kind of novel coordination auxiliary systems, an adaptive control scheme has

been established by using Lyapunov–Krasovskii functions. Simulation results have

been provided to demonstrate the effectiveness of the proposed control schemes.
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Robust H∞ Consensus
of the Second-Order Multi-agent Systems
with Random Time-Delays

Xin Zong and Yan Cui

Abstract This paper investigates the consensus problem for directed networks of
agents with external disturbances and random time-delays. Both networks under the
fixed and switching topologies are taken into consideration. Based on Lyapunov
stability theory, sufficient conditions for all agents achieving stability with the
directed H∞ performance are given in the forms of liner matrix inequality (LMI).
Finally, the simulation results show the correctness and effectiveness of the
designed protocols.

Keywords Multi-agent systems ⋅ Consensus ⋅ Random time-delays ⋅ Robust
control

1 Introduction

Recently, multi-agent systems have attracted a lot of concern in many fields such as
robotics, physics, biology, and control engineering. The fundamental problem of
the application is consensus, which means that all agents reach an agreement on
certain quantities of interest by developing distributed control polices based on
local information.

In recent years, consensus problem of multi-agents systems has attracted many
researchers and has a lot of research results both in theory and application. In Vicsek
et al., the authors proposed a simple model for the phase transition of a group of
self-driven particles [1]. Jadbabaie et al. provided a theoretical explanation for the
Vicsek’s model using graph theory [2]. Olfati-Saber and Murray studied the average
consensus problem of multi-agents [3]. In reality, time-delays always arise from the
information communication among the agents, and they are often present in form of
random. The consensus problem of multi-agent systems with time-delays is often
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discussed [4–7]. The author analyzed the multi-agent systems with several kinds of
time-delays, and provided the sufficient condition of all agents achieving stability
[8]. Q.W. Gao et al. considered multi-agent systems with random time-delays [9].

However, in practical, the parameter and characteristics of the system are affected
by the factor of environment, which will affect the stability of system. So people
became concerned about a problem is that if a system is stable when it is influenced
by other factors. The robust consensus of multi-agent systems under the situation
that both time-delay and noise existence is considered. And the authors used the
time-varying control gains of the consensus protocol to attenuate measurement
noises [10]. The authors studied the consensus of high-order multi-agent systems
with different time-delays and external disturbances by the tree-type transformation
approach, and analyzed the robust consensus problem [11]. Methods of adaptive H∞
consensus control of multi-agent systems composed of the first-order and the
second-order regression models with unknown time-delays were presented [12].

In this paper, we extend the results of [9] to second-order systems with external
disturbances. Sufficient conditions in terms of LMI are obtained to ensure
asymptotical consensus with the desired disturbances attenuation performance, and
further obtained the allowable time-delay. The effectiveness of the proposed
algorithms is illustrated by a simulation example.

2 Graph Theory

Assume that a multi-agent system with n agents, the interaction among them can be
modeled by a directed graph G = (V, E, A), where V = {v1, v2, ..., vn} is the set of
node. eij = (vi, vj) ∈ E is a set of edges, where the first element vi is said to be the
tail of edge and the other element vj to be the head. And A= ðaijÞn× nðaij ≥ 0Þ is a
weighted adjacency matrix. The elements of an adjacency matrix are positive.
Correspondingly, the Laplacian of the directed graph is defined as L = Δ−A, where
Δ = [Δij] is a diagonal matrix with Δ = ∑n

j=1 aij. For a directed graph, L is not
symmetric. A directed graph is said to be strongly connected, if there exists a node
such that there is a directed path from every other node to this node.

3 Problem Statement and Control Protocol

3.1 Problem Statement

Suppose that the multi-agent system consists of n agents, each agent is regarded as a
node in a directed graph G.

Let xi be the position state of the ith agent, vi be the speed state of the ith agent.
Suppose the ith agent has the dynamics as follows:
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xi̇ðtÞ= viðtÞ
vi̇ðtÞ= uiðtÞ+wiðtÞ

ð1Þ

where uiðtÞ∈R is the control input(or protocol), and wðtÞ∈ L2½0,∞� is the external
disturbance.

In general case, accurate consensus may be hard to achieve since the controlled
protocol are usually subjected to external disturbances. First, z(t) is defined as

controlled output. Suppose zðtÞ=CξðtÞ, where C=
Lc 0
0 Lc

� �
,

Lc =

n− 1
n

− 1
n ⋯ − 1

n
− 1
n

n− 1
n ⋯ − 1

n
− 1
n ⋮ ⋱ − 1

n
− 1
n

− 1
n ⋯ n− 1

n

2

664

3

775

It is obvious that consensus of the second-order multi-agent system (1) can
asymptotically solve the consensus problem, if and only if the state of agents satisfy
lim
t→∞

ðxi − xjÞ=0, lim
t→∞

ðvi − vjÞ=0.

And the attenuating ability of the multi-agent system against external distur-
bance can be quantitatively measured by the H∞ performance index of the
closed-loop transfer function matrix from the external disturbance input to the
controlled output shown as

Twzk k∞ = sup
0≠wðtÞ∈L2½0,∞Þ

zðtÞk k2
wðtÞk k2

ð2Þ

where zðtÞk k2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR∞
0 zðtÞk k2dt

q
, wðtÞk k2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR∞
0 wðtÞk k2dt

q
.

Thereforewe shoulddesign theprotocol to satisfy, andany scalar. Then theconsensus
problem of multi-agent system can be transformed into the robust control problem.

3.2 Control Protocol

To solve robust H∞ consensus of the second-order multi-agent systems with ran-
dom time-delays, we use the following protocol:

uiðtÞ= ∑
j∈Ni

aij½ðxjðtÞ− xiðtÞÞ+ δðt)(xjðt− τÞ− xiðt− τÞÞ�

+ ∑
j∈Ni

aij½ðvjðtÞ− viðtÞÞ+ δðt)(vjðt− τÞ− viðt− τÞÞ� ð3Þ

where δðtÞ is random, which represents the probability of the event of time-delay. It
satisfies the following condition:
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δðtÞ=1, If event A occurs
δðtÞ=0, If event A doesn0t occurs

�
ð4Þ

prob δðtÞ=1f g=E δðtÞf g= d
prob δðtÞ=0f g=1−E δðtÞf g=1− d

�
ð5Þ

Suppose xið0Þ=0, við0Þ=0.
Then, under the protocol (2), the network dynamic can be summarized as

ξ ̇ðtÞ= −EξðtÞ−HδðtÞξðt− τÞ+FωðtÞ ð6Þ

where ξðtÞ= ½x1ðtÞ, x2ðtÞ, . . . xnðtÞ, v1ðtÞ, v2ðtÞ, . . . vnðtÞ�T , E=
0 − In
L L

� �
,

H=
0 0
L L

� �
, F=

0
In

� �
.

4 Main Result

In this section, we will present consensus conditions in directed networks with
random time-delay on fixed and switching topologies.

Before presenting the main result, the following lemmas are introduced.

Lemma 1 ([13]) For any vector x, y ∈ Rn× n and any symmetric positive matrix
M ∈ Rn× n, we have xTy≤ xTM − 1x+ yTMy.

Lemma 2 ((Schur Complement Formula) [14]) For given symmetric matrix
S= ½Sij�,

i, j∈ f1, 2g
S11 ∈Rn× n,S12 ∈Rr × ðn− rÞ,S22 ∈Rðn− rÞ × ðn− rÞ,

then, S<0⇔S22 < 0, S11 − S12S− 1
22 ST12 < 0 or S11 < 0, S22 − ST12S

− 1
11 S12 < 0.

4.1 Network with Random Time-Delay on Fixed Topology

Theorem 1 Consider a directed network with random time-delay τ and fixed
topology. For the multi-agent system (6), consensus can be achieved with
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TwzðsÞk k∞ < γ if there exists a common symmetric positive definite matrix P, Q, R
and satisfying

−ETP−PE+ τETRE+

Q− dHTP− dPH+CTC
dPH τdETRH P− τETRF

dHTPT − d
τ R 0 0

dτHTRE 0 −Q+ τdHTPH − τdHTRF
P− τFTRE 0 − τdFTRH τFTRF− γ2I

2

666664

3

777775
ð7Þ

Proof Define a Lyapunov function

VðtÞ= ξTðtÞPξðtÞ+
Z t

t− τ
ξTðsÞQξðsÞds+

Z 0

− τ

Z t

t+ θ
ξ ̇TðsÞRξ ̇ðsÞdsdθ

where P, Q, R are symmetric positive definite matrices. The time derivative of V(t)
along the solution of the system (6) is, From the Newton–Leibniz formulaR t
t− τ ξ ̇ðsÞds= ξðtÞ− ξðt− τÞ and Lemma 1, we have

V ̇ðtÞ≤ − 2ξTðtÞPEξðtÞ+2ξTðtÞPFwðtÞξTðtÞQξðtÞ− ξTðt− τÞQξðt− τÞ
+ τξTðtÞETREξðtÞ+ τδðtÞξTðtÞETRHξðt− τÞ
− τξTðtÞETRFwðtÞ+ τδðtÞξTðt− τÞHTREξðtÞ
+ τδ2ðtÞξTðt− τÞHTRHξðt− τÞ− τδðtÞξTðt− τÞHTRFwðtÞ

−
Z t

t− τ
ξ ̇TðsÞRξ ̇ðsÞds− τwTðtÞFTREξðtÞ− τδðtÞwTðtÞFTRHξðt− τÞ

+ τwTðtÞFTRFwðtÞ−
Z t

t− τ
ξ ̇TðsÞRξ ̇ðsÞds

Then

V ̇ðtÞ≤ ξTðtÞ ξTðt− τÞ ωTðtÞ
� �

*

− 2PE− 2δðtÞPH+Q+ τETRE

+ τδ2ðtÞPHR− 1HTPT
τδðtÞETRH P− τETRF

τδðtÞHTRE τδ2ðtÞHTRH−Q − τδðtÞHTRF
P− τFTRE − τδðtÞFTRH τFTRF

2

66664

3

77775* ξðtÞ ξðt− τÞ ωðtÞ½ �T

The mathematical expectation of above formula is

EfV ̇ðtÞg≤ ξTðtÞ ξTðt− τÞ wTðtÞ
� �

*

Ef− 2PE− 2δðtÞPH+ τETRE

+Q+ τδ2ðtÞPHR− 1HTPTg
EfτδðtÞETRHg P− τETRF

EfτδðtÞHTREg Efτδ2ðtÞHTRH−Qg Ef− τδðtÞHTRFg
P− τFTRE Ef− τδðtÞFTRHg τFTRF

2

66664

3

77775* ξðtÞ ξðt− τÞ w ðtÞ½ �T

EfδðtÞg=Efδ2ðtÞg= d. Therefore, the sufficient condition of V ̇ðtÞ<0 is
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− 2PE− 2dPH+Q+ τETRE

+ τdPHR− 1HTPT
τdETRH P− τETRF

τdHTRE τdHTRH−Q − τdHTRF
P− τFTRE − τdFTRH τFTRF

2

6664

3

7775
<0

Consider H∞ as performance index: Jt =
R t
0 zTðtÞzðtÞ− γ2ωTðtÞωðtÞ½ �.

Under the zero-valued initial state condition Vð0Þ=0, we define the cost per-
formance for any t≥ 0

Jt =
Z t

0
zTðtÞzðtÞ− γ2wTðtÞwðtÞ� �

dt=
Z t

0
zTðtÞzðtÞ− γ2wTðtÞwðtÞ+V ̇ðtÞ� �

dt

−VðtÞ+Vð0Þ≤
Z t

0
ζTðtÞΞζðtÞdt−VðtÞ

where ζTðtÞ= ½ξTðtÞ, ξTðt− τÞ,wTðtÞ�

Ξ=

− 2PE− 2dPH+Q+ τETRE

+ τdPHR− 1HTPT +CTC
τdETRH P− τETRF

τdHTRE τdHTRH−Q − τdHTRF
P− τFTRE − τdFTRH τFTRF− γ2I

2

6664

3

7775
ð8Þ

Thus Ξ<0 if Jt < 0. Then based on Lemma a we transform (8) into (7).
Therefore, all agents of the multi-agent systems (6) can reach consensus with under
the condition (7).

4.2 Network with Random Time-Delay on Switching
Topology

Consider a directed graph GσðtÞ: σðtÞ∈Z+ , where σðtÞ is the switching signal, the
value of which determines the topology of the network.

We use the following protocol:

uiðtÞ= ∑
j∈NiðσðtÞÞ

aijðσðtÞÞ½ðxjðtÞ− xiðtÞÞ+ δðtÞðxjðt− τÞ− xiðt− τÞÞ�

+ ∑
j∈NiðσðtÞÞ

aijðσðtÞÞ½ðvjðtÞ− viðtÞÞ+ δðtÞðvjðt− τÞ− viðt− τÞÞ�+ωðtÞ ð9Þ

where NiðσðtÞÞ is the set of adjacency matrix. aijðσðtÞÞ is the element of the
adjacency matrix.

The dynamic of the multi-agent system is
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ξ ̇ðtÞ= −EσðtÞξðtÞ−HσðtÞδðtÞξðt− τÞ+FωðtÞ ð10Þ

where

ξðtÞ= ½x1ðtÞ, x2ðtÞ, . . . xnðtÞ, v1ðtÞ, v2ðtÞ, . . . vnðtÞ�T

EðσðtÞÞ =
0 − In

LðσðtÞÞ LðσðtÞÞ

" #

,HðσðtÞÞ =
0 0

LðσðtÞ LðσðtÞÞ

" #

,F=
0
In

� �

Theorem 2 Consider a directed network with random time-delay τ and switching
topology. For the multi-agent system (10), consensus can be achieved with
TwzðsÞk k∞ < γ if there exist common symmetric positive definite matrices P, Q, R,

and satisfying

−ET
σðtÞP−PEσðtÞ +Q+ τET

σðtÞREσðtÞ −

dHT
σðtÞP− dPHσðtÞ +CTC

dPHσðtÞ τdET
σðtÞRHσðtÞ P− τET

σðtÞRF

dHT
σðtÞP

T − d
τ R 0 0

dτHT
σðtÞREσðtÞ 0 −Q+ τdHT

σðtÞPHσðtÞ − τdHT
σðtÞRF

P− τFTREσðtÞ 0 − τdFTRHσðtÞ τFTRF− γ2I

2

6666664

3

7777775

<0

ð11Þ
Proof The proof of Theorem 2 can be straightly derived from Theorem 1.

5 Simulation

In this section, numerical simulations will be given to illustrate the theoretical
results obtained in the previous section. These simulations are performed with four
agents, whose initial conditions are all zeros. Figure 1 shows four different directed
networks{G1, G2, G3, G4}, and the weights aij are all 1. Suppose initial state is zero
and the performance index.

We present the simulation results for the network with random time-delay and
fixed topology Fig. 1 G1. Based on Theorem 1, we can get time-delay τ≤ 0.4339.
Figure 2 shows the position trajectories and velocity trajectories. Then the simu-
lation results of network with random time-delay and switching topology are
considered. Based on Theorem 2, we can obtain τ = 0.3925. Suppose τ ≤ 0.38.

1 2

4 3

1 2

4 3

G1 G2

1 2

4 3

1 2

4 3

G3 G4

Fig. 1 Four directed graphs
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Figure 3 shows the position trajectories and velocity trajectories. Figures 4 and 5,
respectively, show the corresponding energy trajectory of the controlled output z(t)
and disturbance signal w(t).
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Fig. 2 The position trajectories and velocity trajectories of network with fixed topology
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Fig. 3 The position trajectories and velocity trajectories of network with switching topology
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Fig. 4 Shows the corresponding energy trajectory of the controlled output z(t) and the disturbance
signal w(t) of network with fixed topology
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6 Conclusion

In this paper, we have employed a robust control method to solve the consensus
problem of the second-order multi-agent systems with random time-delays and
external disturbances. Several conditions are presented to ensure all agents to reach
consensus satisfying H∞ performance index. Finally, numerical simulations are
provided to show the effectiveness of our theoretical results. In addition, the
finite-time consensus of multi-agent systems with random time-delays can be
investigated in the future.
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Multi-exposure Dynamic Image Fusion
Based on PatchMatch and Illumination
Estimation

Dan Fan, Junping Du and JangMyung Lee

Abstract In this study, we present a novel image fusion algorithm for
multi-exposure dynamic images based on PatchMatch and illumination estimation.
To eliminate the ghosting artifacts which often occur in the fusion results of
existing exposure fusion methods when there are moving objects in the scenes, the
fusion process of our proposed algorithm is as follows. First, we take advantage of
the PatchMatch method to align the selected reference image with the other input
images and then we fuse these images together based on illumination estimation to
obtain the final fusion image. Experimental results demonstrate that our proposed
method performs better than the existing fusion methods both in visual effect and
objective indicators.

Keywords Image fusion ⋅ Dynamic scenes ⋅ Patchmatch ⋅ Illumination
estimation ⋅ Multi-exposure

1 Introduction

Because of the complicated environmental conditions, light intensity may change
suddenly and unpredictably, which results in that the images captured by cameras
may include over-exposed or under-exposed image parts. This means that the poor
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quality of collected images and can severely affect the accurate identification and
acquisition of dynamic targets.

To solve these problems, image sequences can be captured at different exposure
levels and then synthesized into high dynamic range (HDR) images. HDR images
have a visual quality that is more vivid than images produced by standard methods.
Moreover, an HDR image can include all details of a real scene. Currently, two
main types of synthetic techniques exist: HDR imaging and multi-exposure fusion
technologies. This study proposes a multi-exposure fusion algorithm based on
image alignment, which is a type of multi-exposure fusion technology. We review
the current research on multi-exposure fusion technology.

Multi-exposure fusion technology is more efficient than HDR imaging
technology. It combines captured images from a multi-exposure sequence into a
well-exposed fusion image. Other studies have considered various environmental
conditions when images are captured in proposing several multi-exposure fusion
methods.

Mertens et al. proposed a fusion method based on reconstructing Laplacian
pyramid and Gaussian pyramid and takes three features, which are contrast,
saturation and well-exposure, as the fusion weights [1]. Shen et al. proposed a
probability fusion method in the framework of random walks, by using local
contrast and consistency measurements of neighborhood colors [2]. Based on
brightness contrast and gradient measurements, Song et al. adopted a framework of
maximum a posteriori probability to construct a probability model that can deter-
mine pixels that can be used in the fusion process [3]. Although these technologies
produce fusion results of high quality, they can be applied only to image sequences
of certain scenes. In addition, in the fusion of some exposure sequences, some
aberrant phenomena remain, such as exposure deviation, color distortion, and so on.
Moreover, similar to typical HDR technologies, most fusion methods assume that a
captured low dynamic range (LDR) image sequence is aimed at static scene without
considering the influence of moving targets. Unfortunately, when we capture an
exposure sequence, displacement usually exists in the adjacent image frames
because of the movement of targets and cameras [4].

To solve the problem caused by target or camera movement, a variety of
solutions have been proposed. Some methods have adopted filter and virtual
shadow elimination to solve the ghosting problem [5–7]. However, these methods
do not completely eliminate the influence of motion messages and also discard
certain valuable information, which leads to suboptimal results. Other methods use
motion estimation and alignment to eliminate the negative effect of movement
during image fusion [8]. These methods have achieved worthy results. However,
when these methods are used to implement image alignment in an image sequence
that has different types of exposure, errors occurred, yielding inaccurate fusion
results. Moreover, if we directly use the fusion method to synthesize fusion image
without preprocessing the LDR image sequence, motion blur and ghosting artifacts
occur in the image results.
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To solve this problem, this study proposes a multi-exposure dynamic image
fusion method based on PatchMatch and illumination estimation. The novelty and
contributions of this study are as follows:

(1) By taking advantage of the PatchMatch method before image fusion occurs,
we can find the corresponding patches among the reference image and the
other input images, then we can align the other images with the reference
image to obtain the effect that they seem being captured in the static scene.
The final fusion image shows high quality and the method obviates the
ghosting phenomenon.

(2) By using illumination estimation during the image fusion process, the pro-
posed method can obtain good fusion quality.

The remainder of the paper is organized as follows. Section 2 describes the
process of the proposed method. Section 3 presents details of the experimental
result and analysis. A conclusion is given in Sect. 4.

2 Proposed Image Fusion Algorithm Based
on PatchMatch and Illumination Estimation

To overcome the limitation of traditional exposure fusion methods, which are not
adapted to dynamic scenes, our algorithm adopts an image alignment method based
on PatchMatch to align the reference image and other input images. We then fuse
images within the multi-exposure dynamic image sequence based on illumination
estimation to obtain the fusion image. Our proposed method produces a quality
fusion result from a multi-exposure dynamic image sequence. Specifically, the
resulting fusion image retained the areas from both low and high exposure images
that are well displayed. Moreover, compared with the original multi-exposure
dynamic image sequence, our fusion image yielded a more vivid visual effect and
abundant scene details.

Our proposed algorithm can be divided into two steps. In the first step, we select
an image which has most well-exposed pixels as the reference image. Corre-
sponding images having different types of exposure must be aligned with the
reference image. The second step involves fusing images within the image sequence
that has been aligned. We ultimately acquire a fusion image that yields quality
fusion effects. The specific process of our proposed algorithm is shown in Fig. 1.

2.1 Dynamic Image Alignment Based on PatchMatch

Our proposed method first must align the original multi-exposure dynamic image
sequence so that background and dynamic targets are aligned with corresponding
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images having different types of exposure. We can then fuse the images within the
multi-exposure dynamic image sequence that has been aligned. Our proposed
method can adapt different dynamic scenes and produce a vivid visual effect and
abundant scene details.

In this section, we describe the first step of our proposed method: dynamic image
alignment based on PatchMatch. In this step, in order to align the dynamic targets in
the multi-exposure image sequence, the running process of our proposed method is
described as follows:

First, we must select the reference image from the original multi-exposure
dynamic image sequence. We choose a reference image among those with different
types of exposure, and usually we select the image with middle exposure. We then
align corresponding images with the selected reference frame. This allows us to
obtain aligned images with that of the reference image except with different types of
exposure. Although dynamic targets exist in the image sequence, these dynamic
targets are aligned in the corresponding images having different types of exposure
after the alignment process is completed [9]. The image alignment process based on
PatchMatch mainly includes the following three steps.

Step 1: Considering the quality exposure areas of the reference image, the corre-
sponding images can locate similar areas in the reference image by using the
PatchMatch method [10]. Then we can find the corresponding patches between the
reference image and the other input images. These images can then reconstruct the
corresponding area based on the quality exposure areas of the reference image and
assign it to the aligned images obtained after the alignment process. This process
can be described by the following equation:

CrðL, R, τÞ= ∑
i∈Ω

ðdðL, τðRÞÞ+ αdð∇L, ∇τðRÞÞ+ βdð∇L, ∇λðRÞÞÞ ð1Þ

where Ω represents the image domain, and dðx, yÞ= x− yk k2. The variable α can
be used to balance the consistency of color and gradients among corresponding
frames and β can be used to balance the feature consistency among corresponding
frames. In addition, the color matching function τ can be used to describe the
change in RGB values between the reference and corresponding frames. Similarly,
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Fig. 1 Running process of the proposed algorithm
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the feature matching function λ can be used to describe the change of image feature
values between the reference and corresponding frames.

Step 2: For areas in the reference frames that are either over- or under-exposed, the
corresponding frames should reserve their original corresponding areas and add
some consistency constraints, then assign these areas to the aligned frames to
maintain consistency of color, gradients, and features with those areas obtained
from the first step. We use the following equation to describe the process:

CtðS,L, uÞ= 1
p2

∑
i∈Ω

ðdðPL
i ,P

S
i+ uðiÞÞÞ ð2Þ

where PS
i is a block of image S, its size is p× p, and its central point is pixel i(PL

i
and L have a similar relationship). The variable uðiÞ refers to the block of the
aligned frame L that corresponds to the original input frame S.

Step 3: After the previous two steps, we must combine step1 with step2 to obtain
the ultimate aligned frame L*.

L*= arg min
L, τ, u

ðCrðL,R, τÞ+CtðS,L, uÞÞ ð3Þ

where L* is the aligned frame that we hope to obtain. We obtain alignment results
having a quality effect. Specifically, the background and dynamic targets are
aligned between the reference and corresponding image frames. Moreover, the
foundation for the next fusion process has been prepared.

2.2 Multi-exposure Dynamic Image Fusion Based
on Illumination Estimation

Through the image alignment process previously mentioned, we obtain a
multi-exposure dynamic image sequence whose background and dynamic targets
have been aligned. We must then perform the second step of our proposed method,
namely to conduct the fusion process for the aligned image sequence to acquire the
fusion image [11].

The multi-exposure dynamic image fusion process based on illumination esti-
mation includes the following three steps:

Step 1: Based on the ‘spatial smoothness’ of the pass years, the final illumination
estimation is an image smoothed in the regions where there are soft edges or
uniform areas, and sharp in the strong intensity transitions. The proposed method
takes advantage of the recursive method described in [12] to obtain the illumination
estimation images.
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Step 2: After estimating the illumination from each image of the sequence, we now
need to determine the weights of all the pixels from every image in the sequence.
The process can be described by the following equation:

WU =FUðSUÞ WR =FRðSRÞ WO =FOðSOÞ
∀R∈ ð2,N − 1Þ ð4Þ

where WU ,WR and WO are the weights of under-exposed, reference and
over-exposed images, respectively, SU , SR and SO are the illumination estimation
images of under-exposed, reference and over-exposed images, respectively, and
FU ,FR and FO are the mapping function, respectively.

For the reference image, the weight of the pixel is one if the value of the pixel is
128, then the weights of the pixels are linear function and down to zero if the value
of the pixel is 0 or 255. Different from the method [11], when address the
high-exposed image, we set the weight of the pixel as 1 if its value is less than or
equal to 128, and as 0 if its value is higher than 128. Because of which, we can
obtain more useful message from the over-exposed image. Reversely, we set the
weight of the pixel as 0 if its value is less than or equal to 128, and as 1 if its value
is higher than 128 when we address the under-exposed image.

Step 3: At last, we need to blend the weights and output the fusion weights. The
process is shown as follows:

Pout =
∑
N

k=1
Pk *Wk

∑
N

k =1
Wk

,P∈ R,G,Bf g ð5Þ

where Pout means the final fusion result of every pixel, N denotes the total number
of pixels in the scene, and P are the three channels of the RGB color space.

After these three steps of processing, we obtain the fusion image with a quality
fusion effect. The fusion image retained the areas of both under- and over-exposed
images that were well displayed. Simultaneously, our proposed method also con-
ducted processing for keeping a good exposure, and we acquired the fusion image
with normal exposure.

3 Analysis of Experimental Results

To evaluate the performance of our proposed method objectively, we adopted the
following three objective indicators: the degree of visual fidelity (VIF), gradient
retention QAB F̸ð Þ, and feature similarity index (FSIMc). VIF quantifies the distor-
tion and extent of visual quality improvement, QAB F̸ reflects the degree to which
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edge information in the fusion image is retained, and FSIMc evaluates image
quality based on low-level features in the image. For these three measurements, the
higher the evaluation index is, the better fusion quality of the image is.

Simultaneously, in order to validate the performance of our proposed method,
we compare it to several existing methods. We objectively evaluate our method
based on the visual effect it produces and quantitative indicators. We selected the
exposure fusion algorithms [1, 3, 5], and Photomatix [13], a commercial software,
as tools for use in the comparison.

We next perform three comparative experiments. These are based on the stan-
dard multi-exposure dynamic image sequence and that of a robot captured by our
cameras. The experimental results from our proposed method and that of the four
contrasting methods based on a “park” image sequence are shown in Fig. 2.

First, as the visual effects shown in Fig. 2d, reveal the experimental results of the
Mertens et al. method had distinct ghosting artifacts both in the region of the sky
and the region of the cars. Similarly, as shown in Fig. 2e, the Vassilios et al. method
had ghosting artifacts both in the region of the sky and the region of the cars, and
also had lower illumination. As shown in Fig. 2f, the Li et al. method also had
ghosting artifacts both in the region of the sky and the region of the cars. Figure 2g
shows that the experimental results for Photomatix are fuzzy with respect to both
the building and sky, though it eliminated the ghosting artifacts. The experimental
results from our proposed method, as shown in Fig. 2h, indicate quality exposure
without ghosting artifacts. In addition, the method retained the region of the original
multi-exposure image sequence that was well displayed. Moreover, compared to the
original multi-exposure dynamic image sequence, our fusion image showed better
visual effects, more abundant scene details, and more obvious contrast.

Second, the quantitative indicators allow us to obtain objective evaluation
indices of different methods, as shown in Table 1.

(a)

(e) (f) (g) (h)

(b) (c) (d)

Fig. 2 “Park” image sequence. a, b, c input images d Mertens et al. method e Vassilios et al.
method f Li et al. method g Photomatix and h the proposed method
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Table 1 shows that our proposed method performed much better than the other
four methods according to the evaluation indices of VIF, QAB F̸ and FSIMc.
Especially in VIF and QAB F̸ , our proposed method achieved much better results.

The experimental results from our proposed method and that of the four con-
trasting methods based on a “horse” image sequence are shown in Fig. 3.

First, as shown in Fig. 3d, reveal the experimental results of the Mertens et al.
method had ghosting artifacts both in the region of horse’s head and the shadow.
Similarly, in Fig. 3e, the Vassilios et al. method performed ghosting artifacts both
in the region of horse’s head and the shadow, and also had lower illumination. As
shown in Fig. 3f, the Li et al. method also achieved ghosting both in the region of
horse’s head and the shadow. Figure 3g shows that the experimental results for
Photomatix eliminated the ghosting artifacts, while performed lower illumination

Table 1 Quantitative indicators used to contrast different methods on the “park” image sequence

Measurement
indicators

Different reconstruction methods
Mertens
et al.
method

Vassilios
et al. method

Li et al.
method

Photomatix The
proposed
method

VIF 0.4275 0.3328 0.3885 0.3520 1.2641
QAB F̸ 0.2828 0.1989 0.2087 0.1550 0.6971
FSIMc 0.7729 0.8161 0.7940 0.7635 0.8852

(a)

(e) (f) (g) (h)

(b) (c) (d)

Fig. 3 “Horse” image sequence. a, b, c input images d Mertens et al. method e Vassilios et al.
method f Li et al. method g Photomatix and h the proposed method

Table 2 Quantitative indicators used to contrast different methods on the “horse” image sequence

Measurement
indicators

Different reconstruction methods
Mertens
et al.
method

Vassilios
et al. method

Li et al.
method

Photomatix The
proposed
method

VIF 0.2826 0.2410 0.2432 0.1461 0.6707
QAB F̸ 0.2726 0.2248 0.1770 0.1135 0.6233
FSIMc 0.7659 0.7741 0.7678 0.6848 0.9055
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and bad color effect. The experimental result from our proposed method, as shown
in Fig. 3h, indicated quality exposure without ghosting artifacts. In addition, the
method retained the region of the original multi-exposure image sequence that was
well displayed. Moreover, our fusion image achieved better visual effects, more
abundant scene details, and better illumination and coloration.

The quantitative indicators allow us to obtain objective evaluation indices for
different methods, as shown in Table 2.

Table 2 shows that our proposed method performed much better than the other
four methods according to the evaluation indices of VIF, QAB F̸ and FSIMc.
Especially in VIF and QAB F̸ , our proposed method achieved much better results.
And the FISMc result of our proposed method showed improvements of 17 % for
the best result of the other four methods.

The experimental results from our proposed method and that of the four con-
trasting methods based on a “robot” image sequence are shown in Fig. 4.

First, as shown in Fig. 4d, e, f, reveal the experimental results of the Mertens
et al. method, the Vassilios et al. method, the Li et al. method all achieved ghosting
in the region of the robot. Figure 4g shows that the experimental results for Pho-
tomatix eliminated the ghosting artifacts, while performed lower illumination.
Experimental results for our proposed method, as shown in Fig. 4h, yielded quality

(a)                             (b)                            (c)                             (d) 

(e)                             (f)                            (g)                             (h) 

Fig. 4 “Robot” image sequence. a, b, c input images d Mertens et al. method e Vassilios et al.
method f Li et al. method g Photomatix and h the proposed method

Table 3 Quantitative indicators used to contrast different methods on the “robot” image sequence

Measurement
indicators

Different reconstruction methods
Mertens
et al.method

Vassilios
et al. method

Li et al.
method

Photomatix The
proposed
method

VIF 1.1253 1.1183 1.1005 1.0061 1.1761
QAB F̸ 0.5623 0.6151 0.5660 0.6668 0.7551
FSIMc 0.9158 0.9290 0.9117 0.9387 0.9430
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exposure for both the room interior and outer window and without ghosting arti-
facts. Moreover, our fusion image had a clearer robot and more scene details.

The quantitative indicators allow us to obtain objective evaluation indices for
different methods, as shown in Table 3.

Table 3 shows that our proposed method performed the best result in QAB F̸ , VIF
and FSIMc, compared to the other four methods. When the experimental results of
Tables 1, 2 and 3 are combined, our proposed method achieved best and satis-
factory fusion results.

4 Conclusions

This paper reviewed the background and significance of related scientific research
on multi-exposure image fusion. In addition, we proposed image fusion algorithm
for multi-exposure dynamic images based on PatchMatch and illumination esti-
mation. To correct the ghosting phenomenon caused by current image fusion
methods when they address multi-exposure image sequences with dynamic targets,
we first conduct an image alignment process based on the PatchMatch method prior
to image fusion. Our proposed method allows us to conduct image fusion effec-
tively on a multi-exposure dynamic image sequence. The fusion image obtained
retains the regions of both under- and over-exposed images that are well displayed.
Moreover, compared with the original multi-exposure dynamic image sequence,
our fusion image has a more vivid visual effect and more abundant scene details.
Finally, our experimental results validate the effectiveness of our proposed method
regarding both visual effect and objective evaluation indicators.
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Fast Moving Crowd Counting
for Unconstrained Videos

Xinlei Wei, Junping Du, Dan Fan and JangMyung Lee

Abstract It is important to estimate the number of people in fast moving crowd
scenarios for the surveillance systems. Regression-based techniques achieved
promising results for counting the number of people in crowded scenes. However,
appearance features used in the most existing techniques are not able to mirror the
motion state of crowds. The motion state of crowds is important to solve the
counting problem of fast moving crowds, since it is decided by the amount of
people. In this study, we propose a novel method to address this problem from three
perspectives: (1) train a crowd counting estimation model suited to all of the
crowded scenes; (2) combine motion states with multiappearance features for crowd
counting; and (3) count fast moving crowds in unconstrained videos. These ideas
are implemented in a fast object segment framework, which can segment fast
moving crowds in the unconstrained videos. Extensive experiments validate the
effectiveness of our proposed method.

Keywords Motion feature ⋅ Crowd counting ⋅ Fast moving crowd ⋅ Super-
pixel ⋅ Spatiotemporal structure
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1 Introduction

Video-imagery-based crowd counting is important to profile the people movement
over time across spaces for establishing global situational awareness. For example,
once abnormal event happens, it often appears that crowded people run away fast
and disorderedly, which will lead to disaster in most cases. Aiming at detecting
abnormal events and rescuing people in time, it is quite important to count the
people number in the chaotic situation. Counting people in crowded public places is
nontrivial due to the severe interobject occlusion, scene perspective distortion, and
visual ambiguity introduced by challenging illumination condition and fast moving
crowds. The state-of-the-art methods typically adopt regression-based techniques to
learn a mapping function between low-level features and crowd counting [1], so as
to circumvent explicit object segmentation and detection in crowded scenes. And
some researchers learn two kinds of mappings to estimate the number of crowds.
The first mapping relationship is between the density and the sift feature of each
point in crowded scene, and the other one is between crowd density and the number
of people [2]. Though these methods have high performance for stationary and
slowly moving crowds, when emergency happens, people will move fast and the
video will be unconstrained. In such conditions, it is difficult to capture high-quality
crowd images for the video surveillance systems. Hence, most methods cannot
estimate the number of fast moving crowd accurately in the unconstrained videos.
These methods based on low-level appearance feature will loss efficacy with the
low quality videos. In order to solve these problems, we adopt fast object seg-
mentation method in unconstrained videos [3] to segment foreground regions
containing the fast moving objects. Meanwhile, we propose to use the motion
channels as complements of the appearance channels to learn a mapping between
feature groups and the number of crowds. Moreover, the feature group contains
both motion features and appearance features.

In this paper, we propose a novel method for feature combination, considering
the static features and dynamic features extracted from superpixel blocks (e.g.,
micro-behavioral [4] characteristic, the optical flow feature, and the direction
information entropy). These features have both invariant and local properties, so
they are suitable for various kinds of scenes. The underlying assumption is that if
the crowds move in natural conditions, the quantity and velocity of flow are only
decided by the crowd density, according to the crowd dynamic model. Therefore,
the velocity and motion status can reflect the quantity of flow and then reflect the
number of crowds. Rather than appearance features, it is a more effective way to
detect fast moving people based on motion features. When the crowds move fast,
the action is spatial–temporal continuous. Hence, we assume that the intrinsic
spatial–temporal distribution structure of those data can be computed to facilitate
the learning of a regression counting model.
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The contributions of this paper include: (1) propose a framework of counting fast
moving crowd; (2) fuse appearance features with motion features based on super-
pixel blocks to generate an invariant feature for the estimation of crowd counting in
various scenes; and (3) construct a crowd counting model for fast moving crowds
based on motion features and appearance features.

2 Related Work of Fast Moving Crowd Counting

Various approaches for crowd counting have been proposed in recent years [1].
Using multiple low-level features rather than a single feature can achieve a higher
accuracy for crowd counting [5]. But in large-scale scenes, the accuracy may be
lower because of the interference of noises. Hence, some researchers divided the
images of large-scale scene into several blocks and extracted the features of each
block to reduce the noises [6]. But it is more effective to estimate the number of
people by crowd density [2] of crowded people. However, people always move fast
when an abnormal event happens, making it very difficult to count the number of
people. Meanwhile, in the panic cases, the video quality is usually poor due to the
interferences such as blur and distortion. It is a challenge to count people under
these circumstances. Some researchers used superpixel and optical flow to segment
fast moving objects from unconstraint videos [3]. Because the performance of the
classical supervised learning algorithms is mainly decided by the size of training
dataset, regression-based methods need a lot of training data. However, it is difficult
to manually label the amount of crowds in the crowded videos. And semisupervised
algorithms use the relationship between instances to find the labeled result of
instances [7].

3 The Framework of Fast Moving Crowd Counting
Algorithm

3.1 The Implementing Procedures of the Proposed
Algorithm

In this paper, we fuse the appearance features with motion features, and combine
the semisupervised regression algorithm with support vector regression algorithm to
construct the crowd counting model. The workflow is shown in Figs. 1 and 2.
Figure 1 shows the training process of crowd counting model, and Fig. 3 shows the
prediction process of crowd counting.
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Fig. 1 The training process of crowd counting model
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Fig. 2 The prediction process of crowd counting
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Fig. 3 The framework of fast moving crowds counting algorithm
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3.2 Fast Moving Pedestrian Segmentation
for Unconstrained Videos

State-of-the-art methods for pedestrian foreground segmentation drop mixture
dynamic texture. However, it is difficult to identify the fast moving crowd. We
adopt the fast moving object segmentation algorithm in paper [2] to obtain the fast
moving crowd region. Based on the superpixels and optical flow the proposed
approach generated, we can extract local features and motion features. Then we can
save a lot of computing time and the fast moving crowd segment result is shown in
Fig. 4.

3.3 The Extraction and Combination Process of Motion
Features and Appearance Features

State-of-the-art methods mostly combine many kinds of features which include the
segment feature, internal edge feature, and texture feature [5]. And some methods
add the local features to obtain local information such as local texture feature, gray
level co-occurrence matrix (GLCM), structural-based feature, and histogram of the
edge orientation [6]. According to dynamic continuum model of pedestrian flow
[8], the flow of large-scale pedestrians relates to the flow velocity and density.
Though appearance features are able to reflect the current pixel information, they
cannot reflect the information of motion state. However, the information of motion
state will not change with the scenes, which is important for the fast moving crowd
counting. As a result, in this work we extract not only the local appearance features
but also the motion features. The motion features exploited here include Jacobi
matrix eigenvalues [4], movement velocity of crowds, velocity orientation, and
information entropy.

Fig. 4 The result of fast movement pedestrian segment
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(1) Appearance Features
Appearance features include several kinds of features, shown as follows.
Segmentation features: based on the fast object segmentation algorithm, we
can easily extract the segment features. And these features are utilized to
capture the segment properties such as shape and size in fast moving crowds.
Moreover, the segment perimeter, computed by morphological erosion, is also
helpful in extracting features such as area, perimeter, perimeter edge orien-
tation, perimeter-area ratio and segment shape [5].
Internal edge features: edge length, edge orientation [5].
Texture features: we adopt the homogeneity, energy, entropy, gray level
co-occurrence matrix (GLCM), and the local bitmap patterns (LBP) as texture
features.

(2) Motion features
Jacobi matrix eigenvalues: the Jacobi matrix eigenvalues are used to identify
the behaviors in crowded scenes [4]. They are based on the crowd flow
dynamic system and are able to reflect the movement information of the crowd
flow. In this work, we adopt a set of similar measurements for estimating the
number of pedestrians in each segment. The moving crowd is regarded as a
dynamic system, so we can obtain the Jacobi matrix of each pixel’s velocity
using optical flow by Taylor’s theorem. We identify five kinds of crowd
behaviors (Bottlenecks, Fountainheads, Lane Formation, Ring/Arch Forma-
tion, and Blocking) by the Jacobi matrix eigenvalues [4]. Through the statistics
histogram and the weights of these behaviors, we can estimate the number of
pedestrians.

Movement velocity histogram of crowd: the movement velocity is repressed by
the optical flow, and the average velocity of each superpixel block is used to
measure the region velocity. We compute the histogram of the average velocity
with 10 bins.

Orientation information entropy: according to the method described in [8], we
compute the average orientation information entropy of superpixel blocks in the
crowd segmentation regions as a motion feature [9].

We follow [6] to combine these features to obtain an intermediate feature vector
xi ∈R

d. And all images are transformed to grayscale before feature extraction. In
addition, features are perspective normalized using the method described in [10]
and scaled into the range of ½0, 1�.

3.4 The Proposed Crowd Counting Regression Algorithm

The support vector regression algorithm (SVR) and semisupervised regression
algorithm (SSR) are used to count the number of crowd, respectively [11]. It is easy
to prove that using SVR, we can achieve a higher accuracy [12]. But by exploiting
the underlying geometric structure of abundant unlabeled data and the temporal
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continuity of crowd patterns, the SSR can produce accurate counting with only
sparse labeled data.

f *ðx*Þ= ∑l+ u
i aiKðx*, xiÞ+ b ð1Þ

We learn the expansion coefficient vector α= ½α1, . . . , αl+ u�T and the optimal
bias b from the training set, based on SVR. As SSR only needs sparse labeled data,
we add a joint regularization [1] as Eq. (2) through learning the crowd pattern
intrinsic distribution (geometric) structure and imposing temporal smoothness of
activity patterns.

f * = argmin
f ∈HK

1
l
∑l

i=1 ½yi − f ðxiÞ�2 + λA fk k2K + λI f TBf + λT f TLf ð2Þ

4 Experiment Results and Discussion

We use three public datasets to verify the proposed approach, respectively. Each
dataset includes different video sequences. The three datasets are shown in Table 1.
And these images are randomly selected as training data and testing data according
to a fixed ratio.

We employ three metrics for performance evaluation. They are mean absolute
error [MAE], mean squared error [MSE], and mean deviation error [MDE] 3. The
experiment results are shown in 0.

As is shown in Table 2, the proposed approach remarkably improves the per-
formance of crowd counting in UCSD dataset. We use the appearance features and
motion features combined with appearance features to test our approach, respec-
tively. We find from Table 2 that the method using motion features combined with
appearance features achieves a better performance than only using appearance
features on various indexes.

But in difference datasets, the predicted results are different. For example, the
predicted result is not good enough for the image sequences in PESt2009 datasets.
The reason is that the image sequences in PEST2009 dataset are denser and people
move much faster. However, the performance of our method is still quite good. Not
only the MSE value and the MAE value in Fig. 2, but also the trends in Figs. 5, 6, 7
and 8 can demonstrate the superiority of our proposed algorithm.

Table 1 The information of
different datasets

Image sequence Property

UCSD Sparse, walk slow
PEST2009.S1.L1 Dense, walk fast
PEST2009.S1.L2 Very dense, walk fast

PEST2009.S1.L3 Very dense, run fast
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However, from the comparison result in Table 2, we can find that the MSR value
and the MAE value of the proposed approach are better than the approach only
using appearance features. It demonstrates that it is more effective to estimate the
number of moving dense crowd.

Especially, the sequence PEST2009.S1.L3.Time_14-17_view001 contains fast
running crowds and the MAE value and MSE value that are calculated by the
proposed approach are better as well. It demonstrates that the proposed approach is
effective in fast moving crowd counting.

Table 2 The comparison results of different methods

Image sequence Training Approaches MSE MAE MDE

UCSD 50 LBP + SSR4 7.06
50 GPR [9] 11.10
98 proposed 2.51 1.35 0.10
98 Appearance

feature + SVR
3.52 1.74 0.11

PEST2009.S1.
L1_Time13-57_view001

109 proposed 5.68 2.025 0.11
98 Appearance

feature + SVR
7.41 2.37 0.13

PEST2009.S1.
L2_Time13-57_view001

99 proposed 21.86 4.29 0.30
98 Appearance

feature + SVR
28.28 4.96 0.77

PEST2009.S1.L3.
Time_14-17_view001

44 Proposed 28.62 4.58 0.29
44 Appearance

feature + SVR
30.17 4.78 0.32
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Fig. 5 The predicted result of UCSD.vidf1_33_000.y image sequences
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Fig. 6 The crowd counting predicted result of sample data in the dataset PEST2009.S1.L1
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Fig. 7 The crowd counting predicted result of test data in the dataset PEST2009.S1.L2
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Fig. 8 PEST2009.S1.L3.Time_14-17 dataset predicted result of test dataset
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5 Conclusion

In contrast to most current crowd counting studies that rely on appearance features
and motion features for model training, a unified activation and regression approach
is formulated to enable the crowd counting exploiting the underlying distribution
structure of crowd patterns. We demonstrate that the motion features used in crowd
counting can improve performance, which can bring in significant practical value.
We take advantage of an assumption that if the source and target data sharing a
similar manifold representation, then the motion feature is the manifold represen-
tation of the crowds. Future work will explore ways to relax this assumption
through constructing unify regression model for different scenes.
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An Augmented Multiple-Model Adaptive
Estimation for Time-Varying Uncertain
Systems

Kai Xiong, Chunling Wei and Liangdong Liu

Abstract An augmented multiple-model adaptive estimation (MMAE) algorithm
is presented for a time-varying system, where the model uncertainty may occur
occasionally. Generally, it is difficult for a single filter to achieve superior perfor-
mance for both the certain system and the uncertain system. An algorithm that is
designed for an uncertain system may yield suboptimal performance in the situa-
tion, where the model uncertainty does not occur. To cope with this problem, we
propose to use two filters in parallel in a multiple-model framework. One of the
filters, an augmented Kalman filter (AKF), provides estimates of uncertain
parameters when the model uncertainties occur, whereas the second filter, a Kalman
filter (KF), yields high precision in the absence of the uncertainties. A practical
example is given in simulation to show the potential application of the presented
algorithm. It indicates that the augmented MMAE is efficient to deal with the
occasional model uncertainty.

Keywords Multiple-model adaptive estimation ⋅ Uncertain system ⋅ Aug-
mented Kalman filter ⋅ Space surveillance

1 Introduction

Many practical systems with unknown dynamic or measurement properties can be
described by system model with uncertain parameters. When the model uncertainty
occurs, the traditional Kalman filter (KF) suffers from a performance loss due to the
uncertain effect in the model. Special techniques are required to mitigate the effect
of the model uncertainty on the estimation accuracy. An augmented Kalman filter
(AKF) is capable of estimating the uncertain parameters jointly with the state
vector, such that the estimator is less sensitive to the uncertainty. The estimation
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accuracy can be improved using the AKF instead of the KF in the presence of the
uncertainty. However, if the model uncertainties do not occur, the performance of
the AKF may be worse than this of the KF due to the inaccurate estimated
parameters. The AKF trades off robustness in the uncertain case and efficiency in
the certain case, and it is difficult to achieve both with the same filter.

A solution to this difficulty is to design a multiple-model adaptive estimation
(MMAE) algorithm, where multiple parallel Kalman filters are designed based on
different models, such that the whole algorithm can adapt to different cases. During
the past four decades, multiple-model techniques have been applied to deal with
model uncertainties [1–4]. For the implementation of a traditional multiple model
adaptive estimator, an elaborate model set should be constructed to cover all pos-
sible uncertain parameters. The MMAE algorithm uses a bank of parallel Kalman
filters, termed “elemental filters,” to provide multiple estimates, where each ele-
mental filter is based on a hypothesized uncertain model in the model set. The
overall state estimate is provided through a weighted sum of each elemental filter’s
estimate. The weight, which is calculated based on the measurement innovation,
gives an indicator whether the model associated with the elemental filter is the
correct one. The MMAE has been studied extensively and gains success in appli-
cation [5–7].

In this paper, we present an augmented MMAE algorithm by combining a KF
and an AKF in parallel. The KF is designed based on the nominal system model and
the AKF is designed based on the augmented system model. The KF suits for the
certain system and the AKF suits for the uncertain system. Simulation result
involving a space surveillance problem is shown. It is illustrated that the augmented
MMAE algorithm can achieve satisfactory performance for the systems with and
without uncertainty. High performance is achievable using only two elemental
filters, which correspond to a saving of computational burden.

2 System Model and Filter Equation

The considered time-varying system with model uncertainty is described as

xk =Fkxk− 1 +DkΔk +wk ð1Þ

yk =Hkxk +Gkθk + vk ð2Þ

where k is the time index, xk the state vector, yk the measurement vector, wk the
process noise, vk the measurement noise, Fk the transition matrix of the state xk , Dk

the gain of unknown input Δk, Hk the measurement matrix, and Gk the gain of
unknown bias θk. wk and vk are assumed as uncorrelated zero-mean white noise
sequences with covariance matrices Qk and Rk . The unknown vectors Δk and θk
can be seen as model uncertainty. Suppose that the vectors and matrices have
compatible dimensions.
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A common approach for state estimation is the KF. Given the exact model, the
state vector xk can be estimated easily based on the measurement sequence
y1, y2, . . . , ykf g. For each iterative cycle, two steps are computed. In the prediction

step, the state vector is predicated based on the dynamic model shown in (1). Then,
in the update step, the innovation, i.e., the difference between the predicted mea-
surement and the observed measurement is computed. The final state estimate is the
sum of the predicted state vector and the innovation multiplied by the Kalman gain.
The KF achieves high accuracy in the absence of the model uncertainty. However,
in the presence of the model uncertainty, the KF deteriorates since the uncertain
parameter vectors Δk and θk occur in the predication and the innovation, and
consequently in the estimate of the filter.

The MMAE approach can be adopted to handle the model uncertainty. For the
design of the traditional MMAE algorithm, a model set with the size of M is
constructed to approximate the uncertain parameter vectors. If we roughly know
that the uncertain parameter vectors are in a bounded region, a discrete model set
can be constructed by sampling M potential parameter vectors in the predetermined
region. Then, M elemental filters, which depend on the associated parameter vectors
in the model set, are implemented in parallel to mitigate the effect of the model
uncertainty, and obtain accurate overall state estimate. However, this approach, in
particular for large M, suffers from a high computational burden and is therefore not
attractive.

In order to decrease the computational burden, here we propose to use only two
models. In the first model, the uncertain parameter vectors Δk and θk are assigned to
be zero vectors. In the second model, Δk and θk are augmented as the state vector.
The first model suits for the scenario where the model uncertainty does not occur,
while the second model suits for the scenario where the uncertainty comes into
play. Accordingly, a KF and an AKF are used in parallel to provide the individual
state estimate. Then the elemental filters’ outputs are combined in a weighted
fashion to produce the overall state estimate. A description of the augmented
MMAE algorithm is provided as follows.

Step 1 Initialization

The initial state estimates of the two elemental filters are set as xð̂1Þ0 = xð̂2Þ0 .

The corresponding initial weights are chosen as ωð1Þ
0 =ωð2Þ

0 = 0.5.
Step 2 Parallel Kalman filtering

Two elemental filters are run in parallel to predict and update the state
estimates. The first elemental filter is a KF with the equations

xð̂1Þkjk− 1 =Fkx
ð̂1Þ
k− 1 ð3Þ

xð̂1Þk = xð̂1Þkjk− 1 +Kk yk −Hkx
ð̂1Þ
kjk− 1

� �
ð4Þ

and the second elemental filter is an AKF with the equations
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xð̂2Þkjk− 1
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4

3
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xð̂2Þkjk− 1

Δ̂kjk − 1

θk̂jk− 1

2
64

3
75

0
B@

1
CA ð6Þ

where xð̂τÞkjk− 1 and xð̂τÞk (τ=1, 2) are the predicated and updated state
estimates respectively, Kk is the gain matrix, which can be tuned to
achieve optimized filtering performance, Δ̂kjk − 1, θk̂jk− 1, Δ̂k and θ ̂k are the
predictions and estimates of the uncertain parameter vectors, KΔ, k and
Kθ, k are the gain matrices for the parameter estimator.

Step 3 Weight update

The weights ωðτÞ
k for the elemental filters are calculated using the inno-

vations yð̃τÞk and normalized such that they sum up to one. This process is
formulated as

ωð1Þ
k =

ωð1Þ
k− 1Λ

ðð1ÞÞ
k

ωð1Þ
k− 1Λ

ð1Þ
k +ωð2Þ

k− 1Λ
ð2Þ
k

,ωð2Þ
k =

ωð2Þ
k− 1Λ

ð2Þ
k

ωð1Þ
k− 1Λ

ð1Þ
k +ωð2Þ

k− 1Λ
ð2Þ
k

ð7Þ

where the function ΛðτÞ
k is calculated as

ΛðτÞ
k =

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
2πCkj jp exp −

1
2

yð̃τÞk

� �T
C− 1

k yð̃τÞk

� �
ð8Þ

with yð̃1Þk = yk −Hkx
ð̂1Þ
kjk− 1 and yð̃2Þk = yk −Hkx

ð̂2Þ
kjk− 1 −Gkθk̂ , Ck is a positive

definite matrix. The adaptive law shown in (7) is widely used in the
multiple-model approaches to update the weights. It is set up such that the
model that is similar to the real system receives large weight. The
convergence analysis in the next section shows that, for the considered
system, the weight that corresponds to the appropriate model converges to
1, while the other converges to 0.

Step 4 State Combination
The overall estimate of the MMAE is calculated as a weighted sum of the
elemental filters’ estimates, i.e.,

xk̂ =ωð1Þ
k xð̂1Þk +ωð2Þ

k xð̂2Þk . ð9Þ
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Step 2–Step 4 are run recursively to update the state estimate and the weight for
each filter. The main difference between the presented algorithm and the traditional
MMAE approach lies on the fact that the estimates of the uncertain parameter
vectors Δ̂k and θ ̂k are used to approximate different level of model uncertainty.
The AKF is used to provide the estimate of the uncertain parameters. In fact, other
relevant estimators (such as the least square approach) can also be adopted for
parameter identification. The main conclusion of the paper is expected to be valid
with different parameter estimators.

The augmented MMAE algorithm trades off performance versus complexity in a
graceful manner. It adapts to different operation situations, and yields close to
optimal performance, while keeping the number of elemental filters on a reasonable
level. Although the algorithm is formulated for linear system, it can be used for
nonlinear system using the EKF instead of the KF. The EKF is derived with the
assumption that the linearized system provides close approximation to the true
system. The linearization approach is valid for the nonlinear case where the
first-order Taylor series approximates the system model effectively.

3 Convergence Analysis

To demonstrate the feasibility of the algorithm, the weight convergence property of
the augmented MMAE is studied for the considered time-varying uncertain system.
We expected that for the MMAE algorithm to converge, one of the weight is nearly
equal to 1 and the other is close to 0. Define the state estimation error of the

elemental filter as x ̃ðτÞk = xk − xð̂τÞk , xð̃τÞkjk− 1 = xk − xð̂τÞkjk− 1 (τ=1, 2). Define the
covariance matrices of the state estimation error and the innovation as

ΣðτÞ
k =E xð̂τÞk xð̂τÞk

� �T� �
, ΩðτÞ

k =E yð̃τÞk yð̃τÞk

� �T� �
.

First, we evaluate the weights of the elemental filters in the absence of the model
uncertainty, i.e., Δk =0 and θk =0. Let

Lð2Þn =
ωð2Þ
n

ωð1Þ
n

n=1, 2, . . .ð Þ. ð10Þ

According to the adaptive law for the MMAE algorithm, we have

Lð2Þn =
Λð2Þ
n

Λð1Þ
n

Lð2Þn− 1 ð11Þ

or
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Lð2Þn =
exp − 1

2 yð̃2Þn

� �T
C− 1

n yð̃2Þn

h i
exp − 1

2 yð̃1Þn

� �T
C− 1

n yð̃1Þn

h i Lð2Þn− 1. ð12Þ

Extending this equation by going backwards in time though the recursive law in
(12) yields

Lð2Þn

Lð2Þ0

= exp −
1
2
∑
n

k =1
yð̃2Þk

� �T
C− 1

k yð̃2Þk +
1
2
∑
n

k=1
yð̃1Þk

� �T
C− 1

k yð̃1Þk

� �
. ð13Þ

Taking the natural logarithm of both sides gives

ln
Lð2Þn

Lð2Þ0

 !
=

1
2
∑
n

k=1
tr − y ̃ð2Þk

� �T
C− 1

k yð̃2Þk + yð̃1Þk

� �T
C− 1

k yð̃1Þk

� �	 

. ð14Þ

where tr() denotes the matrix trace. Let αð2Þn = − 2 ln Lð2Þn

Lð2Þ0

� �
. We obtain the following

recursive relationship

Lð2Þn =Lð2Þ0 exp −
1
2
αð2Þn

� �
. ð15Þ

It can be seen from (15) that the convergence property of the weight depend on

the value of αð2Þn . For the convenience of our notation, we define the following
functions

φ x,Δ, θ, εð Þ=HkFkxΔTDT
kH

T
k +HkFkxθTGT

k +HkDkΔxTFT
kH

T
k

+ εHkDkΔΔTDT
kH

T
k +HkDkΔθTGT

k +GkθxTFT
kH

T
k +GkθΔTDT

kH
T
k + εGkθθTGT

k

ð16Þ
χ x,Δ, θ, εð Þ= I−KkHkð ÞFkxΔTDT

k I−KkHkð ÞT + I−KkHkð ÞFkxθTGT
kK

T
k

+ I−KkHkð ÞDkΔxTFT
k I−KkHkð ÞT + ε I−KkHkð ÞDkΔΔTDT

k I−KkHkð ÞT

+ I−KkHkð ÞDkΔθTGT
kK

T
k +KkGkθxTFT

k I−KkHkð ÞT +KkGkθΔTDT
k I−KkHkð ÞT + εKkGkθθTGT

kK
T
k

ð17Þ

where I is the identity matrix of appropriate dimension, ε. a positive scale that
satisfies 0< ε≤ 1. With these prerequisites, the mean of the term α 2ð Þ

n in the absence
of the model uncertainty (i.e., Δk =0 and θk =0) is evaluated in the following
theorem.

Theorem 1 For the system model without Δk and θk, assume that for the scale
ε=1, the following inequalities hold

508 K. Xiong et al.



E φ − xð̂2Þk− 1, Δ̂k− 1, θk̂− 1, ε
� �h i

≥ 0 ð18Þ

E χ − x ̂ 2ð Þ
k − 1, Δ̂k− 1, θk̂− 1, ε

� �h i
≥ 0. ð19Þ

If the tuning matrix is set as Ck = σ2I, where σ. a design parameter, and

tr Ωð1Þ
k

� �
≠ tr Ωð2Þ

k

� �
, then there exists a positive constant δ 2ð Þ

min, such that

E α 2ð Þ
n

� �
≥

1
σ2

δð2Þminn. ð20Þ

The proof of the theorem is omitted here for simplicity. Similar deduction can be
found in literature (see e.g., [1, 7]). The relation between Theorem 1 and the

convergence of the weight ωðτÞ
n (τ=1, 2) is shown as follows. Substituting (10) into

(15) yields

ωð2Þ
n

ωð1Þ
n

=Lð2Þ0 exp −
1
2
αð2Þn

� �
. ð21Þ

As the initial weights in the algorithm are chosen as ωð1Þ
0 =ωð2Þ

0 = 0.5, we obtain

ωð2Þ
n

ωð1Þ
n

=exp −
1
2
αð2Þn

� �
. ð22Þ

Notice that δ 2ð Þ
min in (20) is a positive constant. From the result in Theorem 1, we

expect that α 2ð Þ
n will increase as time goes on. It indicates that as n→∞, ω 2ð Þ

n → 0.
Considering the relationship shown in (7), we have ω 1ð Þ

n +ω 2ð Þ
n =1. Thus, we infer

that as n→∞, ω 1ð Þ
n → 1.

The presented MMAE algorithm is a combination of a KF and an AKF. The first
elemental filter is the KF and the second one is the AKF. In the absence of the
model uncertainty, the MMAE algorithm will converge to the KF adaptively.
The KF yields precise state estimates for the system without the uncertain parameter
vectors Δk and θk. The conditions shown in (18) and (19) are reasonable as the
expectations of the cross-correlation terms are negligible. It can be verified via the
numerical simulation that the non-negativeness property of the terms

E φ − x ̃ð2Þk− 1, Δ̃k− 1, θk̃− 1, ε
� �h i

and E χ − x ̃ 2ð Þ
k− 1, Δ̃k− 1, θk̃− 1, ε

� �h i
is true.

Similarly, the weights of the elemental filters in the presence of the model
uncertainty are evaluated. In this case, we assume that the estimation errors of the
uncertain parameter vectors Δ̃kjk − 1 and θk̃jk− 1 are sufficiently small, i.e.,
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E Δ̂kjk− 1Δ̂
T
kjk− 1

� �
≤

1− ε

1+ ε
E ΔkΔT

k

� � ð23Þ

E θk̂jk− 1θ
T̂
kjk− 1

� �
≤

1− ε

1+ ε
E θkθTk
� �

. ð24Þ

Let

Lð1Þn =
ωð1Þ
n

ωð2Þ
n

ðn=1, 2, . . .Þ. ð25Þ

It is easy to derive that

ln
Lð1Þn

Lð1Þ0

 !
=

1
2
∑
n

k=1
tr − y ̃ð1Þk

� �T
C− 1

k yð̃1Þk + yð̃2Þk

� �T
C− 1

k yð̃2Þk

� �	 

. ð26Þ

Let α 1ð Þ
n = − 2 ln L 1ð Þ

n

L 1ð Þ
0

� �
. This leads to

L 1ð Þ
n =L 1ð Þ

0 exp −
1
2
α 1ð Þ
n

� �
. ð27Þ

The mean of the term α 1ð Þ
n in the presence of the model uncertainty is evaluated

in the following theorem.

Theorem 2 For the system model with Δk and θk, suppose that the assumptions
shown in (23) and (24) hold, and the following inequalities are fulfilled

E φ x ̃ 1ð Þ
k− 1,Δk, θk, ε

� �h i
≥ 0 ð28Þ

E φ x ̃ 2ð Þ
k− 1,Δ ̃kjk− 1, θk̃jk− 1, − ε

� �h i
≤ 0 ð29Þ

E χ x ̃ 1ð Þ
k− 1,Δk , − θk, ε

� �h i
≥ 0 ð30Þ

E χ xð̃1Þk− 1, Δ̃kjk− 1, − θ ̃kjk− 1, − ε
� �h i

≤ 0. ð31Þ

If the tuning matrix is set as Ck = σ2I, and tr Ω 1ð Þ
k

� �
≠ tr Ω 2ð Þ

k

� �
, then there exists

a positive constant δ 1ð Þ
min, such that

E α 1ð Þ
n

� �
≥

1
σ2

δ 1ð Þ
minn. ð32Þ
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The proof of Theorem 2 is similar to that of Theorem 1. From Theorem 2, the
expectation of α 1ð Þ

n will increase with n. From (7), (25) and (27), we infer that as

k→∞, ω 1ð Þ
k → 0 and ω 2ð Þ

k → 1. It indicates that the MMAE algorithm will converge
to the AKF adaptively. Using the state augmentation approach, the uncertain
parameter vector is estimated jointly with the state vector. The estimate of the
uncertain parameter vector is used to compensate for the model uncertainty, such
that the filtering performance is improved. From Theorem 1 and Theorem 2, we find
that appropriate elemental filter can be chosen adaptively to suit for different
situations.

4 Numerical Simulations

Space surveillance encompasses reconnaissance of space targets, and the prediction
of space events, possible collisions, and threats. Fundamental to space surveillance
is the problem of knowing precisely where a space target is. In the orbit determi-
nation system, a star camera can provide the line-of-sight (LOS) measurement for
uncooperative targets, and a dynamical model is adopted for orbit propagation [8].
Suppose that a chief observing spacecraft cooperates with an auxiliary observing
spacecraft to measure the LOS vector of a space target, which has the capability to
orbital maneuver. The maneuvers may be executed occasionally. Generally, the
magnitude and interval of the space target maneuver are unknown for the observing
spacecrafts.

The state vector is chosen as the position and velocity of the space target in the

earth-scentered inertial (ECI) reference frame, given by x= rTt vTt
 �T . The time

evolution of the state is described using its dynamic model

rṫ = vt ð33Þ

vṫ = −
μrt
rtj j3 + p rtð Þ+ ut ð34Þ

where μ is the Earth’s gravitational constant, p rtð Þ encapsulates the perturbation
accelerations of the space target other than those due to the two-body gravitational
acceleration, which includes the gravitational acceleration of the non-spherical mass
distribution of Earth, the atmospheric drag, the solar radiation pressure, and the
lunisolar gravity perturbation. ut is the unknown acceleration caused by the
thrusters, which is modeled as the uncertain parameter vector. The measurement
model is given by [9]

yk =
rt tk −Δt1kð Þ− ro1 tkð Þð ÞT
rt tk −Δt1kð Þ− ro1 tkð Þ

rt tk −Δt2kð Þ− ro2 tkð Þð ÞT
rt tk −Δt2kð Þ− ro2 tkð Þ

h iT
+ vk ð35Þ
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where ro1 and ro2 are the position vectors of the chief observing spacecraft and the
auxiliary observing spacecraft. Suppose that the positions of the observing space-
crafts are known, tk is the measurement time according to the clock on the chief
observing spacecraft, Δtjk j=1, 2ð Þ is the light propagation time from the space
target to the observing spacecrafts. Since the dynamic model and the measurement
model are nonlinear, the linearization approach is used to design the elemental
filters in the MMAE.

The true orbit data of the space target and the observing spacecrafts are produced
using a high accurate numerical orbit propagator. The initial orbit elements are
given in Table 1. With the initial values, numerical integrations are performed to
generate the time history of the states and measurements. The filtering algorithms
operate on simulated measurements and produce state estimates. The estimation
error curves are obtained by comparing the estimates with the true states.

The space target’s initial per-axis position and velocity errors are sampled from
zero-mean distribution with respective standard deviations of 1000 m and 0.1 m/s.
The position errors of the observing spacecrafts are modeled as random errors with
standard deviation of 10 m. The star cameras are assumed to sample 1 time per
second. The standard deviation of the LOS measurement noise is 5′′. The mass of
the space target is 1000 kg. The thruster force has a nominal value of 100 mN, and
the burn duration is on the order of 20 min. Two orbital maneuvers are executed by
the space target during the simulation.

The augmented MMAE is compared with a KF, an AKF and a predictive filter
(PF) via numerical simulations. The PF is a good method in coping with the model
uncertainty. It can determine the uncertain parameter vector during the minimum
model error estimation (MME) process. The PF algorithm is proposed by Lu and
developed by Crassidis and Markley [10, 11]. In addition, a predictive iterated
Kalman filter (PIKF) is presented for nonlinear systems [12]. The algorithms are
run individually to process the same measurement data in the presence of the model
uncertainty. For the augmented MMAE algorithm, the first elemental filter is
designed based on the KF, and the second elemental filter is designed based on the
AKF. In the KF and the first elemental filter in the MMAE, the acceleration ut is not
taken into consideration. In the AKF and the second elemental filter in the MMAE,
ut is augmented as state and estimated together with the position and the velocity.
The KF suits for the target without maneuver and the AKF suits for the target with
maneuver. The estimation error curves of the KF and the MMAE algorithm are
given in Figs. 1 and 2.

Table 1 Initial orbit elements of the spacecrafts

Spacecraft Semi-major
axis (km)

Eccentricity Inclination
(°)

Right
ascending
node (°)

Argument of
perigee (°)

Mean
anomaly
(°)

Space target 7471.004 0 63.41 0 1.077 0

Observer 1 7471.004 0 63.41 0 0 −0.074
Observer 2 7471.004 0 63.41 0 0 1.038
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We observe that the performance of KF is sensitive to the model uncertainty.
The unknown acceleration ut affects the KF estimates as it is not well represented in
the filtering model. The estimation error curve jumps evidently at the beginning and
the end of the maneuver. In contrast, the MMAE is able to reduce the position error

Fig. 1 Estimation error of KF in the presence of maneuver

Fig. 2 Estimation error of MMAE in the presence of maneuver
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because the weights ω 1ð Þ
k and ω 2ð Þ

k adapt to the underlying situation. For the first

elemental filter, large innovations and consequently a small weight ω 1ð Þ
k is calcu-

lated, whereas a large weight ω 2ð Þ
k is obtained for the second elemental filter. As the

AKF in the MMAE algorithm is dominant during the maneuvering interval, the
unknown acceleration ut is well compensated using its estimate, such that the
positioning accuracy is improved. The error curve of the single AKF is similar to
that of the MMAE and it is not presented here.

The position RMSE (root mean square error) of the filtering algorithms on the
whole duration is shown in Table 2. To facilitate the comparison, the last column of
the table gives the norm of the position RMSE. In the presence of model uncer-
tainty, the MMAE algorithm yields positioning accuracy similar to the AKF and
significantly outperforms the KF.

Next, we compare the performance of the filtering algorithms in the absence of
the model uncertainty, i.e., the acceleration ut =0. The estimation result of the
MMAE algorithm is shown in Fig. 3.

As small innovations yield a larger weight ω 1ð Þ
k for the first elemental filter and a

smaller one for the second elemental filter, the KF in the MMAE dominates the
state estimate. From Table 2, one can notice that the KF and the MMAE generate
similar small position error, whereas the AKF slightly loses compared to the other
two estimators. It is not appropriate to adopt an AKF due to its compromised
performance in the case that the target maneuver does not occur. The MMAE
algorithm performs better overall as it can adapt to different operation scenarios.

It is shown in Table 2 that the PF is also an effective method to handle the model
uncertainty. However, its estimation error is larger than the MMAE in the absence
of the uncertainty. It is understood that the PF lacks the adaptive capability. It is
possible to improve the estimation accuracy in this scenario by fine tuning the
weighting matrix W in the PF algorithm. However, the choice of W is a com-
promise between the efficiency in the absence of the uncertainty and robustness in
the presence of the uncertainty. Generally, it is difficult to achieve superior per-
formance in both cases using the same weighting matrix.

Table 2 Comparison of
filtering performance for
space surveillance

Target
maneuver

Algorithm RMS position error (m)
x y z Norm

Presence KF 1046.0 307.9 521.1 1208.5
AKF 110.7 46.5 65.5 136.8
PF 272.2 100.9 131.0 318.5
MMAE 110.4 46.8 65.2 136.5

Absence KF 1.4 1.0 0.9 1.9
AKF 16.6 5.4 4.4 18.0
PF 4.1 2.8 2.7 5.7
MMAE 1.3 0.9 0.9 1.8
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Fig. 3 Estimation error of MMAE in the absence of maneuver

Fig. 4 Weight convergence for MMAE in the absence of maneuver
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Finally, the convergence of the weights is illustrated. When the parameter σ
chosen as σS =5′′, the weights of the two elemental filters in the MMAE algorithm
are plotted versus time in Fig. 4. As expected, the weight for the first elemental filter
converges toward 1, while the weight for the second elemental filter converges to 0.

5 Conclusion

An augmented MMAE algorithm based on parallel KF and AKF is proposed to
cope with the uncertainty in dynamic model or measurement model. Suppose that
the model uncertainty may occur occasionally, it is difficult to achieve high per-
formance for the systems with and without model uncertainty using the same filter.
To overcome this difficulty, the augmented MMAE algorithm is presented using
two filters in parallel, where a KF suits for the certain system, whereas an AKF is
adapted to the uncertain system. This algorithm outperforms the KF in the presence
of the model uncertainty and achieves better precision than the AKF in the absence
of the uncertainty. It is proven that the convergence of the algorithm can be ensured
under mild conditions. The efficiency of the presented algorithm is demonstrated
through a numerical example. Simulation result shows that the presented algorithm
can provide ideal convergence to the appropriate estimator, and obtain satisfactory
performance in different operation scenarios.
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Robust H∞-optimal Output Feedback
Actuator Placement with a Class
of Actuator Constraints

Xuhui Lu, Lei Zhang, Yingmin Jia, Dayi Wang and Chengrui Liu

Abstract This paper investigates the actuator placement of uncertain linear sys-

tems. The designed actuator locations are subject to a class of nonlinear equality

constraints, and a dynamic output feedback controller should also be derived based

on measured outputs. To minimizeH∞ norm of the closed-loop systems, the actuator

placement problem is formulated as an uncertain non-convex optimization problem.

A series of transformations are developed to convert this problem into a deterministic

successive convex problem. Correspondingly, an optimization algorithm is derived

based on prediction-correction procedure.

Keywords Robust actuator placement ⋅Output feedback ⋅Non-convex constraints ⋅
Successive convex optimization

1 Introduction

Actuator and sensor locations are essential parameters in the design of control sys-

tems, since they would determine several properties of the systems, e.g., controlla-

bility, observability, etc. However in applications, these parameters are designed just

based on trial and error. As pointed out in [1], if the actuator and sensor locations

are carefully derived based on some optimization methods, the performance of the

whole closed-loop systems can be enhanced.
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Among the literatures on actuator/sensor placement, there are two basic meth-

ods: open-loop actuator placement and closed-loop actuator placement [2]. For the

closed-loop methods, they will choose the desired actuator/sensor locations and the

corresponding controllers simultaneously and, compared with the open-loop coun-

terparts, possess better control/estimation performances [2]. Geromel [3] attemptes

to design the actuator placement joint with the corresponding state feedback con-

troller, and if there are only finite actuator locations to be choosed, an algorithm is

proposed to attain the globally optimal solution. Then an output feedback closed-

loop actuator/sensor placement approach is also derived in [2]. As for satellites,

Wang et al. [4] attempt to design the thruster locations with geometric symmetry, and

the corresponding nonlinear optimization problem is approached by genetic algo-

rithm. An iterative method is developed in [5] to obtain the desired solution of two

coupled Riccati equations, and is applied into the actuator and sensor placement

of fluid flow system. Recently in [6], the authors focuses on actuator placement of

linear-time-invariant (LTI) system, where these actuators are subject to a class of

nonlinear constraints, and a successive optimization method is introduced to obtain

the locally optimal solution of the actuator locations.

However, it should be noted that uncertainties are inevitable during the opera-

tion of the control systems. For example, the exact values of inertia parameters of

the satellites may be unavailable due to the fuel consumption. If the uncertainties

are overlook in the actuator/sensor location design, the control performance of the

closed-loop system would be deteriorated. Besides, the information of some state

variables may be absent owing to the loss or failure of some sensors. In face of these

problems, the authors go further to investigate the output feedback closed-loop actua-

tor placement, considering a class of actuator location constraints and model uncer-

tainties simultaneously. First the actuator placement problem with uncertainties is

formulated as a robust optimization problem with nonlinear constraints, and is then

converted into the corresponding high-order deterministic optimization problem. To

deal with the non-convex constraints, this optimization problem is transformed into

a successive optimization problem, and an algorithm is eventually designed to attain

the locally optimal solution according to the prediction-correction procedure.

The remainder of the paper is organized as follows. Section 2 introduces the pre-

liminaries, including the notations, system description, and problem formulation.

The main result of this paper, i.e., the proposed output feedback closed-loop actua-

tor placement algorithm, is shown in Sect. 3. The conclusions are given in Sect. 4.

2 Preliminaries

2.1 Notation

First the matrices 0m,n ∈ ℝm×n
and In ∈ ℝn×n

are zero matrix and identity matrix with

appropriate dimension, respectively. Besides, the elements of matrix En
ij ∈ ℝn×n

are
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set as 0 at almost all entries except the (i, j) entry, i.e., En
ij(i, j) = 1. Based upon En

ij, the

matrix 𝛩

n(𝜆) ∈ ℝn×n
is set as 𝛩

n(𝜆) = 𝜆In + (I − Eii) with 𝜆 > 0. In the following,

the superscripts of En
ij and 𝛩

n(𝜆) are sometimes dropped when there is no confusion

of dimension in the context.

2.2 System Description and Problem Formulation

This paper focuses on the following system [2]

ẋ = Ax + B1w + B2u, z = C1x + D1u, y = C2x + D2w, (1)

where x ∈ ℝn
, w ∈ ℝp1 , u ∈ ℝp2 , z ∈ ℝq1 , y ∈ ℝq2 are the states, the disturbances,

the control inputs, the controlled outputs, and the measured outputs of the above lin-

ear system, respectively. Correspondingly A ∈ ℝn×n
, B1 ∈ ℝn×q1 , B2 ∈ ℝn×q2 , C1 ∈

ℝq1×n, D1 ∈ ℝq1×p2 , C2 ∈ ℝq2×n, D2 ∈ ℝq2×p1 . In the system (1), the actuator matrix

B2 can be designed in the process.

Unlike the problem and results in [6], the system (1) suffers from uncertainties,

and in this paper, the matrix A is assumed uncertain. Thus, we can obtain

A = A0 + EA𝛴FA, (2)

where uncertain matrix 𝛴 obeys ‖𝛴‖ < 𝜌. Therefore, similar to [6], the following

assumptions are introduced.

Assumption 1 For B2, two matrices J ∈ ℝn×n
and ̄B2 ∈ ℝn×p2 exist such that B2 =

J ̄B2. Besides, ̄B2 = [ ̄B21,… ,
̄B2k] obeys the constraints ‖ ̄BT

2i‖ = 1, i = 1,… , p1. For

simplicity of notations, it is denoted that ̄
𝛶 = { ̄B2 | ‖ ̄B2i‖ = 1, i = 1,… , p2}, 𝛶 =

{B2 = J ̄B2 | ̄B2 ∈ ̄
𝛶 }.

Assumption 2 For matricesC1 andD1,CT
1D1 = 0n×k. Besides, for any ‖𝛴‖ < 𝜌, the

pair (A(𝛴),B2) is stabilizable for some B2 ∈ 𝛶 , and (A(𝛴),C2) is also detectable.

Assumption 3 For the matrix D1, DT
1D1 is diagonal and positive definite, and, for

simplicity, is denoted as DT
1D1 = diag{d1,… , dk} > 0.

Based on Assumptions 1–3, the problem to be attacked is shown as follows.

Probelm 1 Consider the system (1) with uncertainties (2), and derive the actuator

location B2 ∈ 𝛶 and the corresponding output feedback law

ẋc = Acxc + Bcy u = Ccxc xc ∈ ℝn
, (3)

such that for the transfer function matrix Hwz(s) of the closed-loop system, the index

r ≜ {min r̃ | ‖Hwz(𝛴)‖∞ < r̃, ‖𝛴‖ < 𝜌} would attain its local minimum value.
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3 Output Feedback Actuator Location Algorithm

To address this problem, the controller (3) is substituted into the system (1), and the

closed-loop system is in the following form

̇x̄ = ̄Ax̄ + ̄B1w, y = ̄Cx̄, (4)

where x̄ = col(x, xc), and

̄A =
[

A B2Cc
BcC2 Ac

]
∈ ℝ2n×2n

,
̄B1 =

[
B1

BcD2

]
∈ ℝ2n×p1

,
̄CT
1 =

[
CT
1

CT
c D

T
1

]
∈ R2n×q1

. (5)

According to bounded real lemma from [6, 7], the minimal H∞ norm can be

obtained from the following optimal problem

Problem Q1 ∶
min r̄

⎡⎢⎢⎣
X ̄AT + ̄AX ̄B1 X ̄CT

1
̄BT
1 −r̄Ij 0j×k

̄C1X 0k×j −Ik

⎤⎥⎥⎦
< 0, (6)

X > 0, B2 ∈ 𝛶 ,

where rmin =
√
r̄min.

To simplify the above optimal problem, the matrix X ∈ ℝ2n×2n
and Y = X−1 ∈

ℝ2n×2n
are partitioned into the following forms

X =
[
X1 X2
XT
2 X3

]
, Y =

[
Y1 Y2
YT
2 Y3

]
, (7)

where Xi,Yi ∈ ℝn×n
, i = 1, 2, 3. In accordance with the similar procedures in [2, 8],

and the uncertainty structure of A(𝛴) in (2), the above optimal problem can then be

equivalently converted into the following form

Problem Q2

min r̄[
X1 I
I Y1

]
> 0, (8)

𝛹

0
1 + L1 ̄

𝛴R1 + RT
1
̄
𝛴

TLT1 < 0,
B2 ∈ 𝛶 ,
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where

𝛹

0
1 =

⎡⎢⎢⎢⎢⎢⎣

𝛯10 0 B1 0 Y1CT
1

0 𝛯20 X1B1 + FD2 CT
1 0

BT
1 BT

1X1 + DT
2F

T −r̄I 0 0
0 C1 0 −I 0

C1Y1 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎦
(9)

with 𝛯10 = A0Y1 + Y1AT
0 − B2(DT

1D1)−1BT
2 and 𝛯20 = X1A0 + AT

0X1 + FC2 + CT
2F

T
,

and

LT1 =
[
ET
A 0 0 0 0
0 ET

AX1 0 0 0

]
, RT

1 =
[
FAY 0 0 0 0
0 FA 0 0 0

]
,

̄
𝛴 =

[
𝛴 0
0 𝛴

]
. (10)

From the above optimization problem, the desired output feedback controller can be

derived as

L = −(DT
1D1)−1BT

2 , Z = A + Y1ATX1 + LTBT
2X1 + Y1CT

2F
T
, (11)

M = −Z − (Y1CT
1 + LTDT

1 )C1, U = X1 − Y−1
1 V = −Y1,

Ac = U−1MTV−T
, Bc = U−1F Cc = LV−T

.

In face of the robust optimization problem Q2
, Lemma 3.1 in [9] is utilized to

convert it to the following optimization problem

Problem Q3 ∶
min r̄[
X1 I
I Y1

]
> 0,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝛯30 ∗ ⋯ ∗
𝛯20

BT
1 BT

1X1 + DT
2F −r̄I

C1 −I
C1Y1 −I
FAY1 − 𝜂1

𝜌
2 I

𝜂2FA − 𝜂2
𝜌
2 I ∗

ET
AX1 −𝜂2I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (12)

B2 ∈ 𝛶 ,

where 𝛯30 = 𝛯10 + 𝜂1EAET
A , 𝜂1 and 𝜂2 are positive variables.

It should be noted that the second constraint in (12) is concave toward B2. There-

fore in accordance with the Assumption 1, the optimization problem (12) can be

equivalently converted into
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Problem Q4

min r̄[
X1 I
I Y1

]
> 0,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝛯4 ∗ ⋯ ∗
𝛯20

BT
1 BT

1X1 + DT
2F −r̄I

C1 −I ⋮
C1Y1 −I
FAY1 − 𝜂1

𝜌
2 I

𝜂2FA − 𝜂2
𝜌
2 I

ET
AX1 −𝜂2I ∗

𝛷

T (B2) −PB

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≜ 𝛹2 < 0, (13)

B2 ∈ 𝛶 ,

where 𝛯4 = Y1AT
0 + A0Y1 + 𝜂1EAET

A − (1 + 𝜆)
∑k

i=1 d
−1
i JJT with 𝜆 > 0, 𝛷(B2) =

[J𝛬T ( ̄B21),… , J𝛬T ( ̄B2k)] with 𝛬( ̄B2i) = In ⊗ ̄B2i, i = 1,… , k, and PB = diag
(d1R−1

B ,… , dp2R
−1
B ) with

RB =
⎛⎜⎜⎜⎝

𝛩1(𝜆) ∗ ⋯ ∗
−E12 𝛩2(𝜆) ∗ ∗
⋮ ⋮ ⋱ ⋮

−Ep2n −Ep2n ⋯ 𝛩p2 (𝜆)

⎞⎟⎟⎟⎠
. (14)

Here RB > 0, PB > 0 for any 𝜆 > 0.

Moreover, note that the constraints B2 ∈ 𝛶 are still concave equality constraints

and should be transformed into the nonlinear inequality constraints, which would

lead to the following problem Q5
.

Problem Q5

min r̄[
X1 I
I Y1

]
> 0, 𝛹2 < 0 (15)

̄BT
2i
̄B2i ≥ 1, i = 1,… , p2.

To verify the properties of the problem Q5
, denote ℜ4,ℜ5 are the feasible sets of

problems Q4
and Q5

respectively, and correspondingly 𝜁 = (X1,Y1, ̄B2,F, 𝜂1, 𝜂2, r̄)
is the variable of the above problems. It can be seen from the structure of Q4

and Q5

that the ℜ4 ⊂ ℜ5 and besides the Theorem below would also be verified.
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Theorem 1 The following properties hold for (13):
(A): For any locally optimal solution 𝜁

∗ = (X∗
1 ,Y

∗
1 ,

̄B∗
2,F

∗
, 𝜂

∗
1 , 𝜂

∗
2 , r̄

∗) of problem
Q5, it obeys ̄B∗

2 ∈ ̄
𝛶 .

(B): Any locally optimal solution 𝜁

∗ = (X∗
1 ,Y

∗
1 ,

̄B∗
2,F

∗
, 𝜂

∗
1 , 𝜂

∗
2 , r̄

∗) of problem Q5

is also the locally optimal solution of problem Q4, and vise versa.

Proof In order to prove property (a), the second constraint 𝛹 (𝜁 ) < 0 in (15) should

be equivalently converted as

[
𝛯4 𝛯5
𝛯

T
5 𝛯6

]
< 0, (16)

𝛯4(𝜁 ) = Y1AT
0 + A0Y1 − (1 + 𝜆)

k∑
i=1

d−1i JJT + Y1CT
1C1Y1 (17)

+ 𝜌

2

𝜂1
Y1FT

AFAY1 +
1
r̄
B1BT

1 +𝛷(B2)P−1
B 𝛷

T (B2),

𝛯5(𝜁 ) =
1
r̄
B1(BT

1X1 + DT
2F), (18)

𝛯6(𝜁 ) = X1A0 + AT
0X1 + FC2 + CT

2F
T + CT

1C1 + 𝜂2𝜌
2FT

AFA (19)

+ 1
𝜂2
X1EAET

AX1 +
1
r̄
(X1B1 + FTD2)(BT

1X1 + DT
2F).

Suppose that there exists a locally optimal solution 𝜁
∗ = (X∗

1 ,Y
∗
1 ,B

∗
2,F

∗
, 𝜂

∗
1 , 𝜂

∗
2 , r̄

∗)
such that ̄B∗T

2w
̄B∗
2w > 1 for some positive integer 1 ≤ w ≤ p2. Therefore, we obtain

[
X∗
1 I
I Y∗

1

]
> 0,

[
𝛯

∗
4 (𝜁

∗) 𝛯

∗
5 (𝜁

∗)
𝛯

∗T
5 (𝜁∗) 𝛯

∗
6 (𝜁

∗)

]
< 0. (20)

Correspondingly, set ̃𝜁
∗(𝛼, 𝛽) = ( ̃X∗

1 ,
̃Y∗
1 ,

̃B∗
2,
̃F∗
, �̃�

∗
1 , �̃�

∗
2 ,
̃r̄∗) as ̃X∗

1 = 𝛼X∗
1 , ̃F∗=𝛼F∗

,

̃r̄∗ = 𝛼r̄∗, ̃Y∗
1 = 1

𝛼

Y∗
1 , �̃�

∗
2 = 𝛼𝜂

∗
2 , �̃�

∗
1 = 1

𝛼

𝜂

∗
1 ,

̃
̄B∗
2i = ̄B∗

2i, i = 1,… , k, i ≠ w and
̃
̄B∗
2w =

𝛽
̄B∗
2w, where 𝛼 ∈ (0, 1], 𝛽 ∈ (0, 1].
First it can be seen from the structure of ̃

𝜁

∗(𝛼, 𝛽) that ̃
𝜁

∗(1, 𝛽) ∈ ℜ5 if 𝛽 ∈
( 1
‖ ̄B∗

2w‖ , 1]. Then for any 𝛽 ∈ ( 1
‖ ̄B∗

2w‖ , 1), we can obtain that

‖ ̃̄B∗
2i( ̃𝜁

∗)‖ =

{
𝛽‖ ̃̄B∗

2i(𝜁
∗)‖, i = w;

‖ ̃̄B∗
2i(𝜁

∗)‖, else.
(21)

The Eq. (21) implies that ‖ ̃̄B2i( ̃𝜁∗)‖ ≥ 1.
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Besides, substituting ̃
𝜁

∗
into (16)–(19) yields

𝛯4( ̃𝜁∗) =
1
𝛼

(𝛯4(𝜁∗) − 𝛥1( ̃𝜁∗)) (22)

𝛯5( ̃𝜁∗) = 𝛯5(𝜁∗) (23)

𝛯6( ̃𝜁∗) = 𝛼(𝛯6(𝜁∗) +
1 − 𝛼

𝛼

CT
1C1) (24)

where

𝛥1( ̃𝜁∗) = − (1 − 𝛼)((1 + 𝜆)
k∑

i=1
d−1i JJT + 1

𝛼

Y∗
1C

T
1C1Y∗

1 ) (25)

+𝛷(B∗
2)P

−1
B 𝛷

T (B∗
2) − 𝛼𝛷( ̃B∗

2)P
−1
B 𝛷

T ( ̃B∗
2).

Moreover, note that lim
𝛼→1 𝛯6( ̃𝜁∗)=𝛯6(𝜁∗), lim𝛼→1 𝛥1( ̃𝜁∗) = 𝛷(B∗

2)P
−1
B 𝛷

T (B∗
2) −

𝛷( ̃B∗
2)P

−1
B 𝛷

T ( ̃B∗
2) = 𝛥2(𝛽), where 𝛥2(𝛽) = dw(1 − 𝛽

2)𝛬T ( ̄B∗
2w)RB𝛬( ̄B∗

2w) > 0. Due to

the positive definiteness of matrix 𝛥2(𝛽), there exists 𝜖 > 0 such that
𝛥2
2
≥ − 𝜖

1−𝜖
𝛯4(𝜁∗). Accordingly, there also exists �̄� ∈ (0, 1) such that, for any 𝛼 ∈ [�̄�, 1],

𝛥1( ̃𝜁∗, 𝛼) ≥
𝛥2
2
,

1 − 𝛼

𝛼

CT
1C1 < −𝜖𝛯6(𝜁∗). (26)

Thus for any 𝛼 ∈ [�̄�, 1],

[
𝛯4( ̃𝜁∗) 𝛯5( ̃𝜁∗)
𝛯

T
5 ( ̃𝜁

∗) 𝛯6( ̃𝜁∗)

]
≤

[
1
𝛼

(𝛯4(𝜁∗) −
𝛥2
2
) 𝛯5(𝜁∗)

𝛯

T
5 (𝜁

∗) 𝛼(𝛯6(𝜁∗) +
1−𝛼
𝛼

CT
1C1)

]

≤ UT (𝛼, 𝜖)
[
𝛯4(𝜁∗) 𝛯5(𝜁∗)
𝛯

T
5 (𝜁

∗) 𝛯6(𝜁∗)

]
U(𝛼, 𝜖)

< 0, (27)

[
̃X∗
1 I
I ̃Y∗

1

]
=

[√
𝛼I

1√
𝛼

I

][
X∗
1 I
I Y∗

1

][√
𝛼I

1√
𝛼

I

]
> 0. (28)

where U = diag( 1√
𝛼(1−𝜖)

,

√
𝛼(1 − 𝜖)).

From (21), (27), and (28), it can be obtained that ̃
𝜁

∗(𝛼, 𝛽) ∈ ℜ5 with ̃r̄∗ = 𝛼r̄∗ <
r̄∗. Since lim

𝛽→1 lim𝛼→1 ̃
𝜁

∗(𝛼, 𝛽) = 𝜁 , the value �̄� ∈ (0, 1) and 𝛽 ∈ (0, 1) can be

found in any neighbor of 𝜁 , denoted as U(𝜁 ), such that for any 𝛼 ∈ [�̄�, 1), ̃𝜁(𝛼, 𝛽) ∈
U(𝜁 ) ∩ℜ5 with ̃r̄ = 𝛼r̄∗ < r̄∗. Therefore, the above solution 𝜁

∗
is not the locally opti-

mal solution of the optimization problem Q5
, and according to the generality of the
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solution 𝜁

∗
, we can obtain that any optimal solution of the optimization problem Q5

,

denoted as 𝜁
∗ = (X∗

1 ,Y
∗
1 ,

̄B∗
2,F

∗
, 𝜂

∗
1 , 𝜂

∗
2 , r̄

∗), would satisfies ̄B∗
2 ∈ ̄

𝛶 .

Moreover, the property (b) can be easily verified based on the similar procedure

of the proof of Theorem 1 in [6]. Therefore the proof of this theorem is complete.

Theorem 1 implies that we can just search the locally optimal solution of the prob-

lem Q5
, and this solution would also be the locally optimal solution of the problem

Q4
. Besides, in order to deal with the concave constraints in Q5

, the local lineariza-

tion procedure [10] and the corresponding prediction-correction method [6] are uti-

lized. First the problemQ5
is converted into the sequential convex optimization prob-

lem

Problem Q6
[i]

min r̄[
X1 I
I Y1

]
> 0, (29)

𝛹2 < 0,
( ̄B[k]

2i )
T ( ̄B2i − ̄B[k]

2i ) ≥ 0, i = 1,… , k,

‖𝜁 − 𝜁

[k]‖ < M,

where each linearized optimization problem Q6
[i] is linearized at the solution 𝜁

[k] =
(X[k]

1 ,Y [k]
1 ,

̄B[k]
2 ,F[k]

, 𝜂

[k]
1 , 𝜂

[k]
2 , r̄[k]). Then for the optimal solution ̂

𝜁

[k] = (X[k+1]
1 ,Y [k+1]

1 ,

̂
̄B[k]
2 ,F[k+1]

, 𝜂

[k+1]
1 , 𝜂

[k+1]
2 , r̄[k+1]) of the problem Q6

[i], we use the correction method [6]

to obtain ̄B[k+1]
2 as follows

̄B[k+1]
2i =

̂
̄B[k]
2i

‖ ̂̄B[k]
2i ‖

, i = 1,… , p2, (30)

meaning that ̄B[k+1]
2 ∈ ̄

𝛶 , and correspondingly denote 𝜁
[k+1] = (X[k+1]

1 ,Y [k+1]
1 ,

̄B[k+1]
2 ,

F[k+1]
, 𝜂

[k+1]
1 , 𝜂

[k+1]
2 , r̄[k+1]). According to the theorems and corollaries in [10], it can

be obtained that we can find a subsequence in {𝜁 [i]}, named as {𝜁 [ik]}, such that

limk→∞{𝜁 [ik]} = 𝜁

∗
. Moreover, 𝜁

∗
is a locally optimal solution of the problems Q4

and Q5
.

4 Conclusions

In this paper, the output feedback closed-loop actuator placement is studied. The

designed actuator locations are constrained into a class of nonlinear non-convex sets,

and the linear system is subject to model uncertainties. A set of transformations are
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derived to convert the uncertain non-convex optimization problem into a successive

convex problem, and accordingly a prediction–correction procedure is developed to

search the locally optimal solution.
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Tourism Activity Recognition
and Discovery Based on Improved LDA
Model

Yifan Yuan, Junping Du and JangMyung Lee

Abstract More and more tourist travels can be found on the Internet, these travels
include travel activity, time, and space information. Using machine learning
methods to identify and discover tourism activities has become a hot spot in the
present study. In this paper, considering the particularity of tourism travel journey,
we improve the original latent Dirichlet distribution model, and put forward a
model of tourism activity recognition and discovery based on activity-topic latent
Dirichlet allocation. This model extends the latent Dirichlet allocation model with
tourist activities, aiming to obtain the probability of tourism activities that belongs
to a certain topic. From the relationship between travel text–topic–vocabulary–-
tourism, we can efficiently identify and discover the purpose of tourism activities.

Keywords Latent Dirichlet allocation ⋅ Text mining ⋅ Gibbs sampling

1 Introduction

With the rapid development of the mobile Internet industry, personal intelligent
terminals have been used in large scale.
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This makes all kinds of information in the network grow exponentially. At the
same time, the data mining technology, which is used to obtain valuable infor-
mation, is constantly developing. With the continuous improvement of the con-
sumption level and life quality, more and more people choose to travel as a kind of
entertainment. Meanwhile, more and more tourists tend to publish their travels on
the intelligent terminal. The content of travel journey includes all aspects of the
travel information, such as tourism activities, travel time, and location information.

After collecting and analyzing the information of travel journey issued by
tourists, we can get the tourists’ travel time, travel route, travel strategy, travel
experience, and travel content. Through these we can design the tourism activity
recognition and discovery system based on the improved LDA model. It is very
meaningful to mine the behavior of tourists. On the one hand, the results of mining
visitors’ behavior can directly participate in the development, planning, and mar-
keting of tourism destination. On the other hand, tourist behavior is an important
factor for ecological environmental protection, capacity management and control,
and the sustainable development of tourism destination. Tourist behavior research is
the basis and premise to guide and regulate the behavior of tourists and maintain the
sustainable use of tourism resources.

2 Related Work on LDA Improvement

Semantic-based feature expansion generally implements via synonym dictionary or
Internet knowledge. Sahami et al. proposed using Google and other search engines
to achieve more context information for short text. However, it is difficult to apply
this method to practical use. This approach is excessively dependent on the quality
of the search engine, which may lead the results very unstable. [1] Hu et al. pro-
posed a three-tier architecture to enrich the short text feature expression with
Wikipedia and WordNet. [2] Phan improved the characterization of short text by
appending additional knowledge to the subject information. In addition, he also
made a study of using the semantic relation of the text set to realize the feature
expansion. [3] Quan et al. used the subject information of the text set directly, and
established a correlation mapping between different words in the text. [4] However,
this method cannot model the short text and only can be applied to the classification
and clustering algorithm based on distance, such as KNN or K-means clustering.
Moreover, this approach also fails to be used in SVM for text classification which is
more efficiency.

LDA (Latent Dirichlet Allocation) is a complete probabilistic generative model,
which is widely used in the subject model. Its basic idea is that each text is
composed of multiple hidden topics, each of which is composed of a number of
words. Most of the researchers utilize the LDA to classify text directly. Rubin et al.
established a topic model of multi-label classification for documents classification,
and compare the statistical topic model and the discriminative model in terms of the
advantages and disadvantages systematically. [5] On the other hand, the researchers
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also begin to use the topic model to expand the text features. Among them, Phan
et al. expand the text feature based on the external corpus. [6] Chen et al. imple-
mented the text feature expansion and selection based on the optimal topic of
different labels via multi-grain topic model (Multi-granularity Topics) in the short
text classification. This method also applied new features to the expansion algo-
rithm in the summary search (Search-snip-pet), achieved better classification results
(improve the 4.14 % compared to using LDA directly). [7] The probabilistic topic
models expand the features and establish the potential semantic relation between
words and documents. It can not only expand the external corpus, but also establish
an association of the internal semantic. As a result, it provides more means for short
text classification.

3 Improved LDA Model Based on Activity-Topic

3.1 Definition of LDA Model Based on Activity-Topic

This paper puts forward a tourism activity recognition model based on
activity-topic. The model makes a new combination of the content and category of
tourism activities. The model is responsible for the generation of the document and
the formation of tourism activities, the first generation all words from all document,
then for the document belongs to the type of tourism activities, randomly selected
from a word in a document, with the word implied topic to generate the corre-
sponding tourism activities. This model can be divided into three parts: the data
collection module, construction module, and application module. The architecture
of this tourism activity recognition and discovery model based on activity-topic is
shown in Fig. 1:

Parameters in the model are shown in Table 1.
When modeling the text topic, the subject structure that needs to be analyzed and

mining is the information in each section of the travels, which is formed as a
document. Each paragraph of the travel text can be expressed as a mixture distri-
bution of series topics, denoted as P (z). Meanwhile, each subject is subject to the
probability distribution of the vocabulary. Because the analyzing method adopted in

α θ

Ζ

ωφβ

a

A

θ

αa

Fig. 1 Bayesian network
graph based on activity-topic
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the LDA model is the bag of words, it is necessary to take the word frequency into
account. As a result, we should segment the word in the journey text, and the lexical
information obtained is the vocabulary mentioned in the LDA model, denoted
P (w|z). The probability of generating a word in the travel journey is shown in the
formula (1).

PðωiÞ= ∑
T

j=1
Pðωijzi = jÞPðzi = jÞ ð1Þ

Tourism activity recognition and discovery based on improved LDA model is an
improvement LDA. It combines the tourism information, travel information, and
travel information together and form a model that is suitable for tourism activities
identification and discovery. Therefore, the generation of topic tourism activities
probability can be represented by the formula (2):

PðaiÞ= ∑
T

j=1
Pðaijzi = jÞPðzi = jÞ ð2Þ

3.2 Solution Probability Distribution Based on Gibbs
Sampling

For LDA model based on activity-topic, a topic can be selected based on the topic
of the document, a word is generated based on the distribution of the vocabulary,
and a tourism activity is generated according to the distribution of the topic based
on the tourism activity. But for the known text information, vocabulary and tourism
activity are the information which can be observed, and the topics are the hidden
variable which is unknown. So we need to build the topic model of that document
through posterior probability, and generate the probability of the topic vocabulary
and the topic tourism activities. For the document vocabulary and tourism activities,
the probability distribution formula of the subject information can be mined through
the posterior probability. The posteriori probability distribution of the vocabulary

Table 1 Variables and implications of LDA model based on activity-topic

Variable Definition of variables

α, β, αa Topic, vocabulary, tourism activities subject to the prior distribution of Dirichlet
parameters

θ The probability of document generation
ϕ The probability of generating words in a document
θa The probability of a document to generate tourism activity
z The topic of vocabulary and tourism activities
w, a Vocabulary, tourism activities
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and topic is shown in Eq. 3, and the posterior probability distribution of the tourism
activity categories and topics is shown in Eq. 4:

Pðθ, z ω, α, βj Þ= Pðθ, z,ω α, βj Þ
Pðω α, βj Þ ð3Þ

Pðθ, z a, α, αaj Þ= Pðθ, z, a α, αaj Þ
Pðω α, αaj Þ ð4Þ

After computing the marginal distribution of Eqs. 3 and 4, we can achieve
Eqs. 5 and 6:

PðD α, βj Þ= ∏
M

d=1

Z

Pðθd αj Þð∏
Nd

n=1
∑
zdn

Pðzdn θdj ÞPðwdn zdn, βj ÞÞdθd ð5Þ

PðD α, αaj Þ= ∏
M

d=1

Z

Pðθd αj Þð∏
Nd

n=1
∑
zdn

Pðzdn θdj ÞPðwdn zdn, αaj ÞÞdθd ð6Þ

However, it is very complex and difficult to calculate the posterior probability,
and always need to solve with an approximation method. This paper uses Gibbs
sampling to infer this probability. Gibbs sampling is a MCMC (Markov chain
Monte Carlo) sampling method. It is often used to solve Bayesian graph model and
can obtain the probability distribution of the document topic and the vocabulary
distribution model effectively. For example, we want to obtain the value of sample
X in high-dimensional distribution, where X is an N-dimensional variable and the
sample values is x, x i. We can obtain the sample values by conditional probability
distribution P(x i|x 1, x 2, ……, x i – 1, x i + 1, ……, x n). After applying the
model proposed in this paper, the calculating formula is as follows:

Pðzi = j z− i,wi, dij Þ∝ CWT
wij + β

∑
W

w=1
CWT
wij +Wβ

*
CDT
dij + α

∑
T

t=1
CDT
dij + Tα

ð7Þ

Pðzi = j z− i,wi, dij Þ∝ CWT
wij + αa

∑
W

w=1
CWT
wij +Wαa

*
CDT
dij + α

∑
T

t=1
CDT
dij +Tα

ð8Þ

In the process of sampling Gibbs, the sampling results will be converged after
iteration.
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3.3 Evaluation Model Based on Perplexity

The indicator of content perplexity is widely used in the evaluation of the topic
model. Lower the perplexity is, the better performance the topic model will have.
The calculation method is shown as a formula 9:

perplexityðxÞ= expð− ∑
J

j
∑
Nj

i
log pðxjiÞ ̸∑

J

j
NjÞ ð9Þ

where ∑log (p (xji)) means to calculate the logarithm of all the words, which will
help to deal with multiplication. N is the number of words in the test set. This
indicator can be regarded as the uncertainty of an article belonging to a subject. The
content perplexity will be smaller with more topics, but with more topics, the model
will be easy of over fitting.

3.4 Algorithm of LDA Model Based on Activity-Topic

LDA model based on activity-topic is improved on the basis of LDA. It is also a
complete topic model, and the process of generating a text can be represented in the
Fig. 2. First of all, the LDA generation model based on activity-topic extracts the
relationship between the topic and the vocabulary from the Dirichlet distribution of
β, which is achieved from the travel. At the same time, this model achieves the
relationship between topic and the travel journey from the Dirichlet distribution

Travel 
documents

Text 
preprocessing

LAD based on 
activity-topic

Doc-topic 
distribution

Activity-topic 
distribution

Word-topic 
distribution

Tourism activity 
classification

Tourism activity 
recognition

Tourism activity 
discovery

Fig. 2 Tourism activity
discovery based on
activity-topic
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based on αa. Based on these relationships, the LDA generation model based on
activity-topic is used to generate a text. The parameter θ between that travel and
each topics will be sampled from the Dirichlet distribution ofα. The subject z,
which the current vocabulary and tourism activity belongs to, is extracted from the
multinomial distribution with θ. Finally, the specific vocabulary w and tourism
activities a can be inferred from the multinomial distribution of the relationship
between topics and vocabulary. In the LDA generation model based on
activity-topic, the process of generating tourism activity information is shown in
Table 2.

For the generative model based on activity-topic, it can select a topic through the
distribution based on a topic in a document, generate a word according to the
distribution based on vocabulary, and generate tourism activities with the distri-
bution of tourism activities.

4 Discovery of Tourism Activities Based on Activity-Topic

The tourism activity recognition and discovery model is implemented based on text
information, and will pay more attention to the preprocessing of text, the combi-
nation of text mining technology, and tourism activity recognition and discovery.
On the one hand, the text data collected is very irregular that is not suitable for all
kinds of text classification and mining algorithms. It is necessary to preprocessing
the original text data. On the other hand, a text classification model will be used to
deal with the processed text, in order to identify and discover the tourism infor-
mation in the text. The flowchart is shown in the Fig. 2.

First, the collected data is stored as the training data set, which is used to train
the tourism activity recognition and discovery model based on activity-topic.
However, the collected data is the original text, which cannot be directly used for
modeling and computing. Here, we utilize a text preprocessing module to deal with
the data, which involves the removal of function words, word segmentation, and
word filtering. On the basis of data processing, the travel content and tourism

Table 2 Steps of LDA model algorithm based on activity-topic

Step Operation

Step 1 Extraction the relationship between topics and vocabularies from the Dirichlet
distribution with β in the document

Step 2 Extraction the relationship between topics and tourism activities from the Dirichlet
distribution with α a in the tag of the tourism activities

Step 3 Generating the relationship θ between that text and each topics from the Dirichlet
distribution with α. The text is produced by the LDA model

Step 4 Sampling the subject z which current vocabulary and tourism activities belongs to
from the polynomial distribution with θ

Step 5 Extract the specific vocabulary w and tourism activities from the polynomial
distribution of the relationship between the parameter topics and the vocabularies
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activities can be modeled based on the tourism activity recognition and discovery
model based on activity-topic. Due to the addition of the category of tourism
activities, we can generate the distribution between travel–topic, vocabulary–topic
and tourism activities–topic. Based on these three distributions, we can classify,
recognize, and discover the tourism activities.

5 Experimental Results and Analysis

5.1 Experimental Data and System Environment

The experimental travel journey texts are selected from ChanYouJi website. It is an
unbalanced corpus and contains about 1000 documents, which can be divided into
nine classes. And the tourism activities will be divided into eight categories: health
care category, living experience category, outdoor sports category, tourism and
sightseeing, shopping and food, entertainment facilities, festivals, and research
categories. As the travel is a place while the tourists express their feeling, it is
necessary to add a category which is tourism activities unrelated. As a result, the
total tourism activities will be divided into nine categories..

The hardware platform is an individual PC, Intel Core/core i72.4 GHz, 8G
memory. The software environment is the Windows7 operating system, combined
with Chinese segmentation which is under python2.7 development environment.

5.2 Experimental Results Analysis

In order to verify the validity of the LDA model based on activity-topic on tourism
activities identification and discovery, three groups of experiments are carried out.
Experiment one: comparing the performance of the original LDA and the LDA
model based on activity-topic. Experimental results show that the LDA model
based on activity-topic achieved a lower content perplexity, achieving a better effect
than the original LDA. Experiment two: Through modeling the subjects of travel
journeys from ChanYouJi, we will achieve the corresponding topic = word–-
tourism activity model. Then the text related to the tourism activities will be
classified according to the generated model, and the classification result is the
destination of tourism activity resignification and discovery. Experiment three:
compared the proposed LDA model based on activity-topic with the text classifier
based on Bayesian and classifier based on SVM. The evaluation indicator chose
here is the recall rate, accuracy rate, F1-score. Experimental results show that the
classifier based on LDA activity-topic model has the best classification
performance.
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The performance of the original LDA and the proposed LDA is tested according
to the degree of confusion. The experimental results are shown in Fig. 3:

From the graph, we can find that the content perplexity of the original LDA and
the LDA based on activity-topic will converge after 200 iterations. But the pro-
posed LDA model obtains a lower content perplexity in summary, which proves
that the LDA model based on activity-topic is more effective in topic classification.

After modeling the travels on ChanYouJi by the proposed LDA model, we will
classify tourism activity based on the topic–vocabulary–tourism model. After cal-
culating the recall, recall, F-measure, we evaluate the experimental results. The
evaluation parameters are shown in Table 3.

From Table 3, it can be concluded that the average accuracy of the
activity-topic-based LDA model is 85 %, the average recall rate is 72 %, and the
average F1-score is 0.78. After analyzing the classification results of each type of
tourism activity, the proposed LDA model received a better classification result for
the outdoor sports category, holiday category, and shopping food category. The
F1-score of corresponding categories reaches: the activity 0.90, Festival 0.85, and
shop_food 0.86. But for entertainment and medicine this model obtains a subop-
timal result, with the F1-score of entertainment is 0.64 and medicine is 0.48.
However, these two types achieve a better classification accuracy, the accuracy rate
of entertainment has reached 74 % and for medicine is 92 %. The reason of the bad
performance of F-value is that the recall rate is too low, which demonstrates that the
coverage of the classification results is not ideal.

We also test the data with other mature text classifier in F1-score. The result is
shown in Table 4.

Fig. 3 Index of the content of the improved algorithm
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We also draw a contrast curve in F1-score for the tourism activities classification
results by proposed LDA model based on activity-topic, SVM classification, and
the Bayesian classification, as shown in Fig. 4.

Table 3 Accuracy rate,
recall rate, F1-score of
activity-topic model based on
LDA

Precision Recall F1-score

Activity 0.92 0.88 0.90
Entertainment 0.74 0.57 0.64
Exp 0.86 0.67 0.75
Festival 0.89 0.82 0.85
Medicine 0.92 0.33 0.48
Noteleate 0.91 0.58 0.70
Research 0.85 0.71 0.77
Shop_food 0.82 0.91 0.86
Visit 0.78 0.85 0.81
Avg/total 0.85 0.72 0.78

Table 4 Comparison of
F1-score of each classification
algorithm

F1-score Activity-topic LDA SVM Ba Yes

Activity 0.8 0.76 0.78
entertainment 0.64 0.74 0.54
Exp 0.75 0.55 0.65
Festival 0.85 0.82 0.71
Medicine 0.48 0.6 0.51
Noteleate 0.7 0.57 0.4
Research 0.77 0.67 0.62
Shop_food 0.86 0.76 0.85
Visit 0.81 0.61 0.71

Fig. 4 Performance comparison of different text classifiers
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After comparing the tourism activity results of different classifiers, we can find
that the performance of three classifiers is similar on the categories of activity,
medicine and shop_food. But for the categories of exp, entertainment, and visit,
there is a large performance difference between these three classifiers. LDA model
based on activity-topic achieves the best classification performance, the SVM based
classifier follows, and the Bayesian-based classifier achieves the most unsatisfac-
tory performance. The SVM-based classifier reaches a better performance than the
proposed classifier in classifying the categories of entertainment and medicine. But
the LDA model based on activity-topic performs better as a whole. Therefore, this
paper chooses the LDA model based on activity-topic to identify and discover the
tourism activities.

6 Conclusion

The problems text classification faced is the high dimension of features, too large
number of categories and samples, noise interference, and unbalanced corpus. The
text feature representation and the choice of the classification algorithm have a
greater impact on the entire text classification system. Aiming at solving these
problems existed in the traditional text classification system, we proposed a LDA
model based on activity-topic. This model appends the categories information into
the existing feature selection algorithm based on LDA, and explores the potential
differences between different types of documents.

The experimental results show that this method can effectively improve the
classification accuracy. The LDA model based on activity-topic achieves a lower
content perplexity than the original LDA model and a better performance. Com-
pared with other classification algorithms, the LDA model based on activity-topic
has a good classification performance in many types of text data sets.
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Community Detection Based on Local
Similarity Index in Chinese Aviation
Network

Lingling Yan, Zengqiang Chen and Qing Zhang

Abstract This paper proposes a fast and efficient method based on local similarity
index for detecting community structure in Chinese aviation network, and compares
the partition accuracies of seven similarity measures. Simulation results on Chinese
aviation network show that the algorithm proposed by us can perform better than
the other six pre-existing methods. It can achieve better accuracy in community
detection with low algorithm complexity for the reason of requiring only the local
information of the network.

Keywords Community detection ⋅ Chinese aviation network ⋅ Node similar-
ity ⋅ Complex networks

1 Introduction

Air transportation infrastructure has enormous impact on the development of a
country [1] and is critical indicators of its travel industry and economic growth.
With the improvement of living standards, the civil aviation transport demand will
be greater and greater, the requirements of aviation universal service are also getting
higher and higher. Therefore, through the construction of airport group to optimize
the configuration of the airport and realize the efficient use of resources of regional
airport, we can achieve the social and economic sustainable development strategy.
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It has become a real problem that we need to face that how to optimize the
allocation of the airport by constructing the airport group. Then we can realize the
effective utilization of regional airport resources and achieve the sustainable
development of society and economy.

As a common but vital property of complex networks, community structure has
obtained more and more attention in recent years. It is the tendency for nodes to
divide into groups according to similar properties or function, with dense con-
nections within groups and only sparse connections between them [2]—see Fig. 1.
The ability to discover and analyze these groups can provide invaluable help for
understanding and visualizing the structure of networks. In addition, many research
results show that ignoring community structure may miss a number of interesting
properties, because the properties at the community level and the properties at the
level of the entire networks are quite different [2].

In the past few years, there are many methods that have been proposed to
discover the community structure of the network. Partitioning algorithm and hier-
archical clustering method are two main clustering algorithm. The Kernighan–Lin
algorithm [3] and the spectral bisection algorithm [4] are two traditional algorithms
based on the ideas of graph partitioning. The GN [5] and MFC [6] methods are two
types of hierarchical clustering algorithms to find community structure in networks.

Aviation network can be expressed by graphs where nodes represent airports and
edges represent routes between two airports. This paper proposes a new method for
detecting community structure by redefining a local similarity index and applies it
to the Chinese airline network.

Fig. 1 A schematic representation of a network with community structure. In this network there
are three communities of densely connected vertices (circles with solid lines), with sparse
connections (gray lines) between them

542 L. Yan et al.



2 Modularity Measure

The modularity Q is put forward for the quantitative research of a given partition of
community structure. As a simple evaluation index has be widely accepted for
assessing the quality of a particular network division, it is proposed by Newman
and Girvan [7] in 2004, and it can be written as follows:

Q= ∑
k

i=1
ðeii − a2i Þ ð1Þ

where k is the number of communities, e is a symmetric matrix of size k × k, each
element eij represents the fraction of total links that connect nodes from partition i to
nodes in partition j (i.e., therefore, eii is the proportion of links that connect vertices
inside partition i) and ai = ∑j eij (i.e., the proportion of links with at least one node
in the partition i) [7].

Given a division, the greater the value of Q implies that the more reasonable the
results of community division, the more obvious the community structure of the
network. If the number of within community edges is no better than random, Q = 0
[8]. While the value of Q is close to 1, which is the maximum, indicates strong
community structure. In real network, the value of Q is usually between, 0.3 to 0.7.

3 Construct Chinese Aviation Network

Construct Chinese aviation network model base on summer and fall season passenger
routes data published by the civil aviation administration of China’s official website.
Chinese aviation network can be expressed by graphs where nodes represent airports
and edges represent routes between two airports.We use the reciprocal of the distance
between two city nodes as theweights of the edges in the network. In order to facilitate
the calculation, we multiply it by a fixed parameter 1000, then the results are the
weights, expressed as wij. So we got a weighted network with 148 nodes and 1153
undirected edges. It can be expressed by a 148× 148 adjacency matrix A, aij =wij if
there can be up to the flight between node i and node j, otherwise aij =0.

It needs to be explained here:

(1) The route selected in the network is a return route, so in the late operation
process, it is not required to consider the direction of the course.

(2) For cities with two or more of the airports, the data will be combined, such as
Pudong airport and Hongqiao airport in Shanghai can be unified into the city
node ‘Shanghai’ Fig. 2.

The basic topological features of Chinese aviation network are summarized in
Table 1. N and M represent the sum of nodes and edges in the network, respec-
tively.〈k〉denotes the average degree. That is to say, each city airport has a direct
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air link with the other 16 cities on average. L represents the average path length,
which means that any two city airport transfer by less than two times can be
connected to each other by transferring less than two times. E is the efficiency of the
network [9], defined as E= 2

NðN − 1Þ∑x, y∈V , x≠ y d
− 1
xy , where dxy is the shortest dis-

tance between x and y, and dxy = +∞ if x and y are belong to two different
components. C and r represent the clustering coefficient [10] and assortative
coefficient [11], respectively.

4 The Proposed Method

The principle and implementation of the proposed method are detailed in this section.

4.1 Node Similarity

The similarity is used to describe the probabilities that nodes belong to the same
community, which is on the basis of the assumption that the more similar two nodes

Fig. 2 The structure of Chinese aviation network

Table 1 The basic topological features of six example networks

Net N M 〈k〉 L E C r

CNAir 148 1153 15.58 2.2165 0.5012 0.6877 -0.3843
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are, the more likely they are in the same community [12]. A new similarity index is
proposed in this paper. Given a particular network, the topological information can
be described by an adjacent matrix A, then the similarity index can be written:

similarity =A+ αA2 ð2Þ

α is the adjustable parameters. The number of paths with length of n between
nodes x and y is given by ðAnÞxy.

4.2 Weight Improvement

In order to fully reflect the impact of geographical factors, we introduce a new
influencing parameter c. It represents the number of provinces that the routes across.
For example, the route Baotou–Guangzhou crosses five provinces. Then the weight
can be improved as follows:

w=
1
d
×1000× ð1+ 1

c
Þ ð3Þ

d represents the distance between two city nodes.

4.3 Community Detection

Given a network with n nodes, firstly, we compute the value of similarity of node
pairs according to Eq. (2), then we can get a n× n similarity matrix S= fsijg, where
the element sij represents the similarity between node i and node j. The detailed
process is as follows:

(1) Divide all the nodes in the given network into p communities randomly, then
we can get initial communities C1,C2 . . .Cp.p is a parameter to adjust the
number of communities. (We predivide the Chinese aviation network into 10
initial communities. The urban nodes that rank top 10 measured by
betweenness are located in 10 different communities).

(2) Select an random node as the initial node. Repeat the Step 3 until all nodes in
the networks have been visited.

(3) For node i, calculate similarityði,CjÞ between node i and each community
Cj, ð j=1, 2⋯nÞ according to Eq. (3).

similarityði,CjÞ= 1
Nj

∑
p∈Cj

similarityði, pÞ ð3Þ

Nj represents the number of nodes in community Cj.
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Assign node i to the community Ci with the maximum value of
similarityði,CjÞ.

Ci =arg max
Cj, ðj=1, 2⋯kÞ

similarityði,CjÞ ð4Þ

(4) Go to step (2) until it reaches the given number of iterations or assignments of
each node do not change any more.

4.4 Complexity Analysis

In order to calculate the similarity between nodes, the algorithm considers only the
information of the neighbors, which can be arrived by less than two steps. The
average degree of nodes in the network is defined as ⟨k⟩, and assume that each node
has ⟨k⟩ neighbors to simplify the discussion. The number of first-order neighbor
nodes is ⟨k⟩, and the number of second-order neighbor nodes is ⟨k⟩2. So the time
complexity of computing the similarity matrix of the network with N nodes is
OðN⟨k⟩2Þ. Since the processes of computing the similarity between each node is
independent, we can consider using parallel operations to reduce the time con-
sumption of the algorithm. Take a similar operation for each node in the network to
find its community attribution, that is, traversing the nonzero elements in similarity
matrix to find the maximum value of each line. Then the complexity of the whole
partition process is OðtN⟨k⟩2Þ, in which t is the number of iterations required for the
stability of the community.

5 Comparison of Similarity Index

5.1 Similarity Index

In this section, we compare the partition accuracies of six pre-existing similarity
measures with the index we proposed. First, we introduce each kind of similarity
measures briefly.

Common Neighbors—The most simple index used in previous work is to
compute the number of two nodes’ common neighbors. In this sense, the similarity
of nodes depends on the extent that their neighborhoods overlap. It is defined as
follows:

similarityðx, yÞ= ΓðxÞ∩ΓðyÞj j ð5Þ

where ΓðxÞ represents the set of neighbors of x. This index is common and easy to
calculate, but has a flaw that the high-degree nodes are more likely to have higher
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similarity than the low-degree nodes, because the vertices with high degree would
have a large value even if only a small fraction of their neighbors are shared.
Therefore, this approach cannot get very accurate results.

Jaccard Index—For the sake of overcoming the above problem, Jaccard [13]
normalizes the number of shared nodes based on the size of its two neighborhoods’
union.

similarityðx, yÞ= ΓðxÞ∩ΓðyÞj j
ΓðxÞ∪ΓðyÞj j ð6Þ

Resource Allocation Index—Consider a pair of nodes x and y, and the node x
can send some resource to y, with their common neighbors playing the role of
transmitters. Making the assumption that each transmitter has a unit of resource, and
will equally distribute it between all its neighbors, the amount of resource y
received, namely the similarity between nodes x and y is [14]:

similarityðx, yÞ= ∑
z∈ΓðxÞ∩ΓðyÞ

1
wðzÞ ð7Þ

where ΓðxÞ is the set of neighbors of x, and ΓðxÞ∩ΓðyÞ are the common neighbors
of nodes x and y, and wðzÞ is the strength of node z.

However, this index cannot distinguish whether a tightly related pairs of nodes
are connected or not. It may result in inaccurate partition for community structure
on the networks. Thus Pan et al. [15] redefine the similarity between x and y as
follows:

similarityðx, yÞ=
∑

z∈ΓðxÞ∩ΓðyÞ
1

wðzÞ if x, y are connected,

0 otherwise.

(

ð8Þ

Adamic-Adar Index—This index gives a weight value to each node according
to the degree of common neighbor nodes. The weight is equal to the reciprocal of
the logarithm of the degree of the node [16].

similarityðx, yÞ= ∑
z∈ΓðxÞ∩ΓðyÞ

1
log wðzÞ ð9Þ

Katz Index—Katz index is proposed as the number of paths between vertices,
and defined as

similarity = βA+ β2A2 + β3A3 +⋯= ðI − βAÞ− 1 − I ð10Þ

with parameter β controlling different influence of paths. This measure is based on
the global information of the network. However, it is difficult to obtain global
topology and hard to count.
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Local Path Index—It considers the information of the three order neighbors
based on the CN index, then it can be written as follows:

similarity =A2 + βA3 ð11Þ

This index requires a little more information of network with low computational
cost relatively. However, it is developed to predict links between the node pairs
without connection, which ignores direct edges as similarity between linked nodes.

5.2 Simulation Results

The classification of Chinese aviation network by the above seven similarity
indexes is carried out. We present the modularity of community detection in
Table 2.

The results shown in the table are the best results after adjusting the parameters.
We can see from Table 2 that the corresponding modularity value of community
detection using the above seven kinds of similarity indexes are generally very low.
Among the seven measures, the similarity index proposed by us performs the best
with α=0.002. The Katz index performs the next best with α=0.003, and its
modularity are close to the best one. The LP index ranks the third with α=0.009,
while others, such as the CN index, Jaccard index, and AA index, perform far
worse.

Specific community detection result using LS index is presented in Table 3. The
Chinese airport cities are expressed by international airport codes (refer to
Appendix 1). We can see from Table 3 that several important node cities, such as
Beijing(13), Guangzhou(11), and Shanghai(9), are basically divided into different
groups. As everyone knows, they are the political and economic center of China.
And refer to the result we get in previous works,the most influential city airport and
the areas they affected (North China-Beijing, East China-Shanghai, Central
China-Changsha, Southern China-Guangzhou, Northwest China-Wulumuqi,
Southwest China-Kunming, and Northeast China-Ha’erbin) are consistent with the
community division basically. But there are still some suspicious city nodes, for
example, Qinhuangdao should not belong to the community which take Xi’an as
the center. So further analysis still needs to be explored.

Table 2 The modularity of community detection

Measures CN Jaccard RA AA Katz LP LS

Modularity 0.0210 0.0147 0.0587 0.0289 0.4428 0.3634 0.4518
Number of community 6 10 4 5 9 9 8
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6 Concluding Remarks

In this paper, a community partition algorithm based on similarity index is proposed
to discover communities in Chinese aviation network. Simulation results on Chi-
nese aviation network demonstrate that our algorithm can obtain the better per-
formance than the other six pre-existing methods. It can achieve better accuracy in
community detection with low algorithm complexity for the reason of requiring
only the local information of the network. But the community division results are
not ideal enough according to the value of modularity. There are still some

Table 3 Community detection result using LS index

Community Nodes in community

1 CAN (11)
XMN (41)
KWL (46)
KHN (77)
JJN (124)
ACX (130)

ZUH (18)
KOW (42)
HAK (49)
NNG (80)
TEN (125)

BHY (19)
SWA (43)
SYX(50)
JUZ(87)
MXZ (126)

ZHA (23)
SZX (44)
JIU (65)
WUS (119)
WUZ (128)

FOC (40)
KWE (45)
LZH (71)
AEB (121)
HZH(129)

2 AQG (8)
TXN(56)
NKG (79)
XUZ (102)

SHA (9)
HYN(57)
NTG(81)
YIW (104)

CZX (26)
JGS (63)
NGB (82)
FUG(120)

HGH (52)
JDZ (64)
YNZ (88)
HSN (127)

HFE (53)
LYG (69)
WNZ (90)
LCX (143)

3 PEK (13)
DLC (32)
HRB (47)
JMU (60)
TAO (84)
HLH (97)

TSN (15)
WEH (33)
HEK (48)
JNZ (62)
YNT (85)
XIL (100)

CGQ (21)
DAT (34)
HLD (51)
LYI (70)
YNJ (86)
NBS (111)

CIH (24)
DDG (35)
SHE (54)
MDG (76)
TGO (94)
CHG (112)

CIF (30)
DOY (36)
TNA (58)
NDG (83)
WEF (96)

4 CSX (20)
LYA (73)
CGO (107)

HJJ (22)
YIH (91)
NNY (108)

CGD (25)
WUX (98)
CKG (109)

WUH (59)
ENH (99)
LLF (122)

LZO (72)
DYG (106)

5 CTU (27)
WXN (95)
KGT (135)

JZH (28)
BPX (110)
LZY (148)

LXA (29)
PZI (113)

DAX (31)
XIC (114)

NAO (78)
YBP (115)

6 AKA (6)
DSN (38)
SJW (89)
INC (105)
GOQ (147)

XIY (7)
UYN (39)
YCU (92)
HDG (117)

BAU (10)
WUA (55)
XNN (93)
HZG (131)

HET (12)
LHW (68)
XFN (101)
IQN (134)

TYN (14)
NZH (74)
ENY (103)
SHP (142)

7 BSD (16)
DLU (116)
WNH (139)

KMG (17)
LUM (118)
ZAT (140)

LJG (66)
DIG (123)

JHG (67)
LNJ (137)

MIG (75)
SYM (138)

8 AKU (1)
DNH (37)
IQM (141)

KRY (2)
JGN (61)
YIN (144)

URC (3)
HTN (132)
KJI (145)

KRL (4)
KHG (133)
NLT (146)

TCG (5)
KCA (136)
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suspicious city nodes, for example, Qinhuangdao should not belong to the com-
munity which take Xi’an as the center. So the next step we need to continue to
explore more effective methods for Chinese aviation network.
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No. 14JCYBJC18700.

Appendix 1

See Table 4.

Table 4 Three code of Chinese airport city

City Acronym City Acronym City Acronym

1 Akesu AKU 51 Hailaer HLD 101 Xiangfan XFN

2 Kelamayi KRY 52 Hangzhou HGH 102 Xuzhou XUZ

3 Wulumuqi URC 53 Hefei HFE 103 Yan’an ENY

4 Kuerle KRL 54 Shenyang SHE 104 Yiwu YIW

5 Tacheng TCG 55 Wuhai WUA 105 Yinchuan INC

6 Ankang AKA 56 Huangshan TXN 106 Zhangjiajie DYG

7 Xi’an XIY 57 Huangyan HYN 107 Zhengzhou CGO

8 Anqing AQG 58 Jinan TNA 108 Nanyang NNY

9 Shanghai SHA 59 Wuhan WUH 109 Chongqing CKG

10 Baotou BAV 60 Jiamusi JMU 110 Changdu BPX

11 Guangzhou CAN 61 Jiayuguan JGN 111 Baishan NBS

12 Huhehaote HET 62 Jinzhou JNZ 112 Zhaoyang CHG

13 Beijing PEK 63 Jinggangshan JGS 113 Panzhihua PZI

14 Taiyuan TYN 64 Jingdezhen JDZ 114 Xichang XIC

15 Tianjin TSN 65 Jiujiang JIU 115 Yibin YBP

16 Baoshan BSD 66 Lijiang LJG 116 Dali DLU

17 Kunming KMG 67 Xishuangbanna JHG 117 Handan HDG

18 Zhuhai ZUH 68 Lanzhou LHW 118 Dehong LUM

19 Beihai BHY 69 Lianyungang LYG 119 Wuyishan WUS

20 Changsha CSX 70 Linyi LYI 120 Fuyang FUG

21 Changchun CGQ 71 Liuzhou LZH 121 Baise AEB

22 Huaihua HJJ 72 Luzhou LZO 122 Yongzhou LLF

23 Zhanjiang ZHA 73 Luoyang LYA 123 Diqing DIG

24 Changzhi CIH 74 Manzhouli NZH 124 Quanzhou JJN

25 Changde CGD 75 Mianyang MIG 125 Tongren TEN

26 Changzhou CZX 76 Mudanjiang MDG 126 Meizhou MXZ

27 Chengdu CTU 77 Nanchang KHN 127 Zhoushan HSN

28 Jiuzhai JZH 78 Nanchong NAO 128 Wuzhou WUZ
(continued)
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The Transformer Fault Diagnosis Based
on AdaBoost Least Square Support Vector
Machine

Wenxia Du, Xiuping Zhao, Feng Lv and Hailian Du

Abstract Least square support vector machine integrated with adaptive boost
algorithm was applied to the transformer fault diagnosis. In order to obtain the
training sample, characteristic gases dissolved in the faulty transformer oil were
collected and normalized, then a number of different classifiers are to be constructed
though adaptive boost algorithm on the same training set. Subsequently, least
squares support vector machine is used as the base classifier, which was fast in
calculation and was improved by iteration in classification ability. The fault diag-
nosis results show that the method was simple and flexible, it has high accuracy rate
of fault diagnosis. To a certain extent,this method makes up for the deficiencies of
three-ratio method, such as code missing and boundary absolute.

Keywords AdaBoost algorithm ⋅ Support vector machine ⋅ Fault diagnosis

1 Introduction

Power transformer is the most important electric equipment in power system. The
reliable operation of power system is decided by the running state of power
transformer. Therefore, it is important to research fault diagnosis technology of the
power transformer. There is no function mapping relationship between the gas
content and the transformer fault types though analysis of fault mechanism which
dissolve gas in transformer oil. The distribution characteristics of gas content are
also difficult to predicte. So it is difficult and complicated to diagnose the trans-
former fault. Artificial intelligence neural network provides a new solution for
transformer fault diagnosis. Backpropagation (BP) neural network based on
Levenberg–Marquardt algorithm is used in transformer fault diagnosis successfully
[1]. RBF neural network is applied to transformer fault diagnosis to solve the
problem about dissolved gas analysis [2]. The mapping between fault characteristic
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and fault mode is realized by neural network, because it has a highly nonlinear
mapping ability [3–5].

The application of artificial neural network is restricted, because of overfitting
and local minimum. At the same time, in order to fault diagnosis and intelligent
recognition, a lot of fault data samples and priori knowledge are required.

Support Vector Machine (SVM) based on statistical learning theory overcomes
the deficiency of neural network, such as over fitting, local minimum, etc. It has
distinct advantages if it is applied to power transformer fault diagnosis [6–10, 11].
SVM is applied to broken rotor bar fault diagnosis of squirrel-cage induction motor.
It is trained by fault current samples to obtain the function of classification [6].
Fuzzy support vector machine is applied to transformer fault diagnosis [7]. Gu
obtained the fault samples by measuring a variety of motor vibration and stator
current signals and used independent component analysis (ICA) method to recover
or extract the independent testing, and then got SVM classifier [8].

The algorithm of Least Square Support Vector Machine (LS-SVM) is an
extension of SVM algorithm. The inequality constraints in SVM algorithm is
transformed into equality constraints due to the loss function of least squares linear
system, then corresponding solving process is transformed into solving a set of
equality equations, calculating speed is increased. According to characteristics of
the transformer, in this paper RBF is regarded as kernel function, the least squares
support vector machines based on AdaBoost algorithm is applied to fault diagnosis
of power transformers.

2 LS-SVM Algorithm Based on AdaBoost

AdaBoost algorithm is an iterative algorithm. The sample weight adjusts constantly
based on the misclassification rate of samples, thereby the data distribution is
updated, and multiple different base classifiers from the same original training set
could be obtained. Finally, base classifiers are fused as a final classifier to improve
the classification accuracy of the algorithm.

2.1 Least Squares Support Vector Machine

The algorithm of least squares support vector machine which is proposed by
Suyken is one of the important achievements in statistical learning theory in recent
years. It is an extension of the SVM algorithm. For a given training data set (xi, yi),
where i = 1, 2, …, l xi ∈ R, yi ∈ R, using the nonlinear mapping φ( ⋅ ), original
sample space Rn could be mapped into feature space φ(xi), and the optimal decision
function in the high-dimensional feature space is constructed,
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y xð Þ=ω ⋅φ xð Þ+ b ð1Þ

According to the principle of structural risk minimization, the decision function
parameters ω and b are determined, it equals to solving the following optimization
problem:

min J ω, ξð Þ= 1
2
ω ⋅ω+

1
2
C ∑

l

i=1
ξ2i ð2Þ

Constraints: yi =wTφðxiÞ+ b+ ξi, i=1, 2, . . . , l:
Where C is a constant, b is the deviation. The optimization problem needs

Lagrangian method to solve

Lðw, b, ξ, a, Þ= Jðw, ξÞ− ∑
l

i=1
aiðwTφðxiÞ+ b+ ξi − yiÞ ð3Þ

where ai (i = 1, 2, …, l) is Lagrange multipliers. By optimizing conditions:

∂L
∂w

=0⇒w= ∑
l

i=1
aiφðxiÞ;

∂L
∂b

=0⇒ ∑
l

i=1
ai =0;

∂L
∂ξi

=0⇒ ai =Cξi;

∂L
∂ai

=0⇒wTφðxiÞ+ b+ ξi − yi =0

ð4Þ

Define kernel Kðx, xiÞ=φðxiÞ, and then optimization problem is transformed into
solving the following linear equations:

0 1 ⋯ 1
1 K x1, x1ð Þ+ 1

C ⋯ K x1, xlð Þ
⋯ ⋯ ⋯ ⋯
1 K xl, x1ð Þ ⋯ K xl, xlð Þ+ 1

C

2

664

3

775 ⋅

b
a1
⋯
al

2

664

3

775=

0
y1
⋯
yl

2

664

3

775 ð5Þ

Making use of the least square method, regression coefficients ai and deviation
b are calculated. A nonlinear prediction model is got

f ðxÞ= ∑
l

i=1
aiKðx, xiÞ+ b ð6Þ
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2.2 AdaBoost Algorithms

AdaBoost is an abbreviation for Adaptive boost. It is an iterative algorithm. First, a
weak classifier (class 2 classifications) is got by training with initial weight data.
Then according to the classification results increase the weight of misclassified
sample, reduce the weight of the sample that is classified accurately. The data
distribution is changed by adjusting the weight of the sample data, the new weak
classifier is got under the new data distribution, run in circle, and multiple weak
classifiers are obtained. Finally, each training classifier overlaps together according
to certain right, as the final decision classifier.

Using AdaBoost classifier can exclude some unnecessary training data features;
key data is used to train the key classifiers. The algorithm is a process of weak
classifier boosting and the classification ability is improved, the theory proves that
when a simple classification number tends to infinity, the strong classifier’s error
rate will tend to zero.

AdaBoost algorithm is specifically described as following:
Let X denotes the sample space, Y shows a sample set of categories to identify.
Make S= fðXiYiÞ i=1, 2, L, mgj as training set, among them Xi ∈ X,Y ∈ i Y .

(1) Initialize the weights of samples
Assuming the sample distribution as a uniform distribution: DtðiÞ=1 m̸. DtðiÞ
represents weights at the t round of iteration sample ðXi, YiÞ

(2) Set the upper limit
The iterations indicated by the variable t, t=1, 2, L . . . , T (T represents the
upper limit of the number of iterations)

a. Get training sets

According to the sample distribution Dt, Get training set St;

b. Trained classifier ht on the training set St;
c. Calculate the Classification error rate

Classifier ht is used to classify all samples in original training set S. If the result
is correct, it will not be included in the error, or record errors, and multiply the t-th
classifier Xi corresponding weights, the weighted error on the training set εt,

εt = ∑m
i=1 Dt yi ≠ htðxiÞk k ð7Þ

d. Update sample weights

According to the weighted error rate Dt+1ðiÞ

Dt+1ðiÞ= DtðiÞ
Zi

el l=
e− αt ðhtðxiÞ= yiÞ
eαt ðhtðxiÞ≠ yiÞ

�
ð8Þ
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where αt = 1
2 ln

1− εt
εt

.

Zt = ∑
m

i=1
DtðiÞe − αtyihtðxiÞð Þ is a formal factor, to ensure ∑m

i=1 DtðiÞ=1.

(3) Obtain the final output of strong classifier

By T cycles, there are T weak classifiers, According to refreshed weight overlay,
resulting strong classifier‘s to predict the final output is

HðxÞ= ∑
T

t=1
αtht xð Þ ð9Þ

3 Fault Diagnosis of Power Transformers

3.1 Power Transformer Fault Type

In the process of power transformer operation, carried out by gas chromatography oil
dissolved gas analysis (Dissolved Gases Analysis, DGA), by variation of the gas
composition and concentration analysis to determine the state in which the trans-
former is, this technology has become a transformer supervision of the most
important and most effective means, and has been widely used. Fault diagnosis for
classification of oil-filled power transformers, dissolved gases H2,CH4,C2H2,
C2H42H6 as feature parameters, to reduce the influence due to the large difference of
the magnitude between them due to the need for the DGA raw data were normalized
processing, namely, making the various dissolved gas content converted to the rel-
ative content in the range of [0, 1], in order to reduce the mutually exclusion between
gas. Internal failure of the main oil-immersed transformer mainly includes over-
heating fault and fault discharge, under the IEC60599, a common type of fault can be
divided into four kinds: low overheating (T1) (t < 300 °C), referred to as low fever;
low energy discharge, referred low energy; energy discharge, referred to as high
energy; high temperature overheating (T3) (t > 700 °C), referred to as high fever.

3.2 Fault Diagnosis of Power Transformers

The Specific steps of LS-SVM transformer fault diagnosis based on AdaBoost
algorithm is as follows:

(1) Selected standard feature samples

From 139 transformer sample data which had clear conclusion and were published
publicly in journals, selected 12 standard characteristic sequence of samples, cor-
responding to four fault types, as shown in Table 1.
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(2) Sample normalization process

DGA data law generally believed change by many factors, such as load, temper-
ature, pressure and the like, and the data itself, the quality of data collected depends
on factors such as process equipment or a human, it is usually DGA data need to be
normalized, as follows:

x
0
ij =

xij − ximin

ximax − ximin
ð10Þ

Among them xijði=1, 2, . . . , 12; j=1, 2, L, 5Þ is the original volume fraction
data, ximin, ximax are the maximum and minimum values of the same sample volume
fraction five kinds of gases; X

0
ij is normalized data after normalized. After con-

version, the data values are between 0 and 1.

(3) Construct the input matrix X

X= ½x1, x2 . . . , xi, ⋯, x12�T , xi = ½xi1, xi2, ⋯, xij, ⋯, xi12�T

(4) Initialization 12 right values of sample

In the sample set, the same number of samples overheat fault and fault discharge, so
the initial weight of each sample is

DtðiÞ=1 ̸12= 0.083, i=1, 2, . . . , 12

Table 1 Standard features of the sequence data

Serial number H2 CH4 C2H6 C2H4 C2H2 Actual failure

1 160 130 33 96 0 Low fever
2 120 120 33 84 0.55 Low fever
3 93 58 37 43 0 Low fever
4 80 53 42 276 18 High fever
5 86 110 18 92 7.4 High fever
6 42 97 157 600 0 High fever
7 980 73 58 12 0 Low energy
8 650 53 34 20 0 Low energy
9 1565 93 34 47 0 Low energy
10 187 240 12 99 47 High energy
11 9.9 2.8 1.0 3.2 3.4 High energy
12 9.2 2.7 1.1 4.0 11.5 High energy
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(5) Use AdaBoost algorithm to train multiple LS-SVM classifiers
The upper limit of the number of iterations of T = 18

a. Calculate the input matrix of least squares support vector machine XD

XD =

0 1 ⋯ 1
1 K Dtð1Þx1,Dtð1Þx1ð Þ+ 1

C ⋯ K Dtð1Þx1,DtðlÞxlð Þ
⋯ ⋯ ⋯ ⋯
1 K DtðlÞxl,Dtð1Þx1ð Þ ⋯ K DtðlÞxl,DtðlÞxlð Þ+ 1

C

2

664

3

775

l=1, 2, . . . , 12

b. Construction output vector Y

Y = ½ 0 0.5658 0.5658 0.5658 0.8058 0.8058 0.8058

1.2692 1.2692 1.2692 0.9546 0.9546 0.9546�

Vector elements Y correspond to the type of fault in Table 1.

c. Calculate the parameter vector θ

θ= ½ b a1 ⋯ at �T

According to the formula θ= XT
DXD

� �− 1XT
DY, obtaining regression coeffi-

cients ai and bias b

d. Get classifier

ht = ∑
l

i= 1
aiK x, xið Þ+b

e. Calculate the Classification error rate

According to formula (7) calculate the weighted error rate samples εt

f. Determine whether to end the loop

If iterations are less than the upper limit value T, then return to a), otherwise
exit the loop and continue to (6).

(6) Obtain the LS-SVM classifier

According to formula (10) eventually least square support vector machine classifier.
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(7) Test samples to be diagnosed

The sample to be tested according to formula (9) is normalized, substituting into
Eq. (10) to obtain an output, and find the closest value to the output yi, the fault
type of the sample belongs to i.

4 Fault Diagnosis Examples

A standard assumption in the classical control theory is that the data transmission
required by the control or state estimation algorithm can be performed with infinite
precision. However, due to the growth in communication technology, it is
becoming more common to employ digital limited capacity communication net-
works for exchange of information between system components.

In the example, c and σ using cross-validation get the optimal parameters
c=50, σ =3.

Diagnosis Example 1
A main transformer by gas chromatography analysis of dissolved gases in oil. The
various gas contents ð10− 6Þ,

H2 = 57,CH4 = 77,C2H6 = 19,C2H4 = 21,C2H2 = 0

The code of three ratios is 021, diagnosed as medium temperature overheat. The
sample to be tested according to the above steps for processing, got the f =0.5832,
from the results we can see f =0.5832 the closest y2 = 0.5658, to determine the
initial failure of the transformer: low heat. After having core examination it was
found to be insulated wire overheating.

Diagnosis Example 2
Two main transformers by gas chromatography analysis of dissolved gases in oil,
measured various gas contents ð10− 6Þ

H2 = 36,CH4 = 30,C2H6 = 10,C2H4 = 93,C2H2 = 7.1;

this set of data encoding is not found in the three-ratio encoding, application of
LS-SVM algorithm diagnosis was: the corresponding output value of 1.0345,
approximately equal to y6 = 0.9546, a transformer fault diagnosis is high temper-
ature; the practical investigation, all with the actual match.

5 Conclusion

Based on the measurement of dissolved gases in transformer oil, the sample pairs of
input and output data are constructed. In order to obtain stronger classifier, the
multiple different base-classifiers are obtained using AdaBoost algorithm on same
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training set, the function of classification is completed by the least square support
vector machines. The whole diagnostic process is time-saving and reliable. The
diagnostic results of transformer examples show that the effectiveness and relia-
bility of diagnostic method has greatly improved than that of three-ratio method, it
plays a better role in guiding on-site analysis.
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Evolution and Spread of Public Opinion
in Structured Multi-agent Systems

Qiaoyu Li, Chunyan Zhang and Zengqiang Chen

Abstract This paper investigates the evolution and spread of public opinion by the

aid of evolutionary game theory. Moreover, we employ the complex networks to

model the interactions between the members of the multi-agent systems. For one

specific opinion, we assume that three roles exist in the population: supporter, objec-

tor, and neutral. And, the supports and objectors will try to persuade the neural to

adopt their strategies, in the form of game theory. The supports and objectors will

make strategy updating according to the payoff-based updating rules. The findings on

complex networks (BA scale-free networks) reveal that the initial distribution of the

opinions and the adoption probability of the neutral players would be two important

factors for the spread and evolution of opinions.

Keywords Multi-agent system ⋅ Evolutionary game theory ⋅ Opinion dynamics ⋅
Complex networks

1 Introduction

The swarm behaviors of multi-agent systems have attracted an increasing attention

of researchers from multiple disciplines these years. Inspired by the phenomenon

in nature, the swarm intelligence resulted by the self-organization of the individu-

als in the multi-agent systems, is indeed a puzzle and remains a hot topic for the

researchers [1–4]. Along this line, past research has identified that the relationships

among the individuals can be effectively described by the complex networks. The
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integration of the microscopic patterns of interactions among the agents composing

a large population provides us with a way to model the reality more relevantly.

Moreover, the rapid expansion of online social networks, such as friendships net-

works, increase the importance of the question: how do opinions form in a social

network [5, 6]? The opinion of each person is influenced by many factors such as

her friends, family members, profession, etc. Understanding such interactions and

predicting how specific opinions spread throughout social networks has triggered

vast research in multiple areas or disciplines [7, 8].

The past decade has witnessed the contributions of researchers who focus on the

opinion dynamics and spread among the multi-agent systems. There is a rich and still

growing literature on this topic. One of the frequently used models is the two-state

voter model [9], in which a randomly selected agent imitates the state of one of her

neighbors. Through evolution process, this update is repeated until the consensus

state occurs in the studied finite system. Then, further studies of the voter model

on heterogeneous networks, found that the system could approach consensus by a

two-stage process of quick evolution to an opinion-homogeneous state followed by

a diffusive evolution to final consensus. Besides, another classical description for

consensus formation is the Ising model with zero-temperature Glauber kinetics [10].

In this setting, a randomly selected agent imitates the state of the majority in her

neighborhood. Notably this updating is beneficial for agreement, however consensus

does not necessarily arise [11]. Another often-used model for the opinion dynamics

is the majority rule [12–14]. In this setting, each member of the system faces the

choice of two distinct opinions. The opinions evolve by the following two steps: first,

randomly pick a group of agents with fixed odd size; this group is an arbitrary set

of agents in the mean-field limit, or a contiguous group for finite spatial dimension.

Second, all agents in this group adopt the local majority state. These two steps are

repeated until achieving the unanimity of opinions [15].

Further, in the bounded confidence model of continuous opinion dynamics pro-

posed by Deffuant et al. [16], agents can affect each other’s opinion if the opinions

in question are already sufficiently close enough. Under this setting, a parameter of

tolerance threshold is introduced, thus to limit the influence between the agents with

difference in opinion larger than the threshold. Then along this line, several variants

of the model have been inspired and proposed in [15, 17].

Notably, to understand and predict how specific opinions spread throughout social

networks, cross-over study of game theory and opinion dynamics have also been

established [18, 19]. Among these studies, the process by which opinions spread

through a network can be thought of as a networked interaction game: each indi-

vidual obtains information from certain number of agents in her local neighbor-

hood, and adapts her opinion to increase her benefit [20, 21]. In spite of ample

progress that has been accumulated recently, there are situations of practical rele-

vance that remain less explored, including the model settings in the framework of

game theory which is used in analyzing opinion dynamics [22–24]. In our proposed

game model of opinions, we have made new assumptions about the referred payoffs

in the pairs of persuader-adopter, (non)persuader- adopter, persuader-(non)adopter,

and (non)persuader-(non)adopter. Moreover, the payoff matrix between the support-
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ers and neutral players is different with that which describes the game playing of

objectors and neutral agents. Along this line, there are two types of games employed

in the system, and opinion spread occurs between any pair of game players.

In this paper we focus on the opinion dynamics in the framework of game theory

which describes the process of strategy spread. Section 2 of this paper develops the

framework of the models. Sections 3–4 then presents the major analytical results.

Section 5 summarizes and provides conclusions.

2 Model Description

Basically, the aim of most opinion models is to establish some potential local dynam-

ical rules from individual level, and provide hints for opinion spread among the

multi-agent system, especially the special steady state of global evolution and syn-

chronization. Inspired by the effective roles of game theory in describing strategy

evolution, our focus is also put on using evolutionary games to model the local

dynamical rule, i.e., how agents update their opinions through the strategy evolu-

tion.

Following the traditional assumption, we employ a group of agents who join in

the opinion interaction, with edges representing interacting relations among them. In

the simulation, the social networks on which the opinion evolution takes place could

be described by different type of complex networks. For simplicity, we focus on the

static networks during the opinion interaction. Consider a group of agents among

whom some process of opinion formation takes place, and the schematic diagram

is shown below for a clear description about the game playing and opinion spread

under consideration.

To establish this game model, in the following we will specify players of the game,

their available strategies (opinions), payoff of each option, as well as evolving rules

for evolutionary games. For one specific opinion, we assume that there are three

roles exist in the population: the supporters, objectors and the neutral players. We

assume that the game occurs between the determined players (i.e., the supporters

and objectors) and the neutral agents. In the framework of networks, the determined

agents (i.e., supporters and objectors) exchange their opinions with their directed

linked neighbors in the interaction networks. Thus through the game interaction, the

supports and objectors have chances to persuade the neural neighbors to adopt their

strategies (opinions).

Considering the fact that supporters and objectors have determined perceptions,

while the uncertainty of the neutral will influence the spread of this specific opinion

in the population. In this case, we assume that the supports and objectors will try

to persuade the neural agents to adopt their strategies, in the form of game theory.

From the above payoff matrix (Fig. 1), we can see that the persuader will receive a

benefit 𝜔 − cA1 if the neutral neighbor adopts her strategy and gains the payoff of

r − cB1 accordingly. Otherwise, if the neutral neighbor does not adopt her strategy,
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Fig. 1 The schematic diagram of the interactions between the group members holding the three

opinions respectively. Thus three roles exist in the population: the supporters, objectors, and the

neutral agents. Games are played by the determined players (i.e., supporters and objectors) and the

neutral agents. Strategy updating takes place among the interacted determined players (i.e., denoted

by green and blue nodes)

the persuader will gain the payoff
−cA1
pA

, and the neutral agent will get the payoff of−c.

The other case is that the determined players (i.e. the supporters and objectors) do

not take the action of persuading. In this case, the two situations of the neighboring

neutral players need to be considered. One is that the determined player will receive

the payoff vpA, if the neutral player adopts the determined player’s strategy and her

payoff is thus r − cB1 − cB2. Another one is that the neutral player does not adopt this

determined player’s strategy, and in this case, their payoffs are both 0 as listed in the

Fig. 1.

Notably, we assume that the supporters and objectors representatively play differ-

ent type of games with the neutral players. It is understandable that the supporters

may be keener on persuading the neutral agents to adopt their opinions, may be the

rumor, to gain higher benefits. In this sense, the payoff matrix given by Table 1 is

a general one, and the values of the parameters will be endowed in the following

analysis to distinguish these two types of roles: supporters and objectors (Fig. 2).

Besides, it is a reasonable assumption that the supports and objectors will gather

and calculate their payoffs after the game playing with the neutral agents. It should

be noted that the determined players on some topic of interest also need to make

strategy updating within the evolution process according the given rules. Such kind

of modeling can closely describe the spread of opinion within the population. The

wide variety of existing models assumes that the opinions are updated over repeated

interactions among neighboring agents. Different models assume different rules of

opinion adaptation, such as imitation, averaging over people with similar opinions,

following the majority, or more sophisticated equations.

Initially each player is designated either as a supporter or objector with equal

probability unless stated otherwise, and players obtain their payoffs by means of

pairwise interactions with their partners. But the strategy of each player could change
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Fig. 2 The schematic diagram of the interactions between the group members holding the three

opinions respectively. Thus three roles exist in the population: the supporters, objectors, and the

neutral agents

during a simulation due to payoff-based learning. Herein we assume that at each time

step, an individual is chosen at random to update either its opinion or neighborhood

according to the following rule:

W(sx → sy) =
Ptotal(y) − Ptotal(x)

Dkmax
(1)

where D = max{Ptotal(y) − Ptotal(x)}, kmax = max{kx, ky}, and kx and ky are the con-

nectivity numbers of player x and y. Player x will randomly select one player y from

her adjacent kx neighbors. Given the total payoffs (Ptotal(x) and Ptotal(y)) from the pre-

vious round, x will adopt y’s strategy sy with a probability depending on the payoff

difference.

3 Replicate Dynamics Analysis

Let us first concentrate on a well-mixed population of sufficiently large size, and

combine game theory and population dynamics in a replicator equation. In the

continuous-time model, the evolution of the frequency xi of the strategy i is given by

the following replicator equation:

ẋi = xi(pi − p̄) (2)

where p̄ = xapa + (1 − xa)pb is the average payoff in the population, and correspond-

ingly pi is the payoff of strategy i. This payoff is determined by the inter-actions in
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randomly formed groups of cooperators and defectors. This way, in our model, we

have assumed that the determined players (i.e. the supporters and objectors) persuade

the neutral neighbor with a probability of p. Meanwhile, the neutral player will adopt

the persuader’s opinion with a probability of q, and otherwise keep her own neutral

strategy with a probability of 1 − q. The analysis by the aid of replication dynamics

is given as follows.

Role I: As for the determined players who face the strategy choices of persuading

and not persuading.

Here, we adopt the parameter UA to be the payoff of persuaders who take the

action of persuading:

UA = q(𝜔 −
cA1
pA

) + (1 − q)(−
cA1
pA

) = q𝜔 −
cA1
pA

(3)

and then U′
A denotes the payoff of persuaders who do not take the action of per-

suading,

U′
A = qvpA (4)

Thus the expected payoff of a determined player is given by the following equa-

tion,

̄UA = pU′
A + (1 − p)U′

A = pq𝜔 − p
cA1
pA

− (1 − p)qvpA (5)

Since the strategy updating driven by payoffs will occur through the evolution,

we take the p(t) as the fraction of persuaders in the determined players. According

to the replicate dynamics of the evolutionary system, we can get

F(p) =
dp
dt

= p(UA − ̄UA) = p(1 − p)[q(𝜔 − pAv) +
cA1
pA

] (6)

Then the results depend on the parameters values, which are discussed as follows:

(1) If q = −cA1
pA(𝜔−pAv)

, F(p) ≡ 0. In this case, all the composition of the two opinions

(persuading and not-persuading) are the steady states for the system.

(2) If q ≠
−cA1

pA(𝜔−pAv)
, F(p) = 0 will lead to two steady states of the system: p = 0

and p = 1.

After the calculation of
dp
dt

= (1 − 2p)[q(𝜔 − pAv) +
cA1
pA
], we can get the following

results under different cases:

(1) If 0 < q <

−cA1
pA(𝜔−pAv)

, it will result
dF(p)
dp

∣p=0> 0 and
dF(p)
dp

∣p=1> 0. Under this

situation, p = 0 is the evolutionary stable state which means that all the determined

players take the action of not persuading.
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(2) If
−cA1

pA(𝜔−pAv)
< q < 1, we will get

dF(p)
dp

∣p=0> 0 and
dF(p)
dp

∣p=1< 0. Under this

situation, p = 1 is the evolutionary stable state which means that all the determined

players take the action of persuading.

Role II: As for the neutral players who face the strategy choices of adopting and

not adopting.

Similarly, we adopt the parameter UB to represent the payoff of persuaders who

take the action of adopting:

̄UB = p(r − cB1) + (1 − p)(r − cB1 − cB2) = r − cB1 − (1 − p)cB2 (7)

andU′
B denotes the payoff of neutral agents who do not take the action of adopting,

U′
B = −pc (8)

Thus the expected payoff of a determined player is given by the following equa-

tion,

̄UB = qUB + (1 − q)U′
B = qr − qcB1 − q(1 − p)cB2 − (1 − p)pc (9)

According to the replicate dynamics mentioned above, we can analysis the steady

state of the system involving adopters and non-adopters in the following way.

F(q) =
dq
dt

= q(UB − ̄UB) = q(1 − q)[p(cB2 + c) − (cB1 + cB2 − r)] (10)

Then the results depends on the parameters values, which are discussed as follows:

(1) If p = cB1−cB2−r
cB2+c

, F(q) ≡ 0. In this case, all the states of the two strategies are

all the stead states for the system.

(2) If p ≠
cB1−cB2−r
cB2+c

, F(p) = 0 will lead two steady states of the system: q = 0 and

q = 1.

After the calculation of
dq
dt

= (1 − 2q)[q(cB2 + c) − (cB1 + cB2 − r)], we can get

the following results under different cases:

(1) If r > cB1 + cB2, we can get that
dF(q)
dq

∣q=0> 0 and
dF(q)
dq

∣q=1< 0. Under this

situation, q = 1 is the evolutionary stable state which means that all the determined

players take the action of adoption.

(2) If r < cB1 + cB2 and 0 < p <

cB1+cB2−r
cB2+c

, it leads to
dF(q)
dq

∣q=0< 0 and
dF(q)
dq

∣q=1>
0. Thus q = 0 is the evolutionary stable state which means that all the determined

players take the action of not adopting.
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(3) If r < cB1 + cB2 and
cB1+cB2−r
cB2+c

< p < 1, it leads to
dF(q)
dq

∣q=0> 0 and
dF(q)
dq

∣q=1<
0. Thus q = 1 is the evolutionary stable state which means that all the determined

players take the action of not adopting.

4 Simulation Results

We consider the opinion dynamics where each player is connected to her nearest

neighbors. In addition, isolated vertices and duplicate links are not allowed. Ini-

tially, individuals located on a BA scale-free network are uniformly assigned to the

vertices randomly. Specially, we distinguish the population by four types of play-

ers: supporting-persuading (NP) players, supporting-notpersuading (SNP) players,

objecting-persuading (OP) players, objecting-notpersuading (ONP) players. As for

the payoffs, we adopt the following values: persuader i will receive a benefit 4 − 1
1+pi

if the neutral neighbor adopts her strategy. Otherwise, if the neutral neighbor does

not adopt her strategy, the persuader will gain the payoff
−1
1+pi

. If the determined play-

ers do not persuade the neutral players, she will get the payoff of 2pi if the neutral

players adopt her strategy. Otherwise, she will get the payoff of 0. The process will

be repeated until a stationary state is reached, where the distribution of strategies

does not change any more. Typically we run each simulation for 106 steps. For each

parameter combination we ran 100 replicate simulations. The results reported are

averages over these replicates.

The results in Fig. 3 suggest that the initial fraction of supporters in the pop-

ulation will significantly influence the evolution dynamics. For a fixed and small
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Fig. 3 The final distribution of the four types of players in the system, in dependence on the

adoption probability q and the initial fraction 𝛼 of supporters in the population. NP: supporting-

persuading players, SNP: supporting-notpersuading players, OP: objecting-persuading players,

ONP: objecting-notpersuading players. Parameters: population sizeN = 1000,D = max{Ptotal(y) −
Ptotal(x)} = 4
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(e.g., q < 0.2) adoption probability q of the neutral agents, 𝛼 = 0.2 will result in a

steady state dominated by ONP players, while 𝛼 = 0.8 will lead to a state dominated

by SNP players. For a fixed and large (e.g. q < 0.4) adoption probability q of the

neutral agents, 𝛼 = 0.2 will result in a coexistence state of OP (in the majority) and

SP (in the minority) players. However under the condition of 𝛼 = 0.8, OP players

get the dominance over the SP players who coexist with them in the final system.

Notably, the roles of other key parameters, such as the population size N and the

frequency of the strategy updating, are worthy of further investigation.

5 Conclusions

We have studied the evolution of opinions in the spatial opinion game where the

determined players (i.e., the supporters and objectors) and the neutral agents join

in. Successful persuading will help improve the benefits of persuaders and thus

be beneficial for the spread of her opinion. In this case, the payoffs of the two

types of opinion holders (i.e., the supporters and objectors) will change through the

game playing. In order to achieve this, we have assumed that four types of play-

ers: supporting-persuading (NP) players, supporting-notpersuading (SNP) players,

objecting-persuading (OP) players, objecting-notpersuading (ONP) players. We have

found that the initial distribution of these players will significantly influence the evo-

lution an spread of opinions. Besides, the adoption probability of the neutral agents

also affects the spread of the opinions. In summary, we conclude the payoff matrix

which describes the opinion spread between the determined players and the neutral

players may have more influences on the evolution of cooperation. The interaction

between the determined players and the learning network should also be given more

attention.
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Proposal Generating Method Using
Geometrical Features for Vehicle
Detection

Wanzeng Cai, Zhengfa Liang, Xiaolong Liu and Hengzhu Liu

Abstract Region proposal methods have been widespreadly applied in object
detection, which aim to use less bounding boxes to cover the potential objects. In
this paper, we propose to use geometrical features of the proposals to improve the
performance of vehicle detection. Two kinds of method are exploited to the geo-
metrical features: (1) regression analysis technique is used to estimate each pro-
posal’s score, where the higher score indicates higher possibility of the proposal
containing an object; (2) geometrical constraints are applied on these features to
improve the recall with less proposals. Experiments are conducted on the KITTI
dataset for vehicle detection. The results show that our method achieves a recall of
98 % at IoU of 0.5 with only 1000 proposals, which outperforms the state-of-the-art
algorithms.

Keywords Region proposal ⋅ Vehicle detection ⋅ Regression analysis ⋅
Geometrical constraints

1 Introduction

The goal of vehicle detection is to recognize whether the object is a vehicle or not
and determines its location in an image. Most traditional detection methods use the
sliding windows paradigm [1–3] in which the object classification is performed at
every location and scale in an image. Sliding window detector probably generates
104−105 windows per image, and the number of windows grows exponentially with
the scale of image. Modern detection datasets [4–6] still require the prediction of
object aspect ratio, the search space increases up to 106−107 windows per image,
which heavily restricts the computation speed.
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In order to boost the performance of object detection, effective framework for
object detection has been proposed. Instead of evaluating over a large number of
candidate subwindows, a set of region proposals is first generated with the goal to
reduce the set of positions that need to be further analyzed. The benefits of region
proposals are discussed in [7–12]. Intuitively, the regions of interests have some
same features which can be used to distinguish them from the background.
Therefore, one can design or train a method to generate a number of proposals
which can contain objects we are interested in. The result of the method is that,
given an image, outputs a fewer number of region proposals than sliding window
method and reaches better recall rate. It is helpful to speed up the detection velocity
for the classifier.

In this paper, we concentrate on region proposals for vehicle detection. Edge
Box [13] is a very fast and efficient region proposal method, which can generate
millions of candidate boxes in a fraction of one second, and achieve over 96 %
recall at overlap threshold of 0.5 by using just 1000 proposals on the
PASCAL VOC dataset [6] for all classes. The concept of Edge Box is to use the
edge information of object for scoring. It is obvious that many boxes with high
score may not really contain vehicles. The result is that the recall is not very
satisfactory for vehicles tested on the KITTI dataset, only reach 90 % at overlap
threshold of 0.5 by using 1000 proposals. To solve this problem, we apply some
geometrical features of proposals to regression analysis and train a model to rescore
each box. Besides, the geometrical constraint is also used to improve the perfor-
mance of vehicle detection. The results of our method can reach over 98 % recall at
overlap threshold of 0.5 given just 1000 proposals and reduce about half number of
proposals on KITTI moderate dataset [14]. As far as we know, the KITTI dataset is
harder than the PASCAL VOC dataset.

2 Related Work

Region proposal method is aimed at searching for regions of interest, just like
interest point detectors [15, 16]. Currently, the region proposal methods are divided
into two categories [17]: grouping proposal methods and window scoring proposal
methods.

2.1 Grouping Proposal Methods

Grouping proposal methods first split an integrated image into many fragments, and
then use the similarity of some features (color, size, texture, gradient and so on) to
merge these fragments. The significant grouping proposal methods are shown as
follows:
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SelectiveSearch [18] first gets the original regions through graph-based image
segmentation [19], and then merges the original regions using hierarchical grouping
algorithm, finally uses selective search to estimate the possible position of the object.
SelectiveSearch has beenwidely used as the proposalmethod bymany state-of-the-art
object detectors, including the R-CNN and Fast R-CNN detectors [7, 8].

CPMC [20] generates and ranks objects hypotheses in an image using
bottom-up processes and mid-level cues. The object hypotheses are extracted
automatically by solving multiple constrained parametric min-cuts (CPMC) with
different seeds and unary terms, and ranked by training a model to predict how
plausible the hypotheses are.

MCG [21] proposes a fast normalized cuts algorithm and high performance
hierarchical segmenter. Segment are merged by grouping strategy based on edge
magnitude, and the resulting hypotheses are ranked using features such as location,
shape and size.

2.2 Window Scoring Proposal Methods

Window scoring proposal methods generate a large number of bounding boxes and
score each box using some features of the object. A box is more likely to cover an
object with higher score. This approach is always fast but the localization accuracy is
lower than the grouping methods. The common three methods are shown as follows:

Objectness [22] is one of the earliest window scoring proposal method. The
method trains a model to distinguish objects from background. An initial set of
proposals is generated from salient locations in an image, and then is scored
according to characteristics of objects, such as color, edge density, saliency and so on.

Bing [23] also trains a measure to produce a small set of proposals, which can
speed up the traditional sliding window object detection paradigm. The author find
that objects with closed boundary can be well distinguished, and the normed gra-
dients feature that is binarized can be used to estimate the reliability of proposals.

RandomizedSeeds [24] enables an efficient selection of proposals that contain
object, which uses multiple randomized SEED superpixel maps [25] to score each
proposals. The scoring is done using a simple metric similar to “superpixel strad-
dling” from Objectness [22], no additional cues are used. The authors show that
using multiple superpixel maps significantly improves recall and leads to higher
speed.

3 Approach

In this section, we propose a novel approach to reduce the object proposals. As the
number of invalid boxes in an image is huge, we must be able to select candidates
efficiently. The geometrical features extracted from candidate regions can be used to
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discriminate two types of boxes. We build a model to rescore each box using
regression analysis. Moreover, the geometrical constraint is used to eliminate the
useless bounding boxes.

3.1 Regression Analysis Prediction

Regression analysis method uses mathematical statistics to build a prediction model
based on the observations. After the observation of many proposals generated by
Edge Box [13], we find some geometrical features of proposals can be used to
distinguish some boxes that contain vehicles from the other boxes that may not
contain vehicles. There is no doubt that the regression analysis can be used for
discriminating two kinds of boxes. We use geometrical features of proposals as
independent variable and use the label of proposals as dependent variable for
regression analysis, and build a model to predict weather a box should be reserved
or removed. We first search for the independent variable, and then determine the
dependent variable.

a. Aspect ratio

Vehicles are rigid objects with relatively regular shape like a rectangle. The size
of all vehicles is almost same, which means their aspect ratio has a certain range.
Hence, we can use the aspect ratio of boxes as an independent variable.

The bounding box is defined by its upper left coordinate ðxl, ytÞ, width wb and
height hb. The aspect ratio of boxes is calculated as follows:

boxAspectRatio =
wb

hb
ð1Þ

b. The relationship between distance and area

Depth information has been utilized for object detection in recent years, which
can be computed from disparity map or directly measured by depth sensors, such as
Kinect. Actually, the depth data represents the distance information in real word.
According to the optical imaging principles, we know that the actual area AT and
the imaging area AI of the object have a certain relationship.

As shown in Fig. 1, by using the homothetic triangle theory, the relationship
between AT and AI is described as follows:

AT =
d2

v2
AI ð2Þ

where d is the object distance, v is the camera focal length. To simplify the cal-
culation, we assume that the AT and v are fixed or in a certain range. Hence, the
Eq. (2) is converted as follows:
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AI =
ATv2

d2
=

C
d2

± ε ð3Þ

where AI =boxarea =wb * hb is the number of pixels in a bounding box, ε is the bias
of the area range. The object distance d can be computed from disparity
map. The KITTI dataset provides the left image and the right image. We first use
stereo matching algorithm MeshStereo [26] to get the disparity map from left image
and right image, and then calculate the depth according to binocular vision theory.
The binocular vision theory is:

depth =
f × b

disparity
ð4Þ

where f is the focal length of the two lenses, b is the distance between the two
optical centers, and disparity is the horizontal disparity of two stereo-corresponding
points. After calculating all pixel points’ depth for each image, we compute the
average depth in a 3 × 3 pixel region of the bounding box center to represent the
object distance, that is:

d=boxdepth =
1
9

∑
xc +1

xi = xc − 1
∑

yc +1

yi = yc − 1
depthðxi, yiÞ ð5Þ

where depthðxi, yiÞ is the depth of point ðxi, yiÞ xc = xl +wb 2̸ and yc = yt + hb 2̸ is
the coordinate of box central point.

From Eq. (3), we know that AI × d2 is constant, which means the relationship
between AI and d can be used to distinguish vehicles from the other object.
Therefore, we use AI × d2 as another independent variable.

c. Bounding box score

Edge Box [13] first sliding image with different scale of windows to generate a
large number of boxes, and then score all of the boxes using edge features of the

Fig. 1 The imaging principle of the camera
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object. As the object is likely to fall into a box with high score, we can also use the
score of boxes as independent variable. The score is calculated as follows:

Sinb = Sb −
∑p∈ bin mp

2ðw0
b + h0

bÞk
ð6Þ

where Sb is the whole box’s score, p∈ bin is the pixel in bounding box, mp is edge
magnitude, the values of the w

0
b and h

0
b is wb ̸2 and hb ̸2 respectively, k is used to

offset the bias of larger boxes having more edges on average, and Sinb is the score of
a whole box minus a quarter of box center.

After the independent variables of regression analysis are determined, we then
search for the dependent variable of regression analysis. We divide the boxes
generated by Edge Box into two categories: one is the Intersection over Union
(IoU) with ground truth over 0.5 and labeled 1, and the other is the IoU with ground
truth less than 0.5 and labeled 0. The label (1 or 0) is used as the dependent
variable.

3.2 Geometrical Constraints

From the previous section, we know that the distance and the area of an object have
a certain relationship, but it is only used as a feature and combined with another
features. After the statistic on a large number of labeled bounding boxes contained
vehicles, the distribution of the relationship between the distance and area is shown
in Fig. 2 and the typical fitted curve is presented. In this section, the relationship
between the distance and area is separated as a constraint to remove some boxes
which may not cover vehicles.
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In Eq. (3), the image area AI and the distance d are calculated by wb * hb and
Eq. (5) respectively. The value of C and ε can be determined by fitted curve. If the
value of the area and distance of a bounding box satisfy Eq. (3) with an acceptable
error, the box will be considered to be more possible to contain a vehicle and then
preserved. Otherwise, the box will be removed. This method can significantly
reduce the number of bounding boxes and improve the recall rate.

4 Experiments and Analysis

In this section, we verify the effectiveness and the accuracy of our method in
comparison to the Edge Box for vehicle detection. We evaluate our method on the
KITTI moderate dataset [14], which contains 7481 right and 7481 left images, all
results on variants and different method are reported on the left training labeled
image set.
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Fig. 3 The result of different methods and NMS threshold used compared to Edge Box
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We set up the same parameters as the Edge Box [13]. The parameters α=0.65
and β=0.55, 0.75, 0.95 that control the step size of the sliding window search and
the NMS threshold. The accuracy of a bounding box is typically measured by using
the IoU, which computes the intersection of a bounding box and the ground truth
box divided by the area of their union. When evaluating the performance of an
object detection algorithm, an IoU threshold of 0.5 is generally used to estimate
whether a detection is correct or not [6].

We calculate the area and distance of every ground truth box labeled with ‘Car’.
And then plotting these points in the two-dimensional coordinate system, x-axis is
distance, y-axis is area. Finally, we fit a curve using Matlab according to the
Eq. (3). The fitted curve is shown in the Fig. 2. The result of the parameters is
C=3.1975× 106, ε=1.12 × 104.

And then, we use the random forest regression to build a prediction model.
Moreover, the model is applied to rescore every box. The score of box is either
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positive or negative after prediction, we select the boxes with positive score. The
reason is that the boxes with positive score is more likely to contain vehicles.

Figure 3 shows the recall when varying the NMS threshold β for different
numbers of proposals and different method, the IoU threshold is set to 0.5. EB is
Edge Box [13], REG is the regression analysis, and GR is the geometrical rela-
tionship between distance and area used. As shown in Fig. 3, when we used the
regression analysis to remove some bounding boxes, the recall is improved a little,
but when the relationship between distance and area of vehicles is used at the same
time, the recall is significantly improved. Especially when the number of proposals
is 103, NMS threshold is 0.95, the recall approximately achieves 30 % higher than
the Edge Box.

Although the IoU threshold of 0.5 is typically used to estimate the performance
of an object detector [6], but the IoU threshold of 0.5 is quite loose. Even if an
object proposal is produced with an IoU threshold of 0.5 to the ground truth, the
detection score maybe worse. As a result, the value of the IoU threshold greater
than 0.5 is generally desired. To verify the performance of our method for various
IoU thresholds on KITTI moderate dataset, we plot the IoU-Recall using 1000
bounding boxes, the result is shown in Fig. 4.

Figure 4 shows the change of recall with the different IoU threshold and different
method. The recall of our method is still better than the Edge Box [13] at any IoU
threshold, but we can see that when IoU threshold exceeds 0.65, the recall is less
than 80 %, which means our method is still not so well when a vehicle detector
requires the IoU threshold over 0.5.

EB REG GR
Different Method

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

Av
er

ag
e 

N
um

be
r o

f P
ro

po
sa

ls

beta=0.55
beta=0.75
beta=0.95

Fig. 5 The average number of proposals versus different NMS threshold and method

Proposal Generating Method Using Geometrical Features … 581



Due to that the goal of our method is not only to improve the vehicle detection
recall, but also to reduce the number of candidate proposals. We calculate the
average number of proposals generated from an image at different NMS thresholds
for different methods, the result is shown in Fig. 5.

As shown in Fig. 5, we can see that the higher values of NMS threshold, the more
bounding boxes are generated. Although the recall is only improved a little when
using regression analysis method, but the number of boxes is largely reduced. More
specifically, the number of proposals is decreased into half at any NMS threshold
when both of our methods are used. Hence, our method can remarkably reduce the
number of proposals, which is very helpful to reduce the computational cost.

5 Conclusion

In this paper, we proposed an effective method to improve recall and reduce the
number of proposals for vehicle detection. Regression analysis technique is used to
rescore each box, and boxes with lower score are removed. Meanwhile, geometrical
constrains are applied to improve the recall with less proposals. We eliminate the
boxes with higher score calculated by Edge Box [13] but not really contain vehi-
cles. The results demonstrate that the accuracy of our method for vehicle detection
is significantly improved compared to Edge Box, and the number of proposals is
also reduced. However, the recall is still worse when the IoU threshold exceeds
0.65, which may affect the performance of vehicle detection. In future, we plan to
further improve the recall for vehicle detection and apply our methods to actual
vehicle detectors.

References

1. Dalal N, Triggs B (2005) Histograms of oriented gradients for human detection. In: CVPR, vol
1, pp 886–893

2. Forsyth D (2010) Object detection with discriminatively trained part-based models. IEEE
Trans Software Eng 32(9):1627–1645

3. Viola P, Jones MJ (2004) Robust real-time face detection. Int J Comput Vision 57(2):137–154
4. Deng J, Dong W, Socher R et al (2009) Imagenet: a large-scale hierarchical image database.

pp 248–255
5. Lin TY, Maire M, Belongie S et al (2014) Microsoft COCO: common objects in context. In:

Computer Vision—ECCV 2014. Springer International Publishing, pp 740-755
6. Everingham M, Eslami SMA, Gool LV et al (2014) The pascal, visual object classes

challenge: a retrospective. Int J Comput Vision 111(1):98–136
7. Girshick R (2015) Fast R-CNN. Comput Sci 2015
8. Xiaoyu W, Ming Y, Shenghuo Z et al (2015) Regionlets for generic object detection. IEEE

Trans Pattern Anal Mach Intell 37(10):17–24
9. Girshick R, Donahue J, Darrell T et al Rich feature hierarchies for accurate object detection

and semantic segmentation. Comp Sci 580–587

582 W. Cai et al.



10. Szegedy C, Reed S, Erhan D et al (2014) Scalable, high-quality object detection. Comput Sci
11. Cinbis RG, Verbeek J, Schmid C (2013) Segmentation driven object detection with Fisher

vectors. In: IEEE international conference on computer vision, pp 2968–2975
12. He K, Zhang X, Ren S et al (2014) Spatial pyramid pooling in deep convolutional networks

for visual recognition. IEEE Trans Pattern Anal Mach Intell 37(9):1904–1916
13. Zitnick CL, Dollár P (2014) Edge boxes: locating object proposals from edges. In: Computer

Vision—ECCV 2014, pp 391–405
14. Geiger A (2012) Are we ready for autonomous driving? The KITTI vision benchmark suite.

In: IEEE conference on computer vision and pattern recognition, pp 3354–3361
15. Mikolajczyk K, Tuytelaars T, Schmid C et al (2005) A comparison of affine region detectors.

Int J Comput Vision 65(1–2):43–72
16. Tuytelaars T, Mikolajczyk K. (2007) Local invariant feature detectors: a survey. Found Trends

Comput Graph Vis 3(3):177–280
17. Hosang J, Benenson R, Dollar P et al (2016) What makes for effective detection proposals?

IEEE Trans Pattern Anal Mach Intell 38(4):6644–6665
18. Uijlings JRR, Sande KEAVD, Gevers T et al (2013) Selective search for object recognition.

Int J Comput Vision 104(2):154–171
19. Felzenszwalb PF, Huttenlocher DP (2010) Efficient graph-based image segmentation. Int J

Comput Vision 59(2):167–181
20. Carreira J, Sminchisescu C (2010) Constrained parametric min-cuts for automatic object

segmentation. In: Conference on Computer Vision and Pattern Recognition. pp 3241–3248
21. Arbelaez P, Pont-Tuset J, Barron J et al (2014) Multiscale combinatorial grouping. In: IEEE

Conference on computer vision and pattern recognition. pp 328–335
22. Alexe B, Deselaers T, Ferrari V (2010) What is an object?. In: 2010 IEEE Conference on

Computer Vision and Pattern Recognition (CVPR). IEEE, pp 73–80
23. Cheng MM, Zhang Z, Lin WY et al (2014) BING: binarized normed gradients for objectness

estimation at 300fps. In: IEEE conference on computer vision and pattern recognition. IEEE
Computer Society. pp 3286–3293

24. Bergh MVD, Boix X, Roig G et al (2015) SEEDS: superpixels extracted via energy-driven
sampling. Int J Comput Vision 111(3):298–314

25. ScienceOpen (2013) SEEDS: Superpixels Extracted via Energy-Driven Sampling
26. Zhang C, Li Z, Cheng Y et al (2015) MeshStereo: a global stereo model with mesh alignment

regularization for view interpolation. In: IEEE international conference on computer vision.
IEEE, pp 2057–2065

Proposal Generating Method Using Geometrical Features … 583



Abnormal Event Detection Based
on Crowd Density Distribution
and Social Force Model

Yaomin Wen, Junping Du and JangMyung Lee

Abstract In this study, we proposed a new method for the detection of abnormal
event based on the social force model (SFM), combined with the local density
information of the crowd. The method extracts the local density of the people based
on the feature point clustering algorithm. The Latent Dirichlet Allocation
(LDA) model is established based on the bag of words method combined with the
temporal and spatial features of visual words, then identify the abnormal event
using the maximum likelihood function.

Keywords Social force model ⋅ Feature point clustering ⋅ LDA model ⋅
Maximum likelihood

1 Introduction

With the improvement of people’s living standard and consumption level, travel as
a kind of leisure consumption people generally choose, especially during the hol-
idays, many tourist attraction are overcrowded and congestion has become a
common problem faced by the various scenic spots. Such as: a serious stampede
event on January 1, 2014 in Shanghai caused by the large flow and crowded has
brought a serious loss. In order to accelerate the development of the wisdom of
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tourism industry, the identification and prediction of the abnormal event is very
necessary.

The traditional detection method of crowd abnormal event is divided into two
categories, one is based on the characteristic of pedestrian abnormal behavior [1]
and the other is based on the global characteristic [2]. In the area of high traffic
scenarios, because of the complexity of the scene and the mutual shielding effect of
the crowd, local abnormal behavior monitoring is difficult. In the global charac-
teristic detection method, the social force is often used to measure the congestion
level of the crowd [3]. In the traditional SFM based abnormal event detection
algorithm [4], it takes into account the movement of people in the crowd, but it does
not consider the distribution information of the crowd and the influence of crowd
density on social force calculation which simply assume all the particle mass and
aggregate parameters as a constant [5].

In this paper, we proposed a weighted SFM based on the combination of local
density features [6] and SFM, then established the visual LDA model to detection
the abnormal event [7]. Finally, the performance of the proposed method is eval-
uated on the publicly available datasets from UMN and PETS.

2 Proposed Abnormal Event Detection Method

For the scenic environment is complex, the particle mass and aggregation parameter
setting of the traditional SFM is not reasonable, we proposed a weighted SFM
based on the combination of local crowd density and SFM. The higher the local
density, the impact of pedestrians will be higher and the quality of the particles will
be bigger. We use multi frame overlay method to associate the spatial and temporal
feature of the frames and the pressure of the crowd. The process of the proposed
abnormal event detection methods are shown in Fig. 1.

The steps of abnormal event detection method are as follows:

(1) Preprocess video frames to reduce the interference of background noise, using
Gaussian Mixture Model (GMM) to get the crowd foreground, extracting the
feature points in the crowd foreground. Use the feature clustering algorithm
based on feature point density by SVR regression to obtain each cluster crowd
density.

(2) According to the frame size, each frame is divided into n * n grids, each grid is
regarded as a moving particle, and the motion vector of each particle is cal-
culated by the block matching method.

(3) The panic factor and particle quality of SFM is affected by the crowd density,
and obtained the crowd pressure based on the weighted SFM.

(4) To use LDA, we partition the force flow into blocks of T frames which we
refer as clips, next, from each clip we extracted the visual words. We pick
visual words of size n × n × T from locations, then detection the abnormal
event based on maximum likelihood.
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2.1 Local People Density Extraction Using Feature Point
Clustering

Considering the complex environment of scenic spot, we use GMM model to
extract the foreground. GMM is an adaptive hybrid Gauss model for background
extraction, in the process of Gauss background maintenance, each pixel in an image
of a scenic spot can be represented by a mixture of K Gauss components. The
probability of J in the image at the moment t is xt.

pðxtÞ= ∑
k

i=1
wi, t × ηðxt, μi, t, τi, tÞ ð1Þ

where wi, t represents the weight of the Gauss component of I in the model of the
pixel J, and ηðxt, μi, t, τi, tÞ denotes the t moments of the first i Gauss distribution,
μi, t denotes its mean value, δ2i, t denotes the variance, and I is the 3D unit matrix.

Then we use the SURF algorithm to extract the feature points in the foreground.
After extracting the foreground feature points, we use the density based clustering
algorithm to cluster the feature points and obtain the density through the number of
clusters and the cluster area (Fig. 2).

We regard the distance between cluster centers and the camera as camera dis-
tance d, building sample with PETS dataset S1.L1.13 and S1.L2.13. We made
regression prediction based on SVR, and produced 400 training samples. Through
the training samples, we calculate the population density of each cluster by Eq. (2).

ρpeople = f ðnsurf , d, sÞ ð2Þ

Feature extract
GMM background 

model

Feature Clustering

Video frames

Foreground feature 
extraction

Calculate density by SVR

Local crowd density Social force model

People Particulate

Weighted social model

Establish LDA 
model

Detection abnormal

Visual words 
extraction

Fig. 1 Process of the proposed abnormal event detection method
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where nsurf denotes the number of feature points, d denotes the distance between
cluster center and the camera, and s denotes the area of cluster. We set up the
mapping between cluster areas, feature points, camera distance feature number, and
the crowd density.

2.2 Abnormal Event Detection Based on Weighted Social
Force Model

2.2.1 The Extraction Process of the Particle Feature

Optical flow method is widely used in crowd motion feature extraction. However,
the traditional optical flow method estimates the motion for each pixel, which is
inefficiency. In order to reduce the computing time, we use the block matching
method to extract motion vector which divides the frames into 16 * 16 size block.

Just as Fig. 3b shows, we divide the UMN dataset frames of 480 * 480 into
30 * 30 blocks with the size of 16 * 16. We obtain the motion vectors of crowd
after block matching. Based on the motion vectors, we can compute the crowd
weighted social force of each frame.

2.2.2 The Process of Traditional Social Force Model

The traditional SFM is a pedestrian dynamics model which has been widely
accepted. This model is proposed by Helbing first. In this model, the pedestrians are
attracted by the targets and have a driving power, meanwhile, they are also been
repulsed by the other pedestrians and obstacles, always keeping a safe distance with
the surroundings. The algorithm of this model is shown in Eq. (3).

Original frame Feature clustering chart

(a) (b)

Fig. 2 Crowd foreground feature point extraction and clustering
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mi
dviðtÞ
dt

=Fp +Fint ð3Þ

where FP is the personal expectation reaction and computed in Eq. (4).

FP =mi
v0i ðtÞ− vtðtÞ

τi
ð4Þ

where mi is the quality of pedestrians, v0i denotes the movement velocity pedestrians
expected, vt denotes the actual speed limited by environment and τi is the time
parameter which modifies the velocity feedback, Fint is the interaction force
between pedestrians. The resultant social force of pedestrians is shown as follows.

Fsocial =mi
v0i ðtÞ− vtðtÞ

τi
+ ∑

i≠ j
fij, ð5Þ

where fi, j is the interaction force between pedestrian i and j.

Origin  frame Particle motion vector

SFM Weighted SFM

(a) (b)

(c) (d)

Fig. 3 Particle motion vector and the pressure graph of SFM and weighted SFM
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2.2.3 The Proposed Weighted Social Force Model

For different people have different expected speed, the crowd in a high degree of
aggregation, the movement of pedestrian crowd tends to the desired speed field. In
place of the low degree of aggregation, people tend to be more independent
movement. We use Vc

i to denote the average velocity field. The real-time speed vi
denote pedestrians. The desired velocity of crowd is shown in Eq. (6).

v0i = ð1− piÞvi + piVc
i ð6Þ

The pi denotes the aggregation degree for pedestrian i, considering the com-
putational efficiency we use block matching method to estimate motion vector,
where O ðxi, yiÞ denotes the motion vector of particle i. Oave ðxi, yiÞ is the average
emotion vector in particle field, the social interaction force Fint is shown in Eq. (7).

Fint =
dvi
dt

+
1
τ
piðO ðxi, yiÞ−Oaveðxi, yiÞÞ ð7Þ

The relationship between flow state, crowd density and velocity is denoted as
QðpÞ= ρVðρÞ, the ρ denotes the crowd density, VðρÞ is the crowd motion under
density ρ, QðρÞ is the crowd flow state. For the traditional SFM, the value of mi and
pi is assumed as constant, however, the higher the local density, the higher the
degree of aggregation, and the particle quality is larger. Therefore, we relate the
local crowd density and the quality parameters to the aggregation parameters, and
calculate the weighted social forces.

Fint =
dvi
dt

+
kρi
τ
ðO ðxi, yiÞ−Oaveðxi, yiÞÞ ð8Þ

As shown in the Eq. 8. We introduce the local density ρi into the calculation of
the interaction force of the crowd.

For the abnormal event, it is generally accompanied by a sudden change in
crowd density; therefore, we can use the local density change to represent the
stability of the crowd. The density change information can be integrated into the
SFM. For the representation of local density, when the change rate is 0, the
weighted SFM is equal to the traditional SFM, when the rate of change of the linear
growth, the growth of pressure is slightly higher than density changes, so we use the
exponential function to present the weighted SFM.

P= e
dρ
dtj jα ⋅ ðFint +FpÞ ð9Þ

We test the UMN dataset to compare the pressure calculation graph between
SFM and weighted SFM as shown in Fig. 3.

590 Y. Wen et al.



From the Fig. 3, we can see the weighted SFM based on crowd local density gets
a good performance in inhibiting the effect of environmental noise because of the
adopting of local crowd density, the pressure detection has better performance
compare to traditional SMF. When the abnormal event occurs, the sudden change
of the crowd density can be monitored, and the crowd abnormal event detection is
more effective based on the weighted SMF.

2.2.4 Abnormal Event Detection Based on LDA Model

In the proposed model, we consider the effect of local crowd density on social
forces, however, the threshold of social force is different in different scenarios. In
the two-way pedestrian fellow, the social force threshold is higher than that in the
one-way channel. Therefore, we take the successive frames of visual words into
account, introducing the spatial and temporal characteristics in order to make the
weighted SMF adapt to different environments. We use the UMN normal dataset as
a training set, the pressure map as a block of ten, for each of the 10 frames, we
extract their visual words on the pressure map, the visual word size is n * n * T.

After extracting the visual words, we use the K-means algorithm to cluster the
visual words and get the visual dictionary. We use UMN normal dataset to set up
visual corpus D= fD1, D2, D3 . . . Dng and the theme model of the normal frames
with LDA. Using the modified Expectation Maximization (EM) algorithm, we
approximate the bag of words model to maximize the likelihood of corpus as
Eq. (10).

φ ðα, βÞ= ∑
M

j=1
logpðDj j α, βÞ ð10Þ

α, β is the parameter of LDA model which is calculated by the EM algorithm,
through this model, we estimate the maximum likelihood φ ðα, βÞ of each frame.
We set a threshold for the maximum likelihood value, when the frame block
exceeds this threshold, we mark the ten frames as the abnormal frame.

3 Experiment and Analysis

3.1 Experimental Results of the UNM and PETS Abnormal
Datasets

We use two sequence datasets in experiment, one from University of Minnesota and
another from PETS. The resolution ratio of videos in UMN dataset is 320 * 214. It
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contains 3 indoor and outdoor scenes, 11 sequences, and a total of 7736 frames, as
shown in Fig. 4. The resolution ratio of videos in PETS dataset is 768 * 576. And it
contains 2 different scenes, 756 frames in total, as shown in Fig. 5. In both datasets,
crowds suddenly scattered in all directions after a period of normal movement.

We use three-dimensional data of 5 * 5 and 10 to create a visual dictionary,
visual words are extracted from the 10th frame of the video frame sequence. The
final dictionary includes 10 topics trained from LDA model. We test the proposed
method on the UMN and PETS datasets.

As the result shown in Table 1, the weighted SFM obtain a better events
detection result in the PETS and UMN datasets. We use the precision, recall and
total rate of correctness to judge the detection result which is shown in Table 2.

As shown in Table 2, compared with the baseline and the SFM, the proposed
weighted SFM model is more accurate and reliable because the weighted SFM not
only using local density to represent the parameters, which makes the model more
accuracy, but also considering the change of local density, which archives better
exclusion of useless information.

UMN Meadow UMN Indoor UMN Square

(a) (b) (c)

Fig. 4 Abnormal scenes in the meadow, indoor, and square of UMN dataset

PETS abnormal scene 1 PETS abnormal scene 2

(a) (b)Fig. 5 Two abnormal scene
sequences of PETS dataset
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3.2 Experimental Results of a Scenic Spot Video on Website

We use a web scenic spot video to test the weighted SFM, as shown in Fig. 6, in the
upper left and right, the pressure color is deeper because of higher density. And in
the middle of the pressure figure, because the crowd movement rapidly, the pressure
color is deeper than both sides of the crowd.

The relationship between true positive rate (TPR) and false positive rate (FRR) is
widely used in the judgment of abnormal event detection methods. Generally
through calculating the area under the ROC curve (Area Under the Curve, AUC) to
judge the algorithm, the value of AUC closer to 1, the better the performance of the
abnormal event detection algorithm.

As shown in the Fig. 7, the calculated values of AUC are: optical flow: 0.8713,
SFM: 0.9242, and weighted SFM: 0.9665. Compared with the optical flow method
and the SFM, the proposed weighted SFM for abnormal event detection is more
accurate and reliable, because the weighted SFM model not only using the local
density to represent SFM parameters, but also taking the change of crowd local
density into the model, which archives better exclusion of useless information and
enhance the scene change information.

Table 2 Comparion of precision and recall rate of abnormal event detection

Datasets Algorithms Precision Recall Total rate of correctness

UMN 1 SFM 1 0.3679 0.9188
Weighted SFM 1 0.5000 0.9358

UMN 2 SFM 0.5380 0.9706 0.9015
Weighted SFM 0.9519 0.9902 0.9171

UMN 3 SFM 0.7237 0.7051 0.9348
Weighted SFM 0.7895 0.7692 0.9602

PETS SFM 1 0.6585 0.9627
Weighted SFM 0.9722 0.7805 0.9733

Origin frame   Pressure using
Weighted SFM

(a) (b)Fig. 6 Test of scenic spot
video using the proposed
abnormal event detection
method

594 Y. Wen et al.



4 Conclusions

We proposed the weighted SFM which combines the local density information and
social interaction force model based on the concept of fluid dynamics. Established
the LDA model with the visual dictionary and integrating the temporal and spatial
characteristics of the frames, then identify the abnormal event based on maximum
likelihood function. We effectively improve the accuracy of abnormal event
detection. Experiment results show that the proposed method obtain a better result
than the traditional SFM.
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Study on the Leakage Current
and Neutral-Point Potential Balance
in TL-Boost Photovoltaic System

Gang Cheng, Yong Xie, Yu Fang, Jinyan Zheng and Chuanchao Yang

Abstract In this paper, TL-Boost is adopted as a front-end converter in the
non-isolated photovoltaic grid-connected system, the common-mode leakage cur-
rent equivalent circuit of TL-Boost circuit is established, and the calculation for-
mula of leakage current of the system is derived. On this basis, a conclusion that the
common-mode leakage current of the system can be reduced using the synchronous
modulation strategy is obtained. Aiming at the problem of unbalanced neutral-point
potential in the process of starting up when DC bus voltage is building up, a fuzzy
control strategy based on pre-TL-Boost circuit is proposed, thus realizing the bal-
ance of two capacitors’ voltage on the DC side. And the experimental results verify
the theoretical analysis.
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1 Introduction

With the improvement of the power level and bus voltage of the photovoltaic
system, it is difficult to meet the actual requirements by using two-level converter
whether in the front-end circuit or back-end circuit. When the bus voltage is in a
high level, the two-level converter will have a large dv/dt, thus resulting in a serious
EMI problem. The voltage and current level of the power device should be cor-
respondingly improved. The three-level converter device has an advantage on these
two points, and the output current harmonics is very small. Therefore, in this case, it
is a better choice to adopt the three-level converter in both the front-end and
back-end of the photovoltaic system [1, 2]. The main circuit of the 17 KW PV
system is shown in Fig. 1. In order to improve reliability of the system, the dual
three-level Boost (TL-Boost), which is parallely connected is adopted in the
front-end circuit of the DC-DC converter, and diode-clamped three-phase
three-level inverter topology is adopted in the back-end circuit since the power is
very large.

In the photovoltaic system of three-level structure, the unbalanced bus
neutral-point potential [3] and common-mode leakage current [4] are generally
analyzed around the grid-connected inverter. In order to examine the influences of
the front-end circuit, this paper first analyzes the influences on common-mode
leakage current when two power switches in the front-end TL-Boost DC/DC
converter are controlled by different phase shift angles, then it analyzes the reasons
for the unbalanced bus neutral-point potential in the three-level photovoltaic sys-
tem, and finally a method to solve the problem by using fuzzy control in the
TL-Boost DC/DC converter is introduced.
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2 Influences on the Common-Mode Leakage Current
in TL-Boost Converter

In order to facilitate the research on what influences the front-end TL-Boost circuit
has on the common-mode leakage current, a TL-Boost circuit in parallel is chosen
as an example for analysis, as shown in Fig. 2. A common-mode leakage current
equivalent model of the system is established based on Ref. [5], as shown in Fig. 3.
In Fig. 3, voltage sources uAN, uBN, uCN, upN, and unN are, respectively ,used to
replace the voltage between the inverter output terminals A, B, C boost converter
terminals p, n, and the reference node N. Parasitic capacitance Cpv = Cpv1 + Cpv2,

Meanwhile, the influences of low-frequency voltage source grid on common-mode
leakage current are ignored. Make L1 = L2 = LD, LA = LB = LC = L.

uN’ can be deduced by the node voltage method, thereby the common-mode
leakage current is given by:

iN ′ =K1ðuAN + uBN + uCNÞ+K2ðupN + unNÞ ð1Þ

Coefficients K1 and K2 in the formula (1), respectively, are as follows:

K1 =
2sCPV

s2CPVð2L+ 3LDÞ+6
ð2Þ

K2 =
3sCPV

s2CPVð2L+ 3LDÞ+6
ð3Þ

Formula (1) shows that the common-mode leakage current is affected not only
by the modulation strategy in back-end inverter, but is also affected by the
switching states in the front-end of TL-Boost converter. Here, only the impact of
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the front-end circuit on common-mode leakage current is discussed. As upN and unN
are square wave signals, whose period is the same with the switching cycle. After
Fourier transform, the expressions are as follows:

unN =
Vdc

2
⋅ 1−

VPV

Vdc

� �
+ ∑

∞

m=1
Vm ⋅ cos ðm ⋅ωc ⋅ tÞ ð4Þ

upN =
Vdc

2
⋅ 1+

VPV

Vdc

� �
− ∑

∞

m=1
Vm ⋅ cos ðm ⋅ωc ⋅ t−m ⋅φÞ ð5Þ

In formula (5), φ is the phase shift of control signals for two switches in
front-end TL-Boost circuit. ωc is the frequency of carrier angular. Vm is the
amplitude of m switching harmonics. As the common-mode leakage current is the
maximal current in switching harmonic, in order to analyze the influences of phase
shift φ of the common-mode leakage current on the two switches, analysis of
switching harmonics (m = 1) on upN + unN is needed.

upN + unN =Vdc +V1 ⋅ cos ðωc ⋅ tÞ−V1 ⋅ cos ðωc ⋅ t−φÞ ð6Þ

make Vðt,φÞ=V1 cos ðωc ⋅ tÞ−V1 cos ðωc ⋅ t−φÞ ð7Þ

Since the DC value Vdc does not produce common-mode leakage current, only
the analysis of the relationship between the value of V (t, φ) and φ is needed.
According to formula (7), when φ is 0, namely in the synchronous control, V
(t, φ) = 0; and when φ is another angle, namely in the phase shift control, V (t, φ) is
not zero. Although the current ripple is small when employing phase shift modu-
lation in the TL-Boost circuit, considering the strict requirements on the
common-mode leakage current in non-isolated grid-connected PV inverter, syn-
chronous control is adopted, that is, taking φ = 0 to suppress common-mode
leakage current to the maximum.

In order to further verify the theoretical analysis, a simulation model of the
circuit in Fig. 2 is built in the PSIM9.0 software. The front-end is TL-Boost DC
converter, and the back-end inverter uses space vector modulation. Under the same
conditions, the simulation results of the common-mode leakage current are shown
in Fig. 4. When φ is 0, the common-mode leakage current is significantly smaller
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leakage current equivalent
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when φ is π. The common-mode leakage current is mainly caused by the
back-end when φ is 0.

3 Fuzzy Control Strategy for Voltage Balance of TL-Boost
Circuit

In the system shown in Fig. 2, there are two main reasons for the unbalanced
neutral-point potential. On the one hand, due to the differences in front-end drive
circuit, control circuit, and device parameters, the conduction time of main switches
Q1 and Q2 is not completely equal, which leads to the unbalanced voltage on the
Cdc1 and Cdc2. On the other hand, it is influenced by the modulation strategy in the
back-end of the inverter. In general, the traditional three-level modulation strategy
and the space vector modulation strategy will produce three times AC fluctuations

(a)

(b) φ = π

φ = 0

Fig. 4 Common-mode leakage current simulation waveforms
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compared to the fundamental frequency. When the DC capacitance value is fixed,
the amplitude of the neutral-point potential will become larger with the increase of
the output voltage, the increase of the load current, and the reduction of the power
factor. At present, the domestic and foreign scholars have done a lot of research
work on the neutral-point voltage balance of three-level inverter [6–8]. The tradi-
tional method is to achieve a balanced neutral-point potential by the modulation
strategy and corresponding control method in the inverter. However, the back-end
inverter circuit does not work when the grid-connected inverter starts. Therefore,
the traditional control method cannot be used to solve the problem of the unbal-
anced DC bus capacitor voltage. In view of this situation, it is necessary to study the
control strategy of the neutral-point balance in the process of starting and building
up the voltage. In this paper, a fuzzy control strategy based on the front-end
TL-Boost circuit to realize the neutral-point balancing is proposed. Compared with
PI control, it enhances the robustness of the system and has a better dynamic
response speed.

3.1 Methods of Achieving Neutral-Point Potential Balance

By working on the analysis of working principle on the TL-Boost DC−DC con-
verter, it can be obtained that when Q1 turns on and Q2 turns off, Cdc2 stores energy
while Cdc1 releases energy, and the amount of change on the voltage difference
between the two capacitors is related to the duty cycle ratio d1 of Q1. When Q1 turns
off and Q2 turns on, Cdc1 stores energy while Cdc2 releases energy, and the amount
of change on the voltage difference between the two capacitors is related to the duty
cycle ratio d2 of Q2. Thus, at the end of a switching cycle, how to adjust d1 and d2 in
the next switching cycle can be determined by detecting the amount of Vdc1 and
Vdc2. If Vdc1 < Vdc2, increase d2, reduce d1, increase the charging time of Cdc1, and
reduce the charging time Cdc2. On the contrary, if Vdc1 > Vdc2, increase d1, reduce
d2, increase the charging time of Cdc2, and reduce the charging time Cdc1. There-
fore, the difference between Vdc1 and Vdc2 can be directly viewed as the deviation e,
and then deviation increment Δe can be obtained after calculation. Use e and Δe as
the input variables of fuzzy controller and a duty cycle ratio adjustment signal for
neutral-point potential balancing control dS can be obtained after fuzzy, fuzzy
reasoning and decision-making, and defuzzification through the method of center of
gravity. The duty cycle ratio control signal dM obtained from the maximum power
point tracking control is added or subtracted with dS to get the modulation signals
vreg1 and vreg2 , which control the two main switches. Finally, driving signals, vg1
and vg2, can be obtained by comparing with carrier signals, vcarry1 and vcarry2, which
are of the same phase. Thus, in the realization of tracking the maximum power point
of the PV modules, neutral-point voltage balance control on the bus voltage can
also be achieved. Block diagram of pressure control is shown in Fig. 5.
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3.2 Determination of Fuzzy Control Rule

The range of e, Δe,and dS is defined as the domain of fuzzy sets and fuzzy
membership function are all triangular. Normalizations of the three variables are: e,
dS = {−1, −2/3, −1/3, 0, 1/3, 2/3, 1}, Δe = {−1, −1/2, 0, 1/2, 1}. In the specific
design process, suitable scale factor should be selected according to the actual
situation, so as to achieve the best dynamic and static performance of the system.

The control rules designed in this paper is mainly considered from the following
aspects:

(1) When e > 0 and Δe > 0, the amount of deviation is positive and has a ten-
dency to increase. In order to decrease the deviation of Vdc1 and Vdc2, output
dS should be positive. When the deviation is large and the speed of change is
fast, strong control can be implemented. When the deviation is small and the
change rate is slow, general control can be implemented.

(2) When e > 0 and Δe < 0, the amount of deviation is positive and has a ten-
dency to decrease. When the deviation is large, output dS can be positive, so as
to rapidly reduce the deviation. When the deviation is small, general control
can be implemented.

(3) When e < 0 and Δe > 0, the amount of deviation is negative and has a
tendency to decrease. The analysis is similar to (2).

(4) When e < 0 and Δe < 0, the amount of deviation is negative and has a
tendency to increase. The analysis is similar to (1).

(5) When e ∙ Δe = 0, appropriate control action is implemented according to the
deviation or deviation increment.

Based on the analysis above, the proper fuzzy rule table is designed, and 35
control rules are obtained from the table as follows: IF e is NB and Δe is PB then dS

Fig. 5 Control strategy of
neutral-point voltage balance
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is NM; IF e is NM and Δe is PB then dS is ZE; IF e is NS and Δe is PB then dS is
PS…, where NB, NM, NS, ZE, PS, PM, PB, respectively, represents negative big,
negative, negative small, zero, positive small, positive, and positive big.

4 Experimental Results

In order to verify the correctness of theoretical analysis, the experimental prototype
of a 17 KW non-isolated three-phase three-level PV grid-connected inverter is
developed. The main parameters are as follows: the range of VPV is 430−800 Vdc,
the rated bus voltage Vdc = 650 V, bus voltage ripple ΔVdc = 6.5 V, maximum
output power POmax of single TL-Boost is 8.5 KW, L1 = L2 = 0.9 mH, Cdc1 =
Cdc2 = 300 uF, and the switching frequency fs = 40 kHz.

In the experiment, the FZ06NBA045FH module from Vincotech Company is
selected as the power switch device of the TL-Boost circuit. The voltage stress of
the switch switches Q1 and Q2 is 600 V, the current stress is 44 A, and the turn-on
resistance is only 0.045 Ω. The voltage stress of diodes D1 and D2 is 600 V, the
current stress is 29 A, the maximum reverse current can reach 70A, and the reverse
recovery time is only 8 ns.

In addition to the basic switching tube and diode, the module also has two
bypass diodes whose voltage stress is 1600 V, current stress is 50 A and turn-on
resistance is only 0.009 Ω. When the output voltage of the PV module is higher
than the bus reference voltage, bypass diodes can bypass the TL-Boost circuit, thus
improving the efficiency of the inverter. Amorphous iron core as the magnetic core
of inductor and VISHAY Company’s 50 uF, 85 °C film capacitor, whose rated
voltage is 800 V, as the bus capacitor are selected. Total number of the capacitor is
14, with two cascades, and then the seven groups in parallel. The final value of the
capacitor Cf = 175 uF, voltage is 1600 V, which meets the design requirements.

As the double TL-Boost circuit is adopted in the front-end DC converter, the
working states of paralleled in the DC bus and two parallel TL-Boost circuit are
exactly the same. So, only one working waveform of the TL-Boost circuit is
analyzed here.

In order to facilitate the observation of changes in the positive and negative bus
voltage Vdc1 and Vdc2, reference points testing positive and negative bus voltage
channel in the oscilloscope are not in the same position. Figure 6 is the startup
waveform of positive and negative bus voltage when pressure control is not added,
namely the soft-start process of TL-Boost circuit. As it can be seen from Fig. 6 that
Vdc1 will decline at the startup and then it will rise very slowly. While Vdc2 rises
quickly after TL-Boost circuit starts, and the maximum deviation of positive and
negative bus voltage is nearly 100 V during the startup. Figure 7 is the startup
waveform, adding voltage balance control based fuzzy control. Vdc1 and Vdc2

increases consistently. Figure 8 is the steady state waveform of inverter after the
startup. The voltage of Vdc1 and Vdc2 remains equal, thus verifying the correctness
of the theory analysis and the feasibility of fuzzy control strategy.
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Figure 9 shows the experimental waveforms of Vdc1 and Vdc2 when PV module
power suddenly changes from 4000 to 8000 W, and Vdc1 and Vdc2 mutation
experiment waveforms. Figure 10 shows the experimental waveforms of Vdc1 and
Vdc2 when PV module power suddenly changes from 8000 to 4000 W. It can be
seen from the experimental results that when power suddenly changes, positive and
negative bus voltage will both have a small fluctuation, but they can still achieve a
neutral-point potential balance, thus achieving the good dynamic characteristics via
fuzzy controller.

In order to verify the advantages on efficiency of the selected power module, the
efficiency of the TL-Boost circuit is tested under different power levels, and the
efficiency curve of prototype is drawn according to the measured experimental data.

dc1V :100V / div

2s / div

dc2V :100V / div a : 20A / divi

Fig. 6 The startup waveform
when fuzzy control is not
added

dc1V :100V / div

2s / div

dc2V :100V / div a : 20A / divi

Fig. 7 The startup waveform
when fuzzy control is added
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dc1V :100V / div

10ms / div

dc2V :100V / div
a : 20A / divi

Fig. 8 The final steady state
waveform when fuzzy control
is added

dc1V :100V / div

200ms / div

dc2V :100V / div

Fig. 9 Waveforms of
positive and negative bus
voltage when power suddenly
bursts

dc1V :100V / div

200ms / div

dc2V :100V / div

Fig. 10 Waveforms of
positive and negative bus
voltage when power suddenly
reduces
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As shown in Fig. 11, efficiency can reach the maximum at about 80 % load and the
maximum efficiency is about 98.3 %.

5 Conclusion

In this paper, the common-mode leakage current on two power switches in the
TL-boost converter under synchronous and phase control is analyzed. It points out
that the synchronous control can reduce the common-mode leakage current of
system impacted by the front-end of TL-Boost circuit. As DC bus voltage may have
the problem of neutral-point potential imbalance at system startup and load muta-
tion, a fuzzy control strategy based on the front-end of TL-Boost circuit is put
forward, thus achieving the balance of the bus voltage between the two capacitors
on the bus side. Finally, an experimental platform is set up and the experimental
results verify the theoretic analysis.
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Path Following Control for Nonholonomic
Mobile Robots with a Distance Between
the Mass Center and the Geometrical
Center

Jiaxin Zuo and Chaoli Wang

Abstract Currently, some path following control problems have been proposed for
nonholonomic wheeled mobile robot (WMR) with driven wheels under the con-
dition that there is a distance between the mass center and the geometrical center.
However, there is lack of the relevant experiment verification except for several
simulations. In this paper, the mathematical model of WMR kinematics is analyzed.
In polar coordinates a new kinematics tracking error model is put forward based on
the WMR, whose mass center does not coincide with its geometrical center. In view
of the grid map model composed of discrete path point path, on the principle of
point stabilization, a new dynamic feedback tracking controller is designed. The
stability of the closed-loop system is rigorously proved. Simulation and experiment
results are provided to illustrate the performance of the control law.

Keywords Nonholonomic system ⋅ WMR ⋅ Path following ⋅ Point
stabilization

1 Introduction

WMR is a typical highly nonlinear nonholonomic system, by the theorem of
Brockett [1], a nonholonomic system cannot be stabilized at a single equilibrium
point by a smooth feedback controller. Mobile robot tracking control mainly
includes the trajectory tracking control [2–4] and path following control [5–7]. Path
following control is for a desired position without time tracking requirements.

The above literature, for the study of the control law is the standard of mobile
robot with two wheel drive, the center of mass and geometric are overlapping. In
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most instances, the mass center of WMR does not coincide with its geometrical
center. Literature [8] for center of mass and geometric center of the model is not
coincidence, using the time-varying continuous control law the problem of con-
trolling the mobile robot’s stabilization can be solved, and using the adaptive
technology to solve the stabilization problem when the distance between the mass
center and the geometrical center is unknown, but did not realize the path following
control. But it lacks the experimental verification.

In this paper, we consider the path following of WMR with driven wheels under
the condition that there is a distance between the mass center and the geometrical
center. In polar coordinates, a new kinematics tracking error model is put forward,
and a new dynamic feedback tracking controller is designed. Based on the kine-
matics of WMR, whose mass center does not coincide with its geometrical center
tracking error model, implementation of a given reference path of the global
asymptotic tracking, the stability of the closed-loop system is rigorously proved.

This paper is organized as follows: Section 2 describes the mathematical model
of WMR. In Sect. 3, In polar coordinates, a new kinematics tracking error model is
put forward and a new dynamic feedback tracking controller is designed. In Sect. 4,
the dynamic stability of the proposed controller is explained. In Sect. 5, the con-
trollers performance is illustrated through simulation and experiment results.
Finally, Sect. 6 draws conclusions.

2 Problem Formulation

The WMR, whose mass center does not coincide with its geometrical center, a
typical example of a WMR is shown in Fig. 1. The two rear wheels of the robot are
controlled independently by motors, and a front castor wheel prevents the robot
from tipping over as it moves on a plane. Point G is geometric center of the WMR,
xG, yGð Þ is the robot center of mass G coordinates in X Y coordinate system. Point
M is mass center of the WMR, xM , yMð Þ is the robot center of mass M coordinates in
X Y coordinate system. The distance between the geometric center point and the
mass center point of the robot is d as shown in Fig. 1.

Fig. 1 The model of WMR
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vM is the speed of the mobile robot center of mass M, according to the robot
model of the kinematic, we can get as follows:

x ̇M = vM cos θ
yṀ = vM sin θ

�
ð1Þ

The geometric center of the mobile robot G and the position relationship
between the center of mass of mobile robot M are shown in Fig. 1.

xG = xM − d cos θ
yG = yM − d sin θ

�
ð2Þ

Derivation of Eq. (2), get (3):

xĠ = xṀ + dθ sin θ
yĠ = yṀ − dθ cos θ

�
ð3Þ

Substituting Eq. (1) into Eq. (3), according to the WMR whose mass center does
not coincide with its geometrical center, analysis, we can get the robot nonholo-
nomic constraints.

xĠ sin θ− yĠ cos θ− dθ=0 ð4Þ

The robot model of the kinematic based on WMR, whose mass center does not
coincide with its geometrical center, can be obtained by the constraint equations.

xĠ = vG cos θ+ dω sin θ
y ̇G = vG sin θ− dω cos θ
θ=ω

8
<

:
ð5Þ

Eq. (5) into a more general kinematics model [6]:

x ̇= v cos θ+ dω sin θ
y ̇= v sin θ− dω cos θ
θ=ω

8
<

:
ð6Þ

where ðx, y, θÞ is WMR pose. The robot has linear velocity v and angular velocity ω.

3 Controller Design

First of all to build the global coordinate system X Y , the position of the robot’s
current position and target position relations there are four kinds of circumstances,
as shown in Fig. 2.
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The robot’s current position in the global coordinate system for pointc xc, ycð Þ,
the robot’s current posture in the global coordinate system for θc, define the
counterclockwise rotation θc is positive, θc ∈ ð− π, π�, counterclockwise rotation θc
is positive, θc ∈ ð− π, π�. The robot’s target posture in the global coordinate system
for θg defines the counterclockwise rotation θg is positive, θg ∈ ð− π, π�.

For the convenience of describing the car position, polar coordinates are
established Xg Yg as shown in Fig. 2.

In the new coordinate system Xg Yg, the robot’s current position coordinates of
xe, yeð Þ, the current attitude to θe, θe ∈ ð− π, π�.
According to the coordinate transformation formula (7) available (8):

xe
ye
θe

0

@

1

A=
cos θg sin θg 0
− sin θg cos θg 0

0 0 1

0

@

1

A
xc − xg
yc − yg
θc − θg

0

@

1

A ð7Þ

Fig. 2 WMR pose relations in polar coordinates and global coordinates
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xe = xc − xg
� �

cos θg + yc − yg
� �

sin θg
ye = − xc − xg

� �
sin θg + yc − yg

� �
cos θg

θe = θc − θg

8
<

:
ð8Þ

Derivation of Eq. (8) available (9):

xė = v cos θe + dω ̂ sin θe
yė = v sin θe − dω ̂ cos θe
θe =ω ̂

8
<

:
ð9Þ

After coordinate transformation, in the new coordinate system Xg Yg, the
Robot’s current posture θe ∈ ð− 2π, 2π�. If θe > π then θe − =2π, if θe < − π then
θe + =2π, available θe ∈ ð− π, π�. θe is the angle between the robot’s current
posture and target posture, with posture toward the target as polar axis direction.
Define the counterclockwise rotation θe is positive, θe ∈ ð− π, π�.

Let ρ be the Euclidean distance between the current robot position and the target
position, ρ≥ 0; αis the angle between the robot’s current posture and ρ, with
direction of the current point to the target point as polar axis direction. Define the
counterclockwise rotation α is positive, α∈ ð− π, π�; β the angle between the
robot’s target posture and ρ, with direction of the target point to the target point as
polar axis direction. Define the counterclockwise rotation β is positive,
β∈ ð− π, π�; arctan 2ðye, xeÞ expression β.

Applying a change of variables, we obtain (10):

ρ
β
α

0

@

1

A=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2e + y2e

p

arctan 2ðye, xeÞ
θe − β+ π

0

@

1

A ð10Þ

Derivation of Eq. (10) available (11):

ρ ̇= xexė + yeyėffiffiffiffiffiffiffiffiffiffi
x2e + y2e

p = − v cos α− dω ̂ sin α

β= yėxe − xėye
x2e + y2e

= − v
ρ sin α+

dω̂
ρ cos α

α̇=ω ̂− β= v
ρ sin α+

dω ̂
ρ cos α+ω ̂

8
>><

>>:
ð11Þ

If d=1, Eq. (11) is equivalent to Eq. (12).

ρ ̇
β
α̇

0

@

1

A=
− v cos α−ω ̂ sin α
− v

ρ sin α+
ω ̂
ρ cos α

v
ρ sin α+

ω ̂
ρ cos α+ω ̂

0

@

1

A ð12Þ

c, s is equivalent to cos α, sin α.
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Set

− c − s
− s

ρ
c
ρ

� �
v
ω ̂

� �
=

u1
u2

� �
,

v
ω ̂

� �
=

cu1 − ρsu2
su1 + cρu2

� �

then (13) yields

ρ ̇
β

� �
=

− c − s
− s

ρ
c
ρ

� �
v
ω ̂

� �
=

u1
u2

� �
ð13Þ

In the same way too:

α ̇=
v
ρ
sin α+

ω ̂
ρ
cos α+ω ̂= s

ρ
c
ρ

� � v

ω ̂

� �
+ω ̂

= s
ρ

c
ρ

� � cu1 − sρu2
su1 + cρu2

� �
+ ðsu1 + cρu2Þ

=
1
ρ

csu1 − ρssu2 + csu1 + ccρu2ð Þ+ ðsu1 + cρu2Þ

= c2u2 + su1 + cρu2 = su1 + ðcρ+ c2Þu2

Through the above calculation, we can get

ρ ̇= u1
β= u2
α̇= su1 + ðc2 + cρÞu2

8
<

:
ð14Þ

Design method of u1 and u2 are as follows:

u1 = − k1 sgn ρ− ρdð Þ
u2 = − k2β

�

ð15Þ

Set ρd >0, k1 and k2 are the parameters of the greater than zero.

4 Stability Analysis

By (15) available: ρ ̇= − k1sgn ρ− ρdð Þ, So ρ the finite time convergence to zero.
β= − k2β, So β Exponentially converge to zero. Will u1 and u2 into (14), available
(16).

α̇= − k1s sgn ρ− ρdð Þ+ ðc2 + cρÞ − k2ð Þβ ð16Þ

Presume ρ> ρd, available (17).
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α̇= − k1s+ ðc2 + cρÞ − k2ð Þβ ð17Þ

Because of the ðc2 + cρÞ bounded, so β exponentially → 0.
Make for α̇= − k1s the asymptotic stability.
Therefore, α̇= − k1s+ ðc2 + cρÞ − k2ð Þβ is the asymptotic stability.
Thus, ρ→ ρd, β→ 0, α→ 0 meet the requirements.

5 Simulation and Experimental Results

The simulation with the robot operating system (ROS) [9]. In view of the above
chapters, the path following control law is designed for simulation is used to verify
the effectiveness of the control algorithm. The path is many track points of an
ordered set, constructs a path composed with path points and a complete path
following simulation used to characterize the design of the path following
controller.

The sampling period is set to T =5ms of the controller. The control parameter is
set to k1 = 2 and k2 = 1 of the controller, according to formula (15) shown in
complete control law for the path following simulation.

Simulation 1
The path following in any curve. Figure 3(1) shows drawing through software,
rendering any curve. Figure 3(2) shows reference curve on ROS. Figure 3(3) shows
a robot path with the control law.

Simulation 2
Drive movement of robot in arbitrary path and real-time data gathering, as shown in
Fig. 4(1). In ROS, the data is read as shown in Fig. 4(2) from the reference path.
Path following by robot is shown in Fig. 4(3)–(6).

Through the simulation results, it can be seen above that the control law (15) can
make the robot tracking control for any path. So in this section, the designed path
following controller is effective in accord with the actual ability to execute non-
holonomic mobile robot.

Experiment on Turtlebot which is wheeled mobile robot, the experiment plat-
form, is shown in Fig. 5 to design the path following experiment.

(1)                         (2) (3)

Fig. 3
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Set the maximum linear velocity of vmax = 2m ̸s and the maximum angular
velocity of ωmax = 1 rad ̸s. Set the maximum linear acceleration of v ̇max = 0.4m ̸s2

and the maximum angular acceleration of ω ̇max = 0.7 rad ̸s2.
Figure 6(1) shows the robot experiment in real environment. Figure 6(2) shows

the robot with a laser radar built map in the real environment. Figure 6(3) shows the
reference path of the robot from the starting position to the target position. Figure 6
(4) shows the robot path with the control law.

Combined with Fig. 6, we can see that with the adoption of a reasonable speed
and acceleration limit strategy, robot’s actual motion path is very smooth and very

(1)                         (2) (3)

(4)                         (5) (6)

Fig. 4

Fig. 5
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close to the planned path. Through the analysis of the above results, the stability of
the path following controller under the action of the control of the controller, WMR
path following was completed well.

6 Conclusions

In this article, the center of mass and geometric center misalignment of WMR path
following problems were studied. In this paper, a new dynamic feedback tracking
controller is designed. The controller ensures that the actual path asymptotically
converges to a given reference path, and the controller is smooth and global. The
method has strong robustness and is suitable for the control of center of mass and
geometric center misalignment of WMR. Simulation and experimental results show
the effectiveness of the proposed control law. In the future, further improvement is
needed for the wheeled mobile robot movement speed, and control strategies need
further ascension.
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Looking After the House Using the Mobile
Phone to Control the Robot Remotely
on the Internet

Hongwu Sun and Chaoli Wang

Abstract In this chapter, we can use our mobile phone to remotely control our
mobile robot on the Internet basing on the TCP/IP protocol. We make an app
installed in our mobile phone based on Android. We can see the real-time video
translated from the camera fixed on the robot. The robot can translate the real-time
video of the environment the robot stays to our mobile phone. The mobile phone
can display the real-time video directly. When we control the robot, we can see how
the mobile robot moves at the same time. When the robot meets the obstacles using
the ultrasonic sensors, the robot can stop and translate this warning to the mobile
phone. When we finish the control work, we can control our robot to move to the
destination to get the electric charge. We can use our robot to see the rooms of our
house, when we have left our house for a long time. It is very convenient for us to
look after our house.

Keywords Mobile robot ⋅ Remotely control ⋅ Android ⋅ Real-time video

1 Introduction

In recent years, the intelligence of the mobile robot is improved very quickly. The
mobile robot can do many things that human beings cannot do. Using the robot to
look after the house is necessary in our life. There are many mass casualties and
disaster events occur everyday, such as fire disaster, earthquake, flood, mine dis-
aster, and nuclear radiation. In such dangerous situations, the mobile robot is very
important for us to help us to rescue in disasters [1]. We can also use our mobile
robot to explore the strange places[2, 3].
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When we want to control the mobile robot to do some things, the communication
is very important for us. The Bluetooth technology is often used to communicate in
our life [4, 5]. But, the transmission distance of the Bluetooth is short about 10
meters. So, the Bluetooth is fit only for the short distance transmission. The ZigBee
technology and CAN communication technology are used in the industry widely. In
this chapter, we use the WiFi technology to communicate. We can use our mobile
phone to control the mobile robot remotely on the Internet. The CDMA networking
is used to make sure that the robot can move safely [6]. This method by using the
mobile phone based on Android is convenient and clear to control the robot. Now
the Android is widely used in our life [7, 8]. The mobile phone can be used for the
mobile robot to navigate [9]. The mobile phone is used to monitor the temperature
and the humidity of the house remotely [10].

The real-time video is very important for us to control the robot. The remote
video surveillance is necessary for us to rescue. Based on the vision, the mobile
robot can navigate well. Based on visual feedback, [11] remotely controls the
manipulator to accomplish a task. The video can be used to recognize the object.
Now the video surveillance is used widely in our life.

This chapter discusses on how we can use our mobile phone to control the
mobile robot to move using WiFi technology on the Internet. We will also discuss
how the real-time video is translated from the robot, when we control the mobile
robot at the same time. By doing that, the mobile robot can move to the destination
safely. We can use our mobile phone to choose the parameters and modes of robot.

2 System Analysis and Design

Our system contains the mobile phone and the mobile robot. We call the mobile
phone as the client and the mobile robot as the server. We connect the client and the
server using the WiFi on the Internet. The robot can make videos using the camera
fixed on it. Once the client gets communicated with the server successfully, the
client gets the real-time video from the server. We can control the mobile robot
based on the video.

Ultrasonic sensors are fixed on the mobile robot. The server prevents the mobile
robot crashing the obstacles. When the obstacles are in the range, the mobile robot
can identify, stop, and translate the warning to the client, thereby overcome the
obstacles and move safely without any crash. We can adjust the direction based on
the message translated from the robot and the real-time video. We have made an
app that can control the mobile robot based on Android. The communication
between the client and the server based on TCP/IP protocol can provide high
quality correspondence. In this experiment, the MT-R robot with a computer is the
server, and the mobile phone with an app installed is the client. The procedure of
the system is shown as Fig. 1.
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As shown in Fig. 1, we know that the system has two parts: the client and the
server. The client, an app made based on Android, should be installed in the mobile
phone. Once the client gets communicated with the server, the client can send the
orders to the server. The client will receive the real-time video from the server at the
same time. Certainly, when the robot meets the obstacles using the sensors, the
client will get the warning from the robot. The robot will stop to wait for next order.

The server, the MT-R robot is installed with the computer and the camera and
some sensors as the server. After the client gets communicated with the server, the
server will open the camera fixed on the robot and send the real-time video to the
client. After the server receives the orders from the client, the robot can go ahead,
go back, turn left, turn right, and stop.

3 The Function of the System

3.1 The Introduction of the Client

As shown in Fig. 2, we can know the procedure that the client works. The figure
tells us how they get communicated with each other and how the mobile phone
controls the mobile robot.

Fig. 1 The procedure of the system
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We make an app based on Android and we install the app in our mobile phone.
The control surface is shown in Fig. 3.

(1) As shown in Fig. 3a, when the app is opened in our mobile phone, we can
choose to input some parameters. We can choose whether open the camera and
some sensors or not. We also can choose the modes. As shown in the control
surface of the client, we should input the server’s IP address and socket. Then
we click the save button, the client will save the parameters we setting.

Fig. 2 The flow diagram of the client
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(2) After we click the back button, we go back to the Fig. 3b. We should click the
connection and the monitor button. The client will get communicated with the
server. After they get connected with each other, we can click the forward
button, back button, turn left button, turn right button, and stop button to send
the orders to the server. The client will receive the real-time video from the
server as the same time and display on the screen of the mobile phone.

3.2 The Introduction of the Server

As shown in Fig. 4, we know how the server works. There are two flow diagrams in
the server. The first flow diagram shows how the server receives different motion
orders. The second flow diagram shows how the real-time video is translated.

The server control panel is shown as Figs. 5 and 7. The client receive the
real-time video is shown in Fig. 6.

(1) The server has two programs. The first program of the server can translate the
real-time video to the client after the server gets connected with the client. The

(a) The client control panel-1 (b) The client control panel-2 

Fig. 3 The client control panel
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second program of the server is used to control the mobile robot to move after
receiving the orders from the client. The robot can translate the warning to the
client after meeting the obstacles.

(2) As shown in Fig. 5, the program can translate the real-time video to the client
and play the real-time video on the screen of the computer at the same time.

(3) As shown in Fig. 7, we make a MFC program to control the robot. After the
mobile robot receives the orders from the mobile phone, the program uses the
motors to realize that the robot can go forward, go back, turn left, turn right,
and stop. We can set the speed and acceleration in the MFC program.

(4) As shown in Fig. 6, once the mobile phone gets connected with the robot, the
robot begins to use the camera to get the real-time video and translates the
video to the mobile phone. The mobile phone will play the real-time video.
After the mobile phone receives the video, we can control the mobile robot to
navigate better.

(a) The procedure of server panel-1           (b) The procedure of server panel-2

Fig. 4 The procedure of the server
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Fig. 5 The server video panel

Fig. 6 The mobile phone panel
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4 The Underlying Control of the Robot

Once the server receives the orders from the client, the robot moves based on
different orders. The robot has three wheels. The two wheels should be driven by
two servo motors. The last one is a tail wheel. We can control the speed of the two
wheels based on different orders. The two wheels have the same positive speed; the
robot can go ahead. The two wheels have the same negative speed; the robot can go
back. The left wheel has a positive speed, and the speed of the right wheel is zero,
the robot can turn left. The right wheel has a positive speed, and the speed of the left
wheel is zero, the robot can turn right. When the speed of the two wheels is zero,
the robot can stop.

The robot has six ultrasonic sensors. These ultrasonic sensors are fixed around
the robot. It is important for us to insure that the robot does not crash the obstacles.
When the obstacles are in the range, the sensors detect for the robot can stop and
send the warning to the robot.

5 The Video Transmission

As shown in Fig. 6, we can see that the mobile phone plays the real-time video
directly. We can control the mobile robot remotely by seeing the real-time video.
The quality of the real-time video transmission is so important for us to control the

Fig. 7 The MFC panel
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mobile robot remotely. In this experiment, the transmission of the video is based on
the RTP/RTCP protocol. We use the H.264 compression algorithm to deal with the
video. When the mobile phone receives the video data, it should be decompressed
as the compression sequence. The mobile phone can display the video on the
mobile phone after the video is decompressed.

We use the camera fixed on the robot to get the video. The robot can display the
video on the computer screen. The robot can translate the video to the mobile phone
at the same time.

We use the H.264 compression algorithm to deal with the video data. In this
paper, we use the RTP protocol to translate the real-time video to the mobile phone.
My mobile phone can display the video on the screen.

6 Conclusions

In this chapter, we learnt that how we can use our mobile phone to control the
mobile phone remotely. We have also seen that the real-time video can be translated
from the robot on the mobile phone. Even though we have faced many problems in
the early stages, they are resolved in the end.

References

1. Fang X, Xi ZW (2009) Our country family service robot industry development present
situation investigate report. Robot Tech Appl 2

2. Fong T, Nourbakhsh I (2005) Interaction challenges in human-robot space exploration.
Interactions 12:42–45

3. Podnar G, Dolan J, Elfes A, Bergerman M, Brown HB, Guisewite AD (2005) Human
telesupervision of a fleet of autonomous robots for safe and efficient space exploration. In:
Proceedings of the 1st ACM SIGCHI/SIGART conference on human-robot interaction, Salt
Lake City, Utah, USA

4. Nadvornik J, Smutny P (2014) Remote control robot using android mobile device. In: 2014
15th International Carpathian control conference (ICCC), 2014

5. Li H, Dai Z (2010) A semiautonomous sprawl robot based on remote wireless control. Robot
Biomimetics—ROBIO

6. Ryu JG, Shin HM, Kil SK et al (2006) Design and implementation of real-time security guard
robot using CDMA network[C]. In: Advanced communication technology, 2006.
ICACT2006. The 8th international conference. IEEE, 2006, vol 3:6, pp 1906

7. Slany W (2012) A mobile visual programming system for android smartphones and tablets
[C]. In: Symposium on visual languages and human-centric computing: poster and demos.
IEEE, pp 265–266

8. Bodenstein C, Tremer M, Overhoff J et al (2015) A smartphone-controlled autonomous robot
[C]. In: The 12th international conference on fuzzy systems and knowledge discovery
(FSKD), 2015, pp 2314–2321

Looking After the House Using the Mobile Phone … 627



9. Wang Q, Pan W, Li M (2014) Robot’s remote real-time navigation controlled by smart phone.
In: 2012 IEEE international conference on robotics and biomimetics (ROBIO), China, 2014

10. Zhi-Hui D, Yun-hang Z (2014) The design and implement of household robot based on
android platform. In: IEEE workshop on advanced research and technology in industry
applications, pp 449–52

11. Kofman J, Xianghai W, Luu TJ, Verma S (2005) Teleoperation of a robot manipulator using a
vision-based human-robot interface. IEEE Trans Ind Electron 52(5):1206–1219

628 H. Sun and C. Wang



Adaptive Neural Output Feedback Control
for Flexible-Joint Robotic Manipulators

Lingjie Gao, Qiang Chen and Linlin Shi

Abstract In this chapter, an adaptive neural output feedback control scheme is
proposed for flexible-joint robotic manipulators. First, the mathematical model of a
robotic manipulator is built with considering flexible joints. Then, a Luenberger
state observer is employed to estimate the unknown states such that the constriction
that all the states should be available for measurements can be relaxed. In order to
achieve a satisfactory tracking performance, an adaptive controller is designed by
combining neural network control and dynamic surface control techniques to avoid
the so-called “explosion of complexity” problem. With the proposed scheme, the
tracking error can be guaranteed to converge to a small neighborhood around zero,
and simulation results show the effectiveness of the developed method.

Keywords Flexible-joint system ⋅ Adaptive neural control ⋅ State observer

1 Introduction

Over the past decades, electromechanical servo system has been widely studied,
such as robotic manipulators, motor servo system, and so on [1–3]. As a popular
automatic equipment, robotic manipulators have attracted considerable attention
and been widely applied to the field of industrial automation [4, 5]. Since the
existence of the inferior flexibility may affect the practical control precision, the
joint flexibility should be taken into account in both modeling and control of
manipulators, in which torsional elasticity is introduced [6].
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So far, many significant researches have been presented to handle the issue of
joint flexibility to achieve a better tracking performance. In [6], an adaptive state
feedback controller for flexible-joint manipulators is presented using the back-
stepping technique. However, when some states are immeasurable, the
above-mentioned researches may not be applied directly. In [7], an extended state
observer-based control scheme is developed for trajectory tracking of flexible-joint
robotic manipulators with partially known model. Therefore, the control task of the
flexible-joint robotic manipulators with immeasurable states and model uncertain-
ties is still a challenging work.

In this paper, an adaptive neural output feedback control scheme is presented for
the tracking control of flexible-joint manipulators with immeasurable states and
model uncertainties. The unknown states are estimated using a Luenberger state
observer, and the output feedback controller is designed based on the estimated
states and dynamic surface control technique. Moreover, the model uncertainties of
the system are approximated by employing radial basis function (RBF) neural
networks. The position tracking error is proven to converge to a small neighbor-
hood around zero via the Lyapunov synthesis.

2 System Description

As shown in Fig. 1, the considered single-link robotic manipulator system taken
from [6] is expressed as

Iq ̈1 +Kðq1 − q2Þ+MgL sinðq1Þ=0
Jq2̈ −Kðq1 − q2Þ= u

�
ð1Þ

where q1 and q2 are the angles of the link and motor, respectively, g is the
acceleration of gravity, I is the link inertia, J is the inertia of the motor, K is the
spring stiffness, M and L are the mass and length of link, respectively, and u is the
input torque.

For the purpose of simplifying the controller design, define x1 = q1, x2 = q1̇ = x1̇,
x3 = q2, and x4 = q2̇ = x3̇ and the system (1) can be transformed into

Fig. 1 Schematic of
flexible-joint manipulator
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x1̇ = x2 + f1ðXÞ
x2̇ = x3 + f2ðXÞ
x3̇ = x4 + f3ðXÞ
x4̇ = 1

J u+ f4ðXÞ
y= x1

8
>>>><

>>>>:

ð2Þ

where X = x1, x2, x3, x4½ �T ∈ R4, f1ðXÞ=0, f2ðXÞ= − MgL
I sin x1 − K

I x1 − x3 + I
K x3

� �
,

f3ðXÞ=0, and f4ðXÞ= K
J ðx1 − x3Þ, the output y is measurable directly and states

xtðt=2, 3, 4Þ are immeasurable.
Rewrite (2) in the following form:

X ̇=AX +FðXÞ+Bu+Ly ð3Þ

where A=
L3 I3
l4 01× 3

� �
, L3 = l1, l2, l3½ �T , B= 0, 0, 0, 1

J

� �T , and FðXÞ=
f1ðXÞ, f2ðXÞ, f3ðXÞ, f4ðXÞ½ �T .
The parameters liði=1, 2, 3, 4Þ are chosen such that the characteristic polyno-

mial of matrix A is strictly Hurwitz, and the control objective is to design the
controller u such that the output y follows the desired position trajectory yr .

3 Observer Design

Consider the following observer that estimates the immeasurable state variables
X in (3)

X ̂
.

=AX ̂+FðX ̂Þ+Bu+Ly ð4Þ

where X ̂= x1̂, x2̂, x3̂, x4̂½ �T and xî are the estimation of xi,

FðX ̂Þ= f1ðX ̂Þ, f2ðX ̂Þ, f3ðX ̂Þ, f4ðX ̂Þ
� �T

, f1ðX ̂Þ=0,
f2ðX ̂Þ= − MgL

I sin x1̂ − K
I x1̂ − x3̂ + I

K x3̂
� �

, f3ðX ̂Þ=0,
f4ðX ̂Þ= l4ðx1 − x1̂Þ+ K

J x1̂ − x3̂ð Þ.

Let ei = xi − xîði=1, 2, 3, 4Þ be the observer error. From (3) and (4), the
observer-error equation can be expressed as follows:

E ̇=AE +FðXÞ− FðX ̂Þ, ð5Þ

where E= ½e1, e2, e3, e4�T .
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Construct the following Lyapunov function candidate

Ve =ETPE ð6Þ

where P=PT >0.
In view of (5), the time derivative of Ve is

Vė =ETðATP+PAÞE+2ETP FðXÞ− F X ̂
� �� �

. ð7Þ

According to the mean-value theorem, the term 2ETP FðXÞ−FðX ̂Þ� �
can be

transformed into

2ETP FðXÞ−FðX ̂Þ� �
=ET P

∂F
∂x

+
∂F
∂x

	 
T

P

" #

E ð8Þ

where ∂F
∂x is a Jacobin matrix with its element at the of ith row and the jth column

being ∂fi
∂xj
.

Substitute (8) into (7) and choose a proper matrix A such that and we have

V ̇e ≤ ET PA+ATP+P
∂F
∂x

+
∂F
∂x

	 
T

P+ I

" #

E<0. ð9Þ

4 Controller Design and Stability Analysis

In this section, an adaptive neural control scheme is developed for flexible-joint
robotic manipulators (2) based on the observer (4) and dynamic surface control
technique. The whole control process includes the following steps.

Step 1:
Define the tracking error s1 = y− yr and differentiating s1 yields

s1̇ = y ̇− yṙ = x2̂ + e2 − yṙ. ð10Þ

Consider the Lyapunov function candidate V1 = 1
2 s

2
1, whose time derivative is

V 1̇ = s1̇s1 = s1ðx2̂ − yṙÞ+ s1e2. ð11Þ

Applying Young’s inequality 2ab ≤ a2 + b2, we can obtain the following
inequality
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s1e2 ≤
1
2
s21 +

1
2
e22 ≤

1
2
s21 +

1
2
ETE. ð12Þ

By regarding x2̂ is a virtual control input, we choose α1 ≜ x2̂ as intermediate
control input as follows:

α1 = − ðc1 + 0.5Þs1 + yṙ ð13Þ

where c1 > 0 is a positive parameter.
To avoid the problem of “explosion of complexity” in [6], we introduce a state

variable z2 and let α1 pass through a first-order filter with a time constant τ2 > 0 as
follows:

τ2z2̇ + z2 = α1, z2ð0Þ= α1ð0Þ. ð14Þ

Define the output error of the first-order filter as

χ2 = z2 − α1 ð15Þ

From (11) to (15), we can obtain

V ̇1 ≤ s1s2 + s1χ2 − c1s21 +
1
2
ETE ð16Þ

where s2 = x2̂ − z2.
Step 2:
The time derivative of s2 is

s2̇ = x2̂ − z2̇ = x3̂ + l2 x1 − x1̂ð Þ− z2̇ + f 2̂ ð17Þ

where the uncertainty f 2̂ is approximated by the following neural network

f 2̂ =W*φðZÞ+ ε2 ð18Þ

where Z = xT̂1 , x
T̂
3

� �T ∈ R2 is the input vector, W* = w1, . . . ,wL½ �T ∈ RL is the ideal
weight matrix, and ε2 is the bounded approximation error satisfying ε2j j ≤ ε*N2 with
ε*N2 being a positive constant, the NN node number L>1φðZÞ= φ1ðZÞ, . . . ,φ5ðZÞ½ �
with φiðZÞ commonly being used as the Gaussian function, which is in the
following form

φiðZÞ= exp
− kZ − c2j k

b2j

" #

i=1, 2, . . . , n; j=1, 2, . . . , Lð Þ ð19Þ
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where the input of NN n>1, cj = c11, c12, . . . , c1L½ �T and bj are the center of the
receptive field and the width of the Gaussian function, respectively.

Construct the following Lyapunov function:

V2 =
1
2
s22 +

1
2
χ22 +

1
2γ2

W̃
T
W̃ +

1
2η2

ε ̃2N2 ð20Þ

where γ2 and η2 are positive parameters, W̃ =W* − Ŵ and εÑ2 = ε*N2 − εN̂2, Ŵ and
εN̂2 are the estimations of W* and ε*N2, respectively.

In view of (14) and (15), we can obtain

χ2̇ = ż2 − α̇1 = −
χ2
τ2

+B2 s1, s2, χ2, yr, yṙ, yrð Þ ð21Þ

where the function of B2 satisfies B2j j≤M2 and M2 is a positive parameter.
Set the virtual input α2 as

α2 = − l2e1 − ŴφðZÞ+ z2̇ − c2s2 − εN̂2 tanh
s2
δ2

	 

ð22Þ

where c2 and δ2 are positive parameters.
Similarly, introduce a new state variable z3 and let α2 pass through a first-order

filter with a time constant τ3 > 0 as follows:

τ3ż3 + z3 = α2, z3ð0Þ= α2ð0Þ. ð23Þ

Define the output error of the first-order filter as

χ3 = z3 − α2. ð24Þ

From (14) and (15), we can obtain the derivative of V2

V ̇2 ≤ s2 s3 + χ3ð Þ− c2s22 −
χ22
τ2

+
σ2
γ2

W̃
T
Ŵ + χ2B2 + ε*N2 s2j j− s2 tanh

s2
δ2

	 
� �

+ ε*N2s2 tanh
s2
δ2

	 

− εN̂2s2 tanh

s2
δ2

−
1
η2

εÑ2ε ̂Ṅ2
ð25Þ

where s3 = x3̂ − z3.
The adaptive laws of Ŵ and εN̂2 are given as

Ẇ̂ = r2s2φ2ðZÞ− σ2Ŵ

ε ̂Ṅ2 = η2s2 tanh
s2
δ2

� �
(

ð26Þ

where r2, σ2, and δ2 are positive parameters.
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Then, use the facts

0≤ xj j− x tanh
x
δ

� �
≤ 0.2785δ ð27Þ

and

σ2
γ2

W̃
T
Ŵ =

σ2
γ2

W̃
T
W* − W̃
� �

≤ −
σ2kW̃2k
2γ2

+
σ2kW*2k

2γ2
ð28Þ

Substitute (26)−(28) into (25), and we have

V 2̇ ≤ s2 s3 + χ3ð Þ− c2s22 −
χ22
τ2

+ χ2B2 + 0.2785δ2ε*N2 +
σ2kW*2k

2γ2
. ð29Þ

Step 3:
Following the similar procedures of the Step 2, consider the following Lyapunov

function candidate

V3 =
1
2
s23 +

1
2
χ23 ð30Þ

and set the virtual input α3 as

α3 = − l2e1 + z3̇ − c3s3 ð31Þ

where c3 is a positive parameter.
Then, we can obtain

V ̇3 ≤ s3ðs4 + χ4Þ− c3s23 −
χ23
τ3

+ χ3B3 ð32Þ

where s4 = x4̂ − z4, χ3 = z3 − α1, and the function of B3 satisfies B3j j≤M3 with M3

being a positive parameter.
Step 4:
Similarly, the following neural network is utilized to approximate the nonlinear

uncertainty f 4̂

f 4̂ = θ*φðZÞ+ ε4 ð33Þ

where θ* = θ1, . . . , θ5½ �T ∈R5 is the ideal weight matrix and ε4 is the bounded
approximation error satisfying ε4j j≤ ε*N4 with ε*N4 being a positive constant.
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Construct the following Lyapunov function candidate

V4 =
1
2
s24 +

1
2
χ24 +

1
2γ4

θTθ+
1
2η4

ε ̃2N4 ð34Þ

where γ4 and η4 are positive parameters, θ ̃= θ* − θ ̂ and εÑ4 = ε*N4 − εN̂4, θ ̂ and εN̂4
are the estimations of θ* and ε*N4, respectively.

The control law u is designed as

u= − J l4e1 + θ ̂φ Zð Þ− z ̇4 − c4s4 − εN̂4 tanh
s4
δ4

	 
� �
ð35Þ

where c4 and δ4 are positive constants, and the adaptive laws of θ ̂ and ε ̂N4 are

θ ̇= r4s4φðZÞ− σ4θ ̂

ε ̂Ṅ4 = η4s4 tanh
s4
δ4

� �
(

ð36Þ

where r4 are σ4 are positive constants.
Differentiating (34) yields

V ̇4 ≤ − c4s24 −
χ24
τ4

+ χ4B4 + 0.2785δ4ε*N4 +
σ4kθ*2k
2γ4

ð37Þ

where the time constant τ4 > 0 and the function of B3 satisfies B3j j≤M3 with M3

being a positive parameter.
Finally, construct the following Lyapunov function candidate

V=Ve +V1 +V2 +V3 +V4 ð38Þ

According to (9), (16), (29), (32), and (37), differentiate (39) with respect to time
and we can obtain

V ̇≤ − ∑
4

k=1
α0s2k +6η+0.2785 δ2ε

*
N2 + δ4ε

*
N4

� �
+

σ2kW*2k
2γ2

+
σ4kθ*2k
2γ4

ð39Þ

where α0 and η are positive constants.
Consequently, all the signals of the closed-loop system are semiglobally uni-

formly bounded, and the output tracking error s1 converges to a small neighborhood
around zero on the condition that the parameters are chosen properly.
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5 Simulation Results

In this section, simulation examples are carried out to show the feasibility and
superiority of the proposed scheme. The sinusoidal wave yr = sin t is adopted as the
desired reference signal.

The initial conditions of the system are x1, x2, x3, x4½ �T = 0, 0, 0, 0½ �T ,
x1̂, x2̂, x3̂, x4̂½ �T = 0, 0.5, 0.5, 0.5½ �T , θ2̂ = θ4̂ = 1, 1, 1, 1, 1, 1, 1½ �T , and εN̂2 = εN̂4 =
0.01. The parameters of state observer are L= 12, 40, − 6, − 32½ �T . The control
parameters are chosen as c1 = 4.5, c2 = 3.5, c3 = 2.5, and c4 = 9. The constants of
adaptive laws are r2 = 0.2, r4 = 0.2, δ2 = 0.3, and σ2 = σ4 = 0.01. The time constants
are τ1 = 0.01, τ2 = 3, and τ3 = 2. The RBF NN parameters are
cij = − 3− 2− 10123½ � and bj =0.5. The system parameters are MgL=5, I = 1,
J = 1, and K= 40. The simulation results are shown by Figs. 2, 3, 4, 5, 6, and 7.

Fig. 2 State x1 and its
estimation x1̂

Fig. 3 State x2 and its
estimation x2̂
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Fig. 4 State x3 and its
estimation x3̂

Fig. 5 State x4 and its
estimation x4̂

Fig. 6 Position tracking
performance
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Figures 2, 3, 4, and 5 show the estimation performance of states xiði=1, 2, 3, 4Þ
and corresponding errors ei, respectively. We can clearly see that all the estimation
states tracks actual states with a small observed errors. The tracking trajectory and
tracking error are shown in Figs. 6 and 7, respectively. Obviously, the tracking
error can converge to a small neighborhood around zero. From the aforementioned
figures, it is clear that the proposed adaptive neural output feedback control scheme
can achieve a good tracking performance for the system (2) with immeasurable
states.

6 Conclusion

In this paper, an adaptive neural output feedback control scheme is investigated for
single-link flexible-joint robotic manipulator systems with immeasurable states. The
immeasurable states are estimated by constructing a Luenberger state observer, and
model uncertainties are approximated by using RBF neural networks. Based on the
dynamic surface control scheme, the adaptive controller is designed to avoid the
problem of “explosion of complexity.” Simulation results illustrate that the pro-
posed method is effective to achieve a good tracking performance.
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Fig. 7 Position tracking error
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