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Autonomous Control of Mobile Robots
for Opening Doors Based on Multi-sensor
Fusion

Xiaomei Ma and Chaoli Wang

Abstract This paper presents a method of opening doors by mobile robots
autonomously. Considering that the existing fingerprint lock will collapse when
finger injures, the use of robot shows its durability and convenience, and it avoids
carrying even losing keys trouble, and incarnates people’s awareness of
intelligent robot era. In this robot opening door system, a mobile phone is applied to
send open-door command, the robot receives the command via Wi-Fi, then plans
path based on laser sensor and encoder sensors to move to the door position, and
aims at the door handle based on visual servo, and finally opens the door. Exper-
iments have proved the validity and feasibility of the presented method. Meanwhile,
we are discussing other applications of this method.

Keywords Service robot ⋅ Path planning ⋅ Multi-sensor fusion ⋅ Inverse
kinematics

1 Introduction

Nowadays, the application of mobile robots is expanding extremely, not only in
industry, agriculture, national defense, service industry, but also in mine, hunting,
rescue, radiation, and space field such as harmful and dangerous occasions, and all
these fields receive very good application [1]. Being an active research area for a
long time, autonomous robotics has attracted more and more attention [2]. Taking
sweeping robot for example, it comes into millions of households and is accepted
by more and more ordinary people.
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Navigation technology is one of the core technologies of mobile robots. The
main navigation methods include: magnetic navigation, inertial navigation, GPS
navigation, road navigation, visual navigation, voice navigation, and so on. GPS
navigation systems can be found in motor vehicles and other various land-based
vehicles. Paper [3] concludes that the accuracy of the GPS position fixes has a
significant impact on the relative contributions that each dead-reckoning navigation
sensor error makes. The RGB-D (Kinect-style) camera provides high quality syn-
chronized videos of both color and depth, and dramatically increases robotic object
recognition, manipulation, navigation, and interaction capabilities [4, 5]. Paper [6]
presents an incremental method for concurrent mapping and localization for mobile
robots equipped with 2D laser range finders, and illustrates that accurate maps of
large, cyclic environments can be generated even in the absence of any odometric
data. This paper adopts laser positioning and navigation to resolve path planning
problem in the environment with complex obstacles.

This paper focuses on the navigation based on the laser scanner and encoder
sensors, the positioning of the door handle based on Kinect, and the inverse
kinematics of the manipulator.

2 System Description

This system is designed for mobile robots to open doors autonomously as long as
users send open command. Figure 1 is a flowchart showing an overall operation of
the system.

The difficulties mainly lie in the path planning and navigation of mobile robot in
the environment with complex obstacles, the alignment of the door handle with
robot, and the inverse kinematics of the manipulator.

Start

Mobile phone transmits open door command

Controller (C) receives the command via Wi-Fi 

Voice prompts: Please wait

C  plans path and controls the robot to move to the target point

C calls the manipulator to conduct the open action 

Voice prompts: Please come in

End

Fig. 1 The overall operation
of the system
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3 Laser Positioning and Navigation

The indoor map information is stored in the configuration file in advance, If in a
new environment, the configuration file needs to be modified.

In order to achieve navigation and path planning of mobile robot in the envi-
ronment with complex obstacles, this paper combines laser scanner with encoder
sensors to achieve the best positioning effect. Laser scanner data and the robot
current pose are used to update the map.

A-star algorithm is used to plan the path [7–9]. The planned path, which are a
series of inflection points are recorded. The speed and the motion direction of the
robot is calculated according to the robot’s current pose and the target (door)
position, the robot is controlled to move along the inflection points until it arrives at
the target point. The navigation and path planning program interface is shown in
Fig. 2.

Left is map display part, which is responsible for the real-time display of the map
and path. Right top is the laser scanner device connection part. Right center is
motion control part, which is designed to control the robot to move forward,
backward, turn left, turn right, and stop. Right bottom is target point input
part. Robot pose part is used to set the robot current pose.

Fig. 2 The navigation and path planning program interface
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4 Control Algorithm of the Manipulator

The open action is realized by manipulator rotating the door handle. Manipulator
aligns door handle is the premise. However, manipulator usually misaligns the door
handle when robot arrives at the door position.

This paper adopts a Kinect to obtain the target position. Since Kinect is RGB-D
style, it provides both color and depth information. A red square mark is used to
solve the alignment problem. The centroid of the red square is installed at the same
vertical line with the door handle. The alignment is achieved by aligning the
manipulator with the red marker. By handling the video captured by Kinect, robot is
controlled to move right or left to align the red mark. Figure 3 shows the red mark
and its extraction. Mathematical morphology is applied in the process of digital
image processing [10–12].

The deployed manipulator is four DOF. D-H method is used to establish the
coordinate frames [13]. The manipulator with D-H link coordinate frames is shown
in Fig. 4.

Table 1 displays the D-H link parameter. Coordinate frame i− 1 can be trans-
formed into i through the following consecutive relative movement:

Fig. 3 The red mark and its
extraction
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2θ

4θ

3θ

4d

3d

2d

1d

Fig. 4 The manipulator with
D-H link coordinate frames
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Step 1 Translate di from xi− 1 to xi along zi− 1.
Step 2 Rotate θi angle from xi− 1 to xi about zi− 1, θi ∈ − π, πð �.
Step 3 Translate ai from zi− 1 to zi along xi.
Step 4 Rotate angle αi from zi− 1 to zi about xi. αi ∈ − π, πð �.
The homogeneous transformation matrix of the continuous relative transfor-

mation is defined as

Ai− 1
i =TranszðdiÞRotzðθiÞTransxðaiÞRotxðαiÞ=

ci − cαisi sαisi aici
si cαici − sαici aisi
0 sαi cαi di
0 0 0 1

2
664

3
775

ð1Þ

where si ≜ sin θi, ci ≜ cos θi, sαi ≜ sin αi, cαi ≜ cos αi.
Substituting D-H parameter in Table 1 into Eq. (1) leads to

A0
4 =A0

1A
1
2A

2
3A

3
4 =

c12c34 s12 c12s34 d3s12 + d4s12
s12c34 − c12 s12s34 − d3c12 − d4c12
s34 0 − c34 d1 + d2
0 0 0 1

2
664

3
775 ð2Þ

where cij ≜ cosðθi + θjÞ, sij ≜ sinðθi + θjÞ.
It needs to control the gripper of the manipulator to move to the door handle

position. The pose of gripper can be obtained as long as the robot aligns the door
handle with the known height of door handle and the distance between it and robot
which is obtained from the Kinect. Namely, A0

4 is known, each joint variable
q= ½q1, q2, q3, q4�T should be solved according to the joint conversion relationship,
which belongs to classic inverse kinematics of robot [13].

The joints 2 and 3 of the manipulator are mainly controlled. The simplified
model is shown in Fig. 5. The angle coordinates of the two joints ðq1, q2Þ are solved
from the coordinates of the end of the manipulator ðz1, y1Þ in working space.

Doing geometric analysis according to Fig. 5 leads to Eq. (3)

z1 = l1 sin q1ð Þ+ l2 sin q1 + q2ð Þ
y1 = l1 cos q1ð Þ+ l2 cos q1 + q2ð Þ

�
ð3Þ

Solving Eq. (3) leads to Eqs. (4) and (5)

Table 1 D-H parameter i ai αi di θi

1 0 0 d1 (constant) θ1
2 0 π 2̸ d2 (constant) θ2
3 0 0 d3 (constant) θ3
4 0 π 2̸ d4 (constant) θ4
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q1 = arccos
z21 + y21 − l21 − l22

2l1l2

� �
ð4Þ

q2 =
p1 − p2, q1 > 0
p1 + p2, q1 ≤ 0

�
ð5Þ

where p1 = arctan y1
z1
, p2 = arccos z21 + y21 − l21 − l22

2l1
ffiffiffiffiffiffiffiffiffiffi
z21 + y21

p
� �

.

5 Experiment Results

In order to verify the effectiveness of the proposed method, a mobile robot equipped
with two 70 W DC motors and optical encoders with a precision level of 500 pulses
rotation were used.

As shown in Fig. 6, the mobile robot is equipped with a laser scanner, a Kinect, a
four-DOF manipulator with a single-DOF gripper. The UST-10LX model laser
scanner communicates with the interface via internet. The 2D plane measuring range
of the laser scanner is 270° with angular resolution of 0.25°. The maximum mea-
suring distance is 30 m. The main controller was designed with a PC. The robot can
be controlled by two motors to move forward, backward, left, right, and stop. Fig-
ure 6 shows the movie snapshot of the process of opening the door.

1q

2q

o

1 1( , )z y

1l

2l

qy

qz

Fig. 5 The simplified
two-DOF structure
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6 Conclusion

This paper presents a method of opening doors by mobile robots autonomously. In
the robot opening door system, all users need to do is to apply a mobile phone to
send the open command. The robot receives the command via Wi-Fi, then plans
path to move to the door position based on laser scanner and encoder sensors, and
aims at the door handle based on visual servo, finally opens the door autonomously.
The use of robot shows its advantage over other methods. It is not only durable but
also convenient. Besides, sometimes we come back home without keys, this method
avoids carrying even losing keys trouble. In addition, with more and more auton-
omous robots coming into millions of households, the use of robot incarnates
people’s awareness of intelligent robot era and pursuit of science and fashion.
Experiments have proved the validity and feasibility of the presented method.
Meanwhile, we are discussing other applications of this method.
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Linear Active Disturbance Rejection
Control Approach for Load Frequency
Control Problem Using Diminishing Step
Fruit Fly Algorithm

Congzhi Huang and Yan Li

Abstract The diminishing step fruit fly optimization algorithm (DS-FOA) is
employed to optimize the performance of the load frequency control (LFC) problem
by employing the linear active disturbance rejection control (LADRC) approach.
First of all, the LFC problem taking into account the case of a single generator
supplying power to a single service area is presented. Second, the general LADRC
solution to the problem is given, where the diminishing step fruit fly optimization
algorithm (DS-FOA) is employed to optimize the performance of the system with
the approach. Third, the performances of the system with the following three
control approaches are compared, including the traditional PID control approach,
the normal LADRC approach, and the DS-FOA optimized LADRC approach. With
the proposed LADRC approach, the system performance is much better than that of
the traditional PID controller, and a much better performance is achieved with the
proposed DS-FOA optimized LADRC approach. The performance superiority of
the proposed approach is also validated by the frequency domain analysis results
given.

Keywords Fruit fly optimization algorithm (FOA) ⋅ Load frequency control
(LFC) ⋅ Linear active disturbance rejection control (LADRC) ⋅ Power system

1 Introduction

The problem to control the active power output of generating units responding to
the disturbances in grid frequency and tie line power exchange within the desig-
nated limitation is denoted by the load frequency control issue [1]. Nowadays, it has
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become a hot topic with the aggressive development of smart grid all over the
world. The traditional PID control strategy is usually employed to solve the LFC
problem. The particle swarm optimized PID control approach is proposed in [2],
and the other approaches refer to the model predictive control [3], adaptive fuzzy
logic control [4], robust H∞ control [5], and so on.

However, the performance improvement of the system with the traditional PID
control approach is usually limited, while most of the advanced control approaches
are difficult to put into practice due to its complex structure. To solve the distur-
bance rejection control problem widespread in industry, the active disturbance
rejection control approach by Han [6] was brought into being. Its core idea is that
the total disturbance, including all the internal uncertainties and external distur-
bance can be estimated with the aid of an extended state observer constructed in real
time, and then cancelled by the nonlinear PD control law [7]. However, there were
too many parameters to be tuned in the original ADRC approach, and thus it is
often difficult to conduct parameter tuning work and put it into practice. Fortu-
nately, the linear version of the ADRC approach emerges at a historic moment in
[8], which largely simplified the parameters tuning procedure and thus quickly
found a number of applications in practical engineering, see the integrated guidance
and control system [9], and the hot strip width and gauge regulation problem [10].

In this paper, a general LADRC approach is introduced, and the DS-FOA is
employed to tune the LADRC approach. In addition, the LFC problem for the
single area power system with a non-reheated turbine is given for an example.
A fourth-order LADRC approach is used to illustrate the effectiveness of the pro-
posed approach. In order to improve the system performance, the DS-FOA is
employed to tune the parameters in the LADRC approach, the result is also com-
pared with that of the traditional PID approach in [11] and the normal LADRC
approach in [12].

2 LFC Problem Formulation

A linear model of a single area power system with a non-reheated turbine is shown
in Fig. 1.

Fig. 1 Linear model of a single area power system
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As can be seen from Fig. 1, r is the reference input, u is the controller output,
and ΔF is the frequency deviation, which is also the controlled process output in the
load frequency control problem. ΔPd represents the external load disturbance, ΔPG

represents the incremental quantity in generator output, and ΔXG the incremental
quantity in governor valve position.

The plant discussed in this paper is the same with that in [11] consisting of the
following three parts: governor, turbine, and load and machine. The dynamics of
the governor can be described as Gg(s) = 1/(Tgs + 1), and the turbine model is
often represented by Gt(s) = 1/(Tts + 1). The transfer function of the load and
machine is denoted by Gm(s) = Kp/(Tps + 1). In addition, the droop characteristic
is a feedback controller with the gain of 1/R so as to improve the system
performance.

Since the LFC problem for the power system under consideration is expressed
only to relatively small changes in load, so the controller can be used to ensure the
frequency deviation as small as possible under small load changes.

3 Linear Active Disturbance Rejection Control Solution

A. Linear Active Disturbance Rejection Control

The typical block diagram for the system with the LADRC approach is shown in
Fig. 2.

As shown in Fig. 2, an ESO based on the process input and output data is
constructed to estimate the process output its finite time derivatives, and the total
disturbance. Consider the following general controlled process:

yðnÞ = gðt, y, y ̇, . . . , u, u ̇, . . . ,wÞ+ bu, ð1Þ

where y is the controlled process output variable, u is the control input, and
w represents the external disturbance. Taking the estimation value of b as b0, it can
be rewritten as:

Fig. 2 Block diagram of control system with the LADRC approach
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yðnÞ = gðt, y, y ̇, . . . , u, u ̇, . . . ,wÞ+ ðb− b0Þu+ b0u= f + b0u, ð2Þ

where f = gðt, y, y ̇, . . . , u, u ̇, . . . ,wÞ+ ðb− b0Þu is defined as the total disturbance,
including the unknown dynamics as well as all the external disturbances. Define an
augmented state vector x = [x1, x2,…, xn, xn+1]

T, the extended state equation of the
original process is given as follows:

x1̇ = x2
. . .
xṅ = xn+1 + b0u
xṅ+1 = h
y= x1

8>>>><
>>>>:

, ð3Þ

where the state variables x1, x2,…, xn are the process state, xn+1 = f added as an
augmented state, and h = f′ is the unknown variable representing the first order
time derivative of the total disturbance.

Then, the following extended state observer is constructed:

z1̇ = z2 + β1ðyðtÞ− z1Þ
. . .
zṅ = zn+1 + βnðyðtÞ− z1Þ+ b0u
zn+1 = βn+1ðyðtÞ− z1Þ

8>><
>>:

, ð4Þ

where the observer gain is denoted by L = [β1, β2,…, βn, βn+1]
T. With appropriate

observer gains, the following state variables can be tracked accurately:

z1ðtÞ→ yðtÞ, z2ðtÞ→ y ̇ðtÞ, . . . , znðtÞ→ yðn− 1ÞðtÞ
zn+1ðtÞ→ f

ð5Þ

In order to simplify the parameter tuning procedure of the ESO, all the observer
poles are placed at the same place –ωo, where the observer bandwidth wo is the
only parameter to be tuned. The characteristic equation of the ESO is given as:

sn + β1s
n− 1 +⋯+ βn− 1s+ βn = ðs+ωoÞn. ð6Þ

Then, the ESO gain L can be obtained as follows: β1 = nωo, β2 = 0.5n(n – 1)
ωo
2,…, βo = nωo

n, βn+1 = ωo
n+1. With the well-tuned ESO, the control law is then

designed:

u=
− zn+1 + u0

b0
ð7Þ

This control law reduces the original plant to a cascaded integrator, which can be
easily controlled by a PD controller as follows:
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u0 = kpðr− z1Þ− kd1z2 −⋯− kdðn− 1Þzn ð8Þ

After the gains are selected in order to place all the roots of the closed-loop
characteristic equation at the same place –ωc, where wc is the controller bandwidth.

sn + kdðn− 1Þsn− 1 +⋯+ kd1s+ kp = ðs+ωcÞn, ð9Þ

where the controller parameters kp, kd1,…, kd(n – 1) are chosen as follows:
kp = ωc

n, kd1 = ωc
n−1,…, kd(n−1) = nωc.

Now, there are only three parameters to be tuned in the LADRC approach: b0, ωc

and ωo. In the following section, the FOA will be employed to tune them so as to
achieve better performance.

B. Fruit Fly Optimization Algorithm

The fruit fly optimization algorithm (FOA) proposed by Pan [13] is a kind of
swarm intelligent algorithm. Compared with the traditional particle swarm opti-
mization (PSO) algorithm, the FOA can achieve an optimal speed. But it also has its
own disadvantages: it is easy to fall into a local optimal solution, and it is easy to
become premature. Thus there are many scholars trying to improve the traditional
FOA. The diminishing step fruit fly optimization algorithm (DS-FOA) is proposed
in [14] to improve the global searching ability at the beginning and ensure the local
optimization ability later. In the DS-FOA, the searching step length L changes from
a constant variable into a decline variable:

L=L0 −
L0ðG− 1Þ
Gmax

, ð10Þ

where L0 is the initial searching step length, G is the current optimization iteration
number and Gmax is the max optimization iteration number. The tuning procedure
of the DS-FOA optimized LADRC approach is given as follows:

Step 1 Initialization. Set the max optimization iteration number Gmax, and the flies
population size P.

Step 2 Generate the initial locations of the fruit fly swarm randomly, θ0 = [(x01,
y01), (x02, y02), (x03, y03)].

Step 3 Use (10)–(12) to assign each fruit fly a direction and distance randomly,
and change the searching step L.

XðiÞ=X0i +L * randð1, 1Þ ð11Þ

YðiÞ=Y0i + L * randð1, 1Þ ð12Þ

Step 4 Take the values of the parameters b0, ωc and ωo into the LADRC approach,
and obtain the system error e(t) = y(t) − r(t), where y is the system output,
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and r is the set point. The performance index ITAE (Integration of Time
multiplied by Absolute Error) can be selected as the fitness function.

J =
Z∞

0

t eðtÞj jdt ð13Þ

Based on Eq. (13), the value of performance index J can be easily
obtained.

Step 5 Compute the minimum value of Jmin and the location of b0, ωc and ωo:
θi = [(xi1, yi1), (xi2, yi2), (xi3, yi3)]

Step 6 Once Jmin, is obtained, update the initial location as θ0 = [(xib0, yib0), (xiωc,
yiωc), (xiωo, yiωo)].

Step 7 Repeat step 3–6. When it comes to achieve maximum iteration number
then run out of circulation, and get the final values of b0, ωc and ωo.

4 Illustrative Examples

The nominal parameters of the non-reheated turbine plant in Fig. 1 are chosen as
follows: Kp = 120, Tp = 20, Tt = 0.3, Tg = 0.08, and R = 2.4. With the given
nominal parameters, the process model with droop characteristic can be obtained as
Gp(s) = 250/(s3 + 15.88s2 + 42.46s + 106.2). To verify the robustness of the
proposed approach, the parameters of the system are assumed to vary by ±50 %. 1/
Tt ∈ [2.564, 4.762], 1/Tg ∈ [9.615, 17.857], 1/Tp ∈ [0.033, 0.1], Kp/Tp ∈ [4,
12], 1/RTg ∈ [3.081, 10.639].

The PID controller K(s) = 0.4036 + 0.6356/s + 0.1832s was the one adopted in
[11]. The LADRC tuning parameters in [12] are selected as follows: the estimation
value b = 250, the observer bandwidth ωo = 5.15 and the controller bandwidth
ωc = 280.

In the DS-FOA optimized LADRC approach, the population size is set as 30, the
number of iterations is chosen as 20, and the initial searching step length is equal to
1, and the simulation results are presented in Fig. 3. Figure 4 shows the opti-
mization processes of DS-FOA. Table 1 shows the optimization result.

A. Disturbance Rejection Test

After conducting a disturbance rejection test, the performance superiority of the
optimized LADRC approach can be verified. With the load demand ΔPd = 0.01,
the responses of the power system with non-reheated turbine and the DS-FOA
optimized LADRC approach are shown and compared with the PID and LADRC
performance from [11, 12] in Fig. 4.
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ITAE Optimization processes; LADRC parameters optimization
processes

(a) (b)

Fig. 3 Optimization processes of DS-FOA

Nominal parameters; Upper bound;

Lower bound 

(a) (b)

(c)

Fig. 4 The responses of power system with a non-reheated turbine and the following three control
approaches: PID, LADRC and DS-FOA optimized LADRC approach
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As shown in Fig. 4, the performance of the system with the fourth-order
LADRC is much better than that of PID controller. In addition, by using DS-FOA
optimize LADRC parameters, the system shows a much better performance.

B. Performances Indices

To further compare the performance of the system with the DS-FOA optimized
LADRC approach with that of the PID controller and the normal LADRC approach,
the performance indices ITAE are computed and listed in Table 2.

In this table, it is shown that with the DS-FOA optimized LADRC approach in
the system, the performance indices are much smaller than the other two control
approaches, which explicitly indicates that the performance superiority of the
proposed approach.

C. Open Loop Transfer Function Frequency Domain Analysis

For the unit negative feedback control system, the actuator is assumed to be linear
and its gain is equal to 1. Its open loop transfer function is Gcloop(s) = Gp * Gc,
where Gp is plant transfer function and Gc is controller transfer function. It is easy to
know the transfer function of plant Gp and the PID controller GcPID from [11].

GcPIDðsÞ=0.4036+
0.6356

s
+0.1832s ð14Þ

In [15], the transfer function of LADRC has been summarized. For this paper,
the transfer function of LADRC and DS-FOA LADRC can be expressed as follows:

GCLADRCðsÞ= 2.195 × 107s4 + 4.522 × 108s3 + 3.493× 109s2 + 1.199× 1010s+1.544× 1010

250s3 + 2.195 × 107s2 + 2.68 × 107s+2.693 × 107

ð15Þ

GCDLADRCðsÞ= 1.849× 107s4 + 4.602× 108s3 + 4.296 × 109s2 + 1.782 × 1010s+2.773× 1010

240s3 + 1.849× 107s2 + 2.371 × 107s+2.389 × 107

ð16Þ

Table 1 Result of DS-FOA optimization LADRC parameters

b0 ωc ωo ITAE

242.6164 267.1187 6.3466 0.001208

Table 2 The Performance Indices ITAE

Controller Optimized LADRC LADRC PID

ITAE 0.00121/0.00110/0.00197 0.0069/0.0077/0.0104 0.0302/0.0365/0.0329

Note ITAE performance indices are presented in order as the system with the normal/upper
bound/lower bound parameters
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The Bode plots for the open loop transfer functions of the system with the three
controllers are shown in Fig. 5.

As can be seen from Fig. 5 and Table 3, all the three controllers make the system
stable. The LADRC increase the cut-off frequency to achieve a better response
speed than the traditional PID control approach. By using the DS-FOA optimized
LADRC parameters, the system has a higher phase margin in middle frequency so
that it has a better dynamic characteristics, which also proves the performance
superiority of the proposed approach.

5 Conclusion

In this paper, the DS-FOA optimized LADRC approach is proposed, and its per-
formance superiority is validated by the simulation example. By using DS-FOA
tuning the three control parameters of LADRC, b0, ωo and ωc, the LFC problem in
this paper is solved. The performance of LADRC demonstrates the effectiveness

Fig. 5 Frequency domain analysis of PID controller, LADRC and DS-FOA optimized LADRC
(solid LADRC; dashed DS-FOA optimized LADRC; dash dotted PID)

Table 3 Open loop transfer
function frequency domain
analysis

Controller PM dB (Cut-off frequency rad/sec)

PID 92.3273 (3.8749)
LADRC 89.0296 (249.8372)
DS-FOA LADRC 88.0407 (249.9800)

Linear Active Disturbance Rejection Control Approach … 17



and robustness of the proposed LADRC approach. In addition, by using the
DS-FOA, the better parameters of LADRC can be found and the controller
achieved better effect and stronger robustness. However, its deficiency is that the
performance of the FOA can be improved further, and the optimized parameters of
LADRC by DS-FOA for the reheated turbine plant and hydroturbine plant remains
a difficult and challenging problem to be further investigated.
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Local Zernike Moment and Multiscale
Patch-Based LPQ for Face Recognition

Xiaoyu Sun, Xiaoyan Fu, Zhuhong Shao, Yuanyuan Shang
and Hui Ding

Abstract In this paper, a novel feature extraction method combining Zernike
moment with multiscale patch-based local phase quantization is introduced, which
can deal with the problem of uncontrolled image conditions in face recognition,
such as expressions, blur, occlusion, and illumination changes (EBOI). First, the
Zernike moments are computed around each pixel other than the whole image and
then double moment images are, respectively, constructed from the real and
imaginary parts. Subsequently, multiscale patch-based local phase quantization
descriptor is utilized for the non-overlapping patches of moment images to obtain
the texture information. Afterward, the support vector machine (SVM) is employed
for classification. Experimental results performed on ORL, JAFFE, and AR data-
bases clearly show that the LZM-MPLPQ method outperforms the state-of-the-art
methods and achieves better robustness against severe conditions abovementioned.

Keywords Local Zernike moment ⋅ Local phase quantization ⋅ Face recognition ⋅
EBOI

1 Introduction

With the wide applications of surveillance, automation, and intelligent devices, face
recognition (FR) has become one of the most active research areas of computer
vision. Even though there are many methods proposed in FR [1–3] during the last
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two decades, it is still a challenging problem to adapt different conditions such as
expressions, blur, occlusion, and illumination changes (EBOI).

Generally, a FR system is constituted of feature extraction and pattern classifi-
cation. It is of great significance to choose proper method to extract features. Global
and local features are two classes of feature extraction methodologies. Since local
features exemplified by LBP [4] and Gabor [5] have better affine invariance and
illumination insensitivity compared with global features, they are usually applied to
the FR system with changeable image variations. However, LBP gets poor antinoise
ability while Gabor method suffers from high computational cost because of pro-
cessing 40 components (5 scales and 8 orientations) for every facial image. In
recent years, many other local feature methods have been proposed to achieve better
performance. For example, Ojansivu and Heikkila [6] presented the local phase
quantization method (LPQ) in discrete Fourier transform domain. To further
improve the performance, LPQ family is enriched by patch-based LPQ [7] and
adaptive LPQ [8]. Moreover, Chan [9] proposed an efficient method combining
several multiscale feature descriptors, which achieved high classification rate and
blur tolerance. On the other hand, the usages of Zernike moment (ZM) invariants
[10, 11], which possess the properties of rotation invariance and less information
redundancy, enabled to achieve successful recognition against expression variations
[12] and occlusions [13]. However, ZM-based methods are usually used as global
features, which negatively impact recognition rate in the images with illumination
and blur.

In this work, a novel local face feature extraction method with the hybridization
of local Zernike moment and multiscale patch-based LPQ is proposed, which is
termed as LZM-MPLPQ and shows better robustness against the EBOI conditions.
First, the Zernike moments are computed around each pixel to generate the moment
images, which can better deal with expression changes and occlusion. Then, cal-
culating by varying the filter size and combined histograms of all the LPQ regions
obtained by dividing moment image into non-overlapping patches, we have the
multiscale patch-based LPQ descriptor. MPLPQ is used to get stronger robustness
to blur and illumination variations. In the proposed method, it is worth emphasizing
that the real and imaginary components of ZM, which are extracted to avoid phase
information redundancy considering the MPLPQ, are available to gain contour and
shading information similar to the magnitude and phase components.

The proposed method is introduced in Sect. 2. Experimental results performed
on several datasets are provided in Sect. 3, and Sect. 4 concludes the paper.

2 The Proposed Method

To develop a novel face extraction method that is insensitive to EBOI, we propose
to use a combination with two descriptors: local Zernike moment and local phase
quantization. And we investigate how they are useful for face recognition invariant
to environment conditions. In the following, we introduce these methods in detail.
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2.1 Local Zernike Moment

Let f(x, y) be a two-dimensional grayscale image. The definition of orthogonal
Zernike moment (ZM) with order n and repetition m is described as

Znm =
n+1
π

Z2π

0

Z1

0

f ðr, θÞRnmðρÞe− jmθrdrdθ ð1Þ

where f(r, θ) is the transformation of f(x, y) in the polar coordinate, Rnm(ρ) repre-
sents the Zernike radial polynomial, which is defined by

RnmðρÞ= ∑
ðn− jmjÞ ̸2

s=0

ð− 1Þsρn− 2sðn− sÞ!
s! n+ mj jð Þ ̸2− sð Þ! n− mj jð Þ ̸2− sð Þ! ð2Þ

where n is the order and m is the number of iterations satisfying |m| < n and n -|m| is
even.

For digital images, the discrete form of ZM is given by

Znm =
n+1
π

∑
N − 1

x=0
∑
N − 1

y=0
f ðx, yÞRnmðρÞe− jmθ ð3Þ

where N is the number of pixels in each coordinates of the image, and x and
y satisfy x2 + y2 ≤ 1. The parameters ρ and θ are calculated by the mapping
transformation as

ρ=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
, θ= tan− 1 y x̸ð Þ

Inspired by the method reported in [10], we use local Zernike moment (LZM) to
the feature extraction. The local Zernike moment is defined as

Zk
nm = ∑

ðk − 1Þ 2̸

p, q= − ðk− 1Þ 2̸
f ði− p, j− qÞRk

nmðρÞe− jmθ ð4Þ

where k is the kernel size. Different from [10], where two layers of LZM for both
phase and magnitude components have been applied, our method computes the
moment at every pixel of image, and then utilize the real and imaginary parts of the
moment to generate two moment images only once. Experiment results in Table 1
clearly show that real and imaginary histograms can get better performance than
phase and magnitude histograms using our method. Therefore, histograms are
extracted from real and imaginary parts instead of the phase and magnitude ones in
[10]. The real and imaginary parts of LZM representation are shown in Fig. 1a. It
seems that imaginary parts are more robust to illumination.
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2.2 Local Phase Quantization

LPQ [6] operator has been broadly used in facial analysis based on blur invariant
property. The phase information is examined in local neighborhood Nx at each pixel
position x of the image f(x), using a short-term Fourier transform (STFT), defined
by

Fðu, xÞ= ∑
y∈Nx

f ðyÞWðy− xÞe− j2πuTy ð5Þ

whereW(y-x) is a window function defining the neighborhood Nx centered by x, and
u is the frequency. The local Fourier coefficients are computed at four frequency
points u1 = [d, 0]T, u2 = [0, d]T, u3 = [d, d]T, u4 = [d, −d]T, where d is a suffi-
ciently small frequency satisfying blur invariant condition. For each pixel position,
the result of F(x) is described as

Table 1 Recognition rates using local Zernike moment based on phase (LZM-P), magnitude
(LZM-M), phase and magnitude (LZM-PM), real part (LZM-R), imaginary part (LZM-I), and real
and imaginary (LZM-IR) parts on ORL database

LZM-P LZM-M LZM-PM LZM-R LZM-I LZM-IR

Rate (%) 85.08 98.75 97.49 99.26 98.01 99.75

Fig. 1 a Local Zernike moment representation of face images with four illumination conditions.
The images in each column stand for the input image, the imaginary part of Z3

64, and the real part
of Z3

64. b LPQ representation of face images with illumination, expression (smile), wearing
glasses, and occlusion
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FðxÞ= ½Fðu1, xÞ,Fðu2, xÞ,Fðu3, xÞ,Fðu4, xÞ� ð6Þ

Next, the phase information in the Fourier coefficients Gx = [Re{Fx}, Im{Fx}] is
computed, i.e., g(x)∈ {g1(x), g2(x),…, gN(x)}, and vectors are quantized as

qj =
1 if gjðxÞ≥ x
0 otherwise

�
ð7Þ

The resulting eight binary coefficients qj are represented as integer values
between 0–255 using binary coding

fLPQ = ∑
8

j=1
qjðxÞ2j− 1 ð8Þ

Finally, a 256-dimensional histogram of these integer values from all image
positions is composed and we use this feature vector in classification. The LPQ
descriptors of face image with different conditions are shown in Fig. 1b.

2.2.1 LZM-MPLPQ Method

The objective of this paper is to explore a novel local feature extraction method-
ology to get strong robustness to the image conditions of EBOI simultaneously. The
proposed method LZM-MPLPQ is illustrated in Fig. 2.

First, LZM is calculated to obtain real and imaginary parts of the input image to
generate moment images. The selection of parameters for all LZM descriptors, like
the order of the polynomials n, the number of iterations m, and neighborhood size s,
has significant influence on the final performance. In Sect. 3, we will discuss this
problem in detail. Next, LPQ-based methods are applied to moment images

Fig. 2 Flowchart of the proposal
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successively, that is, each image is divided into several non-overlapping patches
(M1, M2,…, Mp) and three-scale LPQ are computed for each patch. Then the
histogram of an image is computed as

h= ½h1, h2, . . . , hp�jhi = ½h1i , h2i , . . . , hsi �jh j
i =LPQw Mið Þ ð9Þ

where i ∈ [1, p], j ∈ [1, s] and w is the size of the LPQ filter, w = 2j + 1. The
final LZM-MPLPQ face descriptor is

H = ½hreal, himag� ð10Þ

where hreal and himag, respectively, denote real and imaginary part histograms, and
H is the final histogram sequence.

Different from other existing ZM-based or LPQ-based methods, the proposed
LZM-MPLPQ has three advantages. (1) Since LPQ has been proved to be robust to
blur, we improve the insensitivity to both blur and illumination changes using
different filter scales followed by dividing images into several non-overlapping
sub-regions. (2) Real and imaginary components of LZM we extracted contain finer
details of information than the phase or magnitude. (3) The integration of moment
properties (affine variance, less redundancy, etc.) and blur variance positively
enhance the robustness to EBOI.

3 Experimental Results

To evaluate the performance of the proposed method, a set of experiments are
carried out on ORL [14], JAFFE [15], and AR [16] databases. SVM [17] is applied
for face classification. Moreover, three state-of-the-art methods (Mono + PLPQ
[7], MLPQ [9], and LZM [10]) are compared with our method in the experiment.
Tenfold cross validation is used to obtain average classification rate to better
indicate the performance.

3.1 Experimental Face Databases

ORL database contains 40 distinct persons and each person has 10 different images
with varying lighting, facial expressions, and facial details. JAFFE database
includes 213 grayscale images of Japanese female, which emphasizes on the 7
categories of expressions such as anger, disgust, happiness, neutral, fear, sadness,
and surprise. In order to verify the robustness of all the varying conditions of EBOI,
AR database (contains 4,000 color images corresponding to 126 subjects) is used.
The images of three databases are cropped (using the eyes coordinates from the
databases) and resized to the same size respectively (Fig. 3).
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3.2 Recognition Results

To explore the optimal parameters in LZM-MPLPQ method, such as the number of
iterations m and the order of the polynomials n in local Zernike moment, 29 group
experiments have been conducted. The results of Z1,1 ∼ Z9,9 on ORL database are
shown in Table 2. It is very clear that the highest recognition rate of 99.75 % is
achieved when m = 4 and n = 6. Moreover, Table 3 shows that both patches of
multiscale LPQ and size of local neighborhood of LZM can also affect the final
result when m and n are invariant. It can be observed that the best number of
patches is 2 × 2 and scale size is 3 × 3 on ORL database. Totally, the results
illustrate that local Zernike moment is insensitive to the different parameters.

To further evaluate the effect of different image conditions of EBOI in FR, we
compare our approach with three existing methods on ORL, JAFFE, and AR
databases. The results of different methods are presented in Table 4. It is obvious
that our method can handle illumination change on ORL database and expression

Fig. 3 Sample face images from a ORL, b JAFFE, c AR databases

Table 2 Recognition rates of different LZM performed on ORL database

m = 0 m = 1 m = 2 m = 3 m = 4 m = 5 m = 6 m = 7 m = 8 m = 9

n = 1 – 98.74 – – – – – – – –

n = 2 98.50 – 92.79 – – – – – – –

n = 3 – 98.02 – 98.76 – – – – – –

n = 4 98.00 – 94.53 – 99.74 – – – – –

n = 5 – 96.25 – 99.02 – 98.98 – – – –

n = 6 94.50 – 94.02 – 99.75 – 94.45 – – –

n = 7 – 96.53 – 99.01 – 98.29 – 99.03 – –

n = 8 97.25 – 93.36 – 99.51 – 93.54 – 99.23 –

n = 9 – 99.23 – 99.00 – 98.49 – 98.26 – 97.79

The highest recognition rate and optimal parameters were shown in bold
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variations effectively on JAFFE database. Moreover, the results on AR database
show that our method achieves better performance than other methods. It indicates
that the LZM-MPLPQ is tolerated well to occlusions (sun glasses and scarf).
Therefore, the LZM-MPLPQ method outperforms the state-of-the-art methods
when the image conditions at EBOI.

4 Conclusion

In this paper, we proposed a novel local feature extraction method based on LZM
and multiscale patch-based LPQ. With the LZM-MPLPQ method for feature
extraction, a simple but powerful FR system has been also presented. The perfor-
mance of our method was compared to the state-of-the-art methods in ORL, JAFFE,
and AR databases. Experimental results showed that our method improved the
recognition rate and significantly reduced the impact of the image variations of
EBOI in FR simultaneously. For the future work, we plan to further investigate the
usage of our method in face analysis-related studies, such as color face recognition,
face verification, and facial expression recognition.
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Design and Control of the Upright
Controllable Force Sub-system
for the Suspended Gravity Compensation
System

Jiao Jia, Yingmin Jia and Shihao Sun

Abstract This paper introduces the design and control of the suspended gravity
compensation system’s upright controllable force subsystem. The upright subsys-
tem consists of the transmission compensation module, the buffer module, and the
control part. The transmission compensation module includes the transmission
components. The buffer module includes the compression spring and its fittings.
The control part contains servo motor, tension sensor, and relative displacement
sensor. The subsystem can follow the object upright motion actively and provide
constant force to compensate the gravity of the object.

Keywords Lagrange method ⋅ Controllable force ⋅ Robust control ⋅ Inter-
ference suppression ⋅ Active follow

1 Introduction

One of the vital differences between the space environment and the ground labo-
ratory environment is that the space is microgravity. In order to represent the
spacecraft motion in space on the ground and improve the fidelity of ground ver-
ification of guidance and control system, the microgravity environment should be
built. Up to now, the gravity compensation methods have been developed such as
weight loss, neutral buoyancy, air-bearing table, and suspension system [1–5].
There are both advantages and disadvantages of these approaches. Free falling
objects [1] and parabolic flight [2] are the common weight loss methods, but they
suffer from short time, limited space, and costly. Neutral buoyancy [3] has the
disadvantages of large damping, high maintenance cost, and only applying to low
speed situation, and air-bearing table method [4] could only provide five degrees of
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freedom, which is limited in vertical direction. Without the above limitation and
high reliability, the suspension method [5–7] becomes an economical and practical
method.

There are two kinds of suspension compensation methods. One is called passive
suspension compensation [5] and the other one is active suspension compensation
[6, 7]. The active suspension method performs much better than the passive one.
The compensation accuracy of the suspend system depends on the structure and
controller of the vertical direction subsystem greatly. Usually, the wire rope is one
of the necessary parts of the vertical direction subsystem. However, when a force is
opposite or greater than the object gravity functions on the object, the rope will be
invalid. To solve this problem, a spring is combined with rope, but the compen-
sation accuracy is affected by the rope reversing. In this paper, we develop a new
means that combines a spring buffer unit with the transmission unit to avoid the
shortage of the wire rope. Employing the Lagrange method we build the mathe-
matical model and design a controller for the subsystem. Since the spring stiffness
coefficient and subsystem friction can hardly measure accurately, there are uncer-
tain parameters in the system. Due to the uncontrollability of the subject force, we
consider it as disturbances. Then it is a system with uncertainties and disturbances.

The rest of this paper is structured as follows. Section 2 states the structure
design of the subsystem. Section 3 presents the progress of building the model and
the controller design. The simulation results are provided in Sect. 4, and concluding
remarks are given in Sect. 5.

2 System Design

The installation is a servo system consisting of the transmission compensation
module (CM), the buffer module (BM), and the control part (CP). The transmission
compensation module includes the rack, the gear, and the fixing plate. The buffer
module includes the linear bearing, the steel shaft, the compression spring, the
bearing grooves and the bearing guide, the rolling bearings, the bearing retainer,
and the connection block. The control part contains the servo motor, the tension
sensor, and the relative displacement sensor. Figure 1 shows the connection rela-
tionship and information flow of the upright subsystem. The rolling bearings are
tangent to the bearing grooves and fixed by the bearing retainer (Fig. 2). The linear
bearing installs in the upper end of the bearing guide. The steel shaft passes through
and mates the linear bearing and its upper end links to the lower end of the tension
sensor. The tension sensor’s upper end connects to the rack. The rack mates the
gear and the motion of the gearing is controlled by the servo motor. The servo
motor fixes on the fixing plate. The relative displacement attaches to the tension
sensor. The bearing retainer fixes to the lower end of the steel raft and connects the
bottom of the compress spring. The upper end of the compress spring attaches to the
bearing guide. The object attaches to the bearing guide with the connection block.
The object attaches to the bearing guide through the connection block.
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As described above, the force of the compress spring is equal to the gravity of
the object (The weight of the connection structure is negligible relative to the
object’s) when the system is static or in uniform motion. The compress length of the
compress spring will vary when the upright direction force functions on the object.
It is our subject to keep the force or the length of the compress spring equal to the
object gravity so the object motion only decided by the external force. The force of
the compress spring can be controlled by the servo motor indirectly. The tension
sensor is used to measure the spring force and the relative displacement is utilized
to measure the variation length of the compress spring. The centroids of the rack
and the object are in the same vertical line.

Fig. 1 Structure and information flow of the subsystem. 1 Rack, 2 gear, 3 servo motor, 4 fixing
plate, 5 tension sensor, 6 relative displacement sensor, 7 linear bearing, 8 steel shaft, 9
compression spring, 10 bearing grooves and bearing guide, 11 rolling bearings, 12 bearing
retainer, 13 connection block, 14 object

Fig. 2 Structure of rolling
bearings and bearing retainer
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3 Model Building and Controller Design

The installation coordinate is shown in Fig. 3. The O1,O2,O3 represent the centroid
of the gear, the rack, and the object, respectively. Their mass marks m1,m2,M.
Connect point O2,O3 and view the straight line in which the segment O2O3 lies as
y-axis and the upward direction is positive. A straight line that goes through the
point O1 and is perpendicular to the y-axis serves as x-axis and its right direction is
positive. The intersection of x-axis and the y-axis is the origin point O. Denote α as
the rotation angle of the gear and the counterclockwise is positive. The gear radius
is R. The length of the rack is h0. O2 and O coincide at the rack initial position. The
compress spring is lightweight and its free length is l0. Define g as the gravitational
acceleration. The spring stiffness is k. l1 =

Mg
k . The displacement of the rack driven

by the gear is y= αR. The displacement of the object is x= y− l. In the above
formula l is the spring deformation length and l=0 when the fore of the spring is
equal to the gravity of the object.

The system kinetic energy is

T =
1
2
J1α̇2 +

1
2
Mx ̇2 +

1
2
m2y ̇2

J1 =
1
2
m1R2, x ̇= y ̇− l,̇ y= αR

Choose xOy plane as the zero potential energy surface and the system potential
energy is

V =
1
2
kðl+ l1Þ2 +Mg y− l0 − l−

1
2
h0

� �
+m2gy

Fig. 3 Coordinate system
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L= T −V

=
1
2
J1α̇2 +

1
2
Mx ̇2 +

1
2
m2y ̇2 −

1
2
kðl+ l1Þ2 −Mg y− l0 − l−

1
2
h0

� �
−m2gy

ð1Þ

Lagrange equation is

d
dt

∂L
∂q ̇

� �
−

∂L
∂q

=Qjðj=1, 2, . . . . . .Þ ð2Þ

Choose α, l as system generalized coordinates. Substitute Eq. (1) into Eq. (2)
and we gain

ðJ1 +MR2 +m2R2Þα̈−MR2 l ̈Þ+ ðM +m2ÞgR=Cgτ
−MRα̈+ l ̈+ kl=Fl

�
ð3Þ

where τ is the motor driving torque, Cg is the transmission efficiency, and Fl is the
object driving force.

Consider α ̈, l ̈ as variables and solve Eq. (4). We get

α ̈= 2
m1R2 + 2m2R2 −ClRl −̇ klR+Cgτ− M +m2ð ÞgR+FlR

� �
l ̈= 2

m+2m2
− μCll −̇ μkl+Cg

τ
R − M +m2ð Þg+ μFl

� �
, μ=1+ m1 + 2m2

2M

(
ð4Þ

Our goal is to control l varying according to the given law and α is only the
intermediate variables. Then the subsystem dynamic equation is

0.5m1 +m2ð Þl ̈+ μkl+ μCll =̇Cgτ ̸R− M +m2ð Þg+ μFl ð5Þ

Define

ρ=
1

0.5m1 +m2
, k1 = ρμk, C1 = ρμCl, uðtÞ= ρF, dðtÞ= ρμFl,

F =Cgτ R̸− M +m2ð Þg, dðtÞ= μFl

l ̈+C1l +̇ k1l= uðtÞ+ dðtÞ ð6Þ

The initial value of l, l ̇is lð0Þ= lð̇0Þ=0. Then the Laplace transform of Eq. (6) is

s2LðsÞ+ 1C1sLðsÞ+ kLðsÞ=UðsÞ+DðsÞ ð7Þ
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The open-loop transfer function is

GðsÞ= LðsÞ
UðsÞ =

1
s2 +C1s+ k1

ð8Þ

We choose the PID controller

GcðsÞ= kP +
kI
s
+ kDs ð9Þ

The closed-loop system characteristic function is

ΦðsÞ=1+GðsÞGcðsÞ= s3 + ðkD +C1Þs2 + ðkP + k1Þs+ kI
sðs2 +C1s+ k1Þ

Define

DðsÞ= s3 + ðkD +C1Þs2 + ðkP + k1Þs+ kI = a0s3 + a1s2 + a2s+ a3 ð10Þ

a0 = 1, a1 = kD +C1, a2 = kP + k1, a3 = kI

Based on the Routh–Hurwitz stability criterion, the system stable conditions are

ai >0, ði=0, 1 . . . 3Þ, a1a2 − a0a3 > 0

For this system the stable conditions are

kD > −C1, kP + k1 > 0, kI >0, ðkD +C1ÞðkP + k1Þ> kI ð11Þ

In order to improve the system dynamic performance, define

e= l− l d, e ̇= l −̇ l
ḋ, υ= l

ḋ − λe, υ ̇= l d̈ − λe ̇,
r= l −̇ υ= e ̇+ λe, r ̇= l ̈− υ̇= e ̈+ λe ̇

where ld is the desired value.

uðtÞ= − kPr− kI

Z
r− ρ0tanh½ða+ btÞr� ð12Þ

ρ0 > dðtÞk k, and ρ0tanh ða+ btÞr½ � is used to suppress interference dðtÞ.
The main advantage of Eq. (12) named PISS controller taking e, e ̇ into con-

sideration at the same time can reduce overshoot. The simulation results prove this
benefit perfectly.
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4 Simulation Results

The parameters of the subsystem are

m1 = 0.08 kg, m2 = 0.64 kg, k=1500, Cl =0.05, Cg =0.90, g=10

We set dðtÞ=2 sin 2t, ld = cos t. Figure 4 shows that both the PID controller and
the PISS controller could track the desired signal ld well. However, from Fig. 5 we
can conclude that the PISS controller has a smaller overshoot and better perfor-
mance of interference suppression. The steady-state tracking error of PID controller
and PISS controller are less than 0.4 and 0.1 %.
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Fig. 4 The object input and output of the system
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5 Conclusions

In this paper, a novel upright controllable force installation is proposed and then the
mathematic model based on Lagrange equation is developed. Finally, a stable and
high compensation accuracy controller is given. Then the system could provide
different kinds of force to lunar rovers, satellites, aircrafts, etc. when they are tested
and verified on the ground. However, the existence of the sensor errors and mod-
eling errors will increase tracking error. Depth study should be conducted to find
more practical controllers.
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Fading Unscented–Extended Kalman
Filter for Multiple Targets Tracking
with Symmetric Equations
of Nonlinear Measurements

Cui Zhang, Yingmin Jia and Changqing Chen

Abstract This paper is devoted to the problem of multiple targets tracking based on

symmetric equations of nonlinear measurements. We develop a nonlinear stochas-

tic model with unknown random bias to provide a unified structure for the tracking

systems with different types of symmetric measurement equations. Moreover, the

fading unscented–extended Kalman filter (FUEF) is designed to deal with the strong

nonlinearities by embedding the unscented transform into the extended Kalman filter

and to conduct the effect of unknown bias by inserting the fading factor. The perfor-

mance of the novel filter paired with two of symmetric measurement equations are

illustrated and compared by the Monte Carlo simulation results.

Keywords Kalman filter ⋅ Multiple targets tracking ⋅ Nonlinear system ⋅ Random

bias

1 Introduction

Multiple targets tracking (MTT) has always been an active research field for being

widely applied in civilian and military areas including computer vision [1], vehicle

environment perception [2], air traffic control [3], etc. The major challenge of MTT

is due to the uncertainty in the association of measurements and targets.
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Many traditional multiple targets tracking approaches have been proposed. The

nearest neighbor (NN) [4] is the easiest method to implement. The probability data

association (PDA) [5] and the joint probabilistic data association (JPDA) [6] are the

wildly used method. Multiple hypothesis tracking (MHT) [7] is also a well-known

method. The robustness of NN is poor, PDA and JPDA suffer the restrictions of huge

computation burden as the number of targets increasing, while MHT is hard to imple-

ment. There are also various studies which have made contributions to the implicit

data association MTT technologies. One popular used method is the probabilistic

hypothesis density (PHD) filter developed by using the random finite set theory [8].

However, PHD filter only gains the set of probably state estimations at each time

instant, and needs further work to maintain track continuity.

This paper is about another considerable implicit data association approach called

the symmetric measurement equation (SME). This method obviates the association

uncertainty by introducing the symmetric transformations to the original measure-

ments. It was firstly come up by Kamen in the early 1990s, [9] proposed two types of

SME and the later work [10–13] applied different nonlinear techniques to deal with

the nonlinearity caused by symmetric transformation. The Kernel-SME filter was

presented in [14] which constructed a symmetric transformation by using a Gaussian

mixture to match the measurements.

In most of the literature, the symmetric transformed method is used to handle

the MTT with linear measurements. To the best of the our knowledge, the issue of

SME based on nonlinear original measurements, which commonly occurs in prac-

tical situations such as navigational system and radar tracking, has been left open.

It is noted that, the multiple dimensional symmetric transformation is a nonlinear

transformation, the model of measurements after symmetric transformation would

have strong nonlinearities and complex noise term. The well-known nonlinear filter,

extend Kalman filter (EKF) [15], has inherent disadvantages such as the require-

ment of gentle nonlinearities and the calculation errors of Jacobian matrices, while

the traditional unscented Kalman filter (UKF) [16] could not handle the complex

noise term. Thus an easy implementing and computational efficient filter should be

designed.

2 Problem Formulation

Focus on the problem of tracking multiple targets based on nonlinear measurements,

where the association between the measurements and the targets is unavailable. The

tracking system can be given by

xik+1 = 𝛷
i
kx

i
k + 𝛤

i
kw

i
k (1)

mi
k = hik(x

i
k) + vik i = 1,… ,N (2)
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where the subscript k denotes the discrete sampling time, the superscript i represents

the ith target and N is the number of targets. xik ∈ ℝn
is the target state, mi

k ∈ ℝ is

the measurement, hik is the nonlinear observation function, 𝛷
i
k and 𝛤

i
k are the state

transition matrix and the noise matrix with appropriate dimensions respectively. wi
k

is the process noise and vik is the observation noise. The noise vectors wk and vik are

assumed to be zero mean and

E{wi
k(w

i
𝜏
)T} = Qi

k𝛿k𝜏 , E{vik(v
i
𝜏
)T} = Ri

k𝛿k𝜏 , E{wi
k(v

j
k)

T} = 0, i, j = 1,… ,N

where the 𝛿k𝜏 denotes the Kronecker delta function, Qi
k > 0 and Ri

k > 0 are the

covariance matrices of the process noise and measurement noise, respectively.

In order to the estimate the states of multiple targets, we comprise all states of

single target to a joint target state xk = [(x1k)
T
,… , (xNk )

T ]T , where the superscript T
denotes the transpose of a vector or a matrix. Typically in this paper, the bold-faced

vector variables indicate the joint vector of overall target and the italics symbols

represent individual vector elements of single target. Then the dynamic model of the

tracking system (1) can be rewritten as an overall dynamic model

xk+1 = 𝛷kxk + 𝛤kwk (3)

Then a “pseudomeasurement” could be generated by the symmetric functions of

the original measurement data (2) as sjk = gj(m1
k ,… ,mN

k )( j = 1,… ,N). It should be

noted that the rearrangement of the original data mi would not affect the s because of

its symmetric structure. Thus the data association problem can be avoided without

losing basic information. To ensure the original measurementsmi could be recovered

uniquely from sjk, the dimension of symmetric transformation should equal to the

number of targets.

As the model of the symmetric measurement does not remain the conventional

structure for filtering, our aim is to evolve it to an approximate formulation as

sjk = gj(x1k ,… , xNk ) + 𝜑
j(v1k ,… , vNk ) j = 1,… ,N (4)

For simplicity of illustration, take example of three targets moving in one dimension

to present the calculation of the approximation. Firstly, using the sum-of-products

SME, we can obtain
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sk = gk(mi
k) =

⎡
⎢
⎢
⎢
⎣

m1
k + m2

k + m3
k

m1
km

2
k + m1

km
3
k + m2

km
3
k

m1
km

2
km

3
k

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎣

h1k + v1k + h2k + v2k + h3k + v3k
(h1k + v1k)(h

2
k + v2k) + (h1k + v1k)(h

3
k + v3k) + (h2k + v2k)(h

3
k + v3k)

(h1k + v1k)(h
2
k + v2k)(h

3
k + v3k)

⎤
⎥
⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

h1k + h2k + h3k
h1kh

2
k + h1kh

3
k + h2kh

3
k

h1kh
2
kh

3
k

⎤
⎥
⎥
⎥
⎦

+
⎡
⎢
⎢
⎢
⎣

v1k + v2k + v3k
(h2k + h3k)v

1
k + (h1k + h3k)v

2
k + (h1k + h2k)v

3
k

h1kh
2
kv

3
k + h1kh

3
kv

2
k + h2kh

3
kv

1
k

⎤
⎥
⎥
⎥
⎦

(5)

+
⎡
⎢
⎢
⎢
⎣

0
v1kv

2
k + v1kv

3
k + v2kv

3
k

h3kv
1
kv

2
k + h2kv

1
kv

3
k + h1kv

2
kv

3
k + v1kv

2
kv

3
k

⎤
⎥
⎥
⎥
⎦

where the first term is a nonlinear function of target state, the second term is a non-

linear function of state and observation noise, while the third term is a function con-

taining complicated noise, so we regard it as an unknown random bias. Next for the

sum-of-powers SME, similar result can be calculated as

sk = gk(mi
k) =

⎡
⎢
⎢
⎢
⎣

m1
k + m2

k + m3
k

(m1
k)

2 + (m2
k)

2 + (m3
k)

2

(m1
k)

3 + (m2
k)

3 + (m3
k)

3

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

h1k + v1k + h2k + v2k + h3k + v3k
(h1k + v1k)

2 + (h2k + v2k)
2 + (h3k + v3k)

2

(h1k + v1k)
3 + (h2k + v2k)

3 + (h3k + v3k)
3

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

h1k + h2k + h3k
(h1k)

2 + (h2k)
2 + (h3k)

2

(h1k)
3 + (h2k)

3 + (h3k)
3

⎤
⎥
⎥
⎥
⎦

+
⎡
⎢
⎢
⎢
⎣

v1k + v2k + v3k
2h1kv

1
k + 2h2kv

2
k + 2h3kv

3
k

3(h1k)
2v1k + v3(h2k)

2v2k + 3(h3k)
2v3k

⎤
⎥
⎥
⎥
⎦

(6)

+
⎡
⎢
⎢
⎣

0
(v1k)

2 + (v2k)
2 + (v3k)

2

(v1k)
3 + (v2k)

3 + (v3k)
3 + 3h1k(v

1
k)

2 + 3h2k(v
2
k)

2 + 3h3k(v
3
k)

2

⎤
⎥
⎥
⎦

also the first term is the nonlinear function containing only target state, the second

term is the nonlinear function of target state and zero-mean Gaussian noise and the

third term could be treated as unknown random bias whose mean is nonzero.

From above, the observation model of MTT system based on SME with nonlinear

measurements can be reformed as a nonlinear model with unknown random bias:

sk = gk(xk) + 𝛹k(xk, vk) + bk (7)

Thus the assignment problem of measurement-to-target is traded to the problem of

dealing with nonlinearities and unknown random bias.

Remark 1 This technology evolving the SME-based tracking system with nonlinear

measurements into the biased nonlinear system has several characteristics. On one
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hand, it can obviate the need of calculating the addition item as in [13] to ensure

the mean of pseudomeasurement noise is zero. On the other hand, it provides a

uniform structure for multiple targets tracking system based on different types of

SME which makes it convenient and tractable for filtering. Also it would improve

the tracking accuracy since the high-order terms of observation noise are altered into

the unknown random bias to be estimated instead of ignored.

3 Fading Unscented–Extended Kalman Filter

Suppose that the state estimate and the estimate error covariance have been obtained

at time k − 1. The specific filtering algorithm for the nonlinear system (3) and (7)

proceeds as follows.

3.1 State and Measurement Prediction

First of all, the prediction of target state and prediction error covariance can be cal-

culated directly since the dynamic equation (3) is assumed in linear

x̂k|k−1 = 𝛷k−1x̂k−1|k−1 (8)

Pk|k−1 = 𝛷k−1Pk−1|k−1𝛷
T
k−1 + 𝛤k−1Qk−1𝛤

T
k−1 (9)

where Qk−1 = diag[Q1
k−1,⋯ ,QN

k−1] is the covariance of noise wk−1.

Second, we should get the prediction of measurements based on the observation

model (7). The nonlinear function 𝛹 in (7) can be approximated by the first order

linearization as

𝛹k(xk, vk) ≈ 𝛹k(x̂k|k−1, 0) + 𝛹
x
k x̃k|k−1 + 𝛹

v
k vk (10)

where

x̃k|k−1 = xk − x̂k|k−1, 𝛹
x
k =

𝜕𝛹k(xk, vk)
𝜕xk

∣xk=x̂k|k−1,vk =0, (11)

𝛹
v
k =

𝜕𝛹k(xk, vk)
𝜕vk

|xk=x̂k|k−1,vk =0

and the error covariance would be

RRk ≈ 𝛹
x
k Pk|k−1(𝛹 x

k )
T + 𝛹

v
kRk(𝛹 v

k )
T

(12)

where Rk = diag[R1
k ,… ,RN

k ] is the covariance of vk.
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What could reduce the complexity of computation is that, by derivation and induc-

tion, we can get 𝛹k(xk|k−1, 0) = 0 and 𝛹
x
k = 0. Hence the predicted mean of 𝛹k would

be zero and for the error covariance only 𝛹
v
k , the Jacobian matrix whose elements

contain the nonlinear function of state hik(xk), is still underestimate. Take advantage

of the unscented transformation, the predicted sigma points of x̂k|k−1 can be calcu-

lated by

𝜉
0
k = x̂k|k−1, (13)

𝜉
l
k = x̂k|k−1 +

(√
(n + 𝜆)Pk|k−1

)

l
, l = 1,… , n (14)

𝜉
l
k = x̂k|k−1 −

(√
(n + 𝜆)Pk|k−1

)

l−n
, l = n + 1,… , 2n (15)

where the subscript l denotes the lth column of the matrix and n is the dimension of

joint state. 𝜆 = 𝛼
2(n + 𝜅) − n is a scaling factor, where 𝛼 determines the dispersion

of sigma points which is selected as 0.01 and 𝜅 is usually set as 0.

Then substituting the sigma points (13)–(15) to the functions hik, we can obtain

another sigma points set 𝜁
l
k =

[
h1k(𝜉

l
k)

T … hNk (𝜉
l
k)

T ]T
, (l = 0,… , 2n). The expecta-

tion is captured as

ĥik|k−1 =
(∑2n

l=0
𝜔
l
d𝜁

l
k

)i
, l = 0,… , 2n, i = 1,… ,N (16)

where the superscript i denotes the ith row of the matrix, and

𝜔
0
d =

𝜆

n + 𝜆
; 𝜔

l
d =

1
2(n + 𝜆)

, l = 1,… , 2n (17)

Thus the Jacobian matrix 𝛹
v
k can be estimated by

𝛹
v
k ≈ 𝛹

v
k (ĥ

i
k|k−1) i = 1,… ,N (18)

Now implementing the nonlinear symmetric function gk in formulation (7) to

these new sigma points, we can get the third sigma set for the predicted measurement

𝛿
l
k = gk(𝜁 lk), l = 0,… , 2n (19)

Recall the results about the statistical characteristics of 𝛹k, the predicted mean of

symmetric measurements would be

ŝk|k−1 =
∑2n

l=0
𝜔
l
d𝛿

l
k, l = 0,… , 2n (20)
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the predicted measurement covariance and the cross-correlation covariance are

Psk =
∑2n

l=0
𝜔
l
c(𝛿

l
k − ŝk|k−1)(𝛿lk − ŝk|k−1)T + 𝛹

v
kRk(𝛹 v

k )
T

(21)

Pxksk =
∑2n

l=0
𝜔
l
c(𝜉

l
k − x̂k|k−1)(𝛿lk − ŝk|k−1)T (22)

where

𝜔
0
c =

𝜆

n + 𝜆
+ (1 − 𝛼

2 + 𝛽), 𝜔
l
c =

1
2(n + 𝜆)

, l = 1,… , 2n (23)

where 𝛽 = 2 is optimal under Gaussian distribution.

3.2 Adaptive Fading Factor

The random bias bk in (7) with complex distribution is hard to be estimated. In addi-

tion to the unknown bias, the approximation of 𝛹
v

would also introduce the inaccu-

racies. To compensate these affections in measurement prediction, the fading factor

𝜇 is inserted in (21).

Assume that the actual measurement covariance is C̃k and has the equivalent rela-

tion that C̃k = 𝜇kPsk where Psk is calculated as mentioned above without considering

the unknown bias.

Define the innovation vector as s̃k = sk − ŝk|k−1. Making use of innovation

sequence from previous times to now, C̃k can be estimated by

C̃k =
1

L − 1
∑k

𝜏=k+1−L
s̃
𝜏
s̃T
𝜏

(24)

where L is a window size.

For the sake of ensuring the optimality of the Kalman gain, the innovation

sequence should be a white sequence and the condition that the autocovariance is

zero has to be satisfied. So the orthogonality should be held

Pxksk − K̃kC̃k = 0 (25)

where K̃k is the actual Kalman gain. To reduce computation complexity, the scalar

variable 𝜇k can be approximated as

𝜇k = max
{
1, 1

n
trace(C̃kP−1

sk
)
}

(26)
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3.3 State Update with Measurement

Based on the conclusions above, we can finally obtain the state estimation by updat-

ing the state prediction with received measurements

P̃sk = 𝜇kPsk (27)

K̃k = Pxksk P̃
−1
sk

(28)

x̂k|k = x̂k|k−1 + K̃k s̃k (29)

Pk|k = Pk|k−1 − K̃kP̃skK̃
T
k (30)

Remark 2 It is remarkable that the fading factor 𝜇k can be adaptively adjusted in

each iteration to compensate the influence of unknown random bias in observation

model, as well as be obtained efficiently with tiny calculation burden. The modified

gain matrix holds K̃k = Kk∕𝜇k, which is accordance with the intuition that the gain

should be reduced in the situation where the measurements model with unknown

information is not reliable.

4 Simulation Results

The performance of the proposed FEUF paired with two kinds of SME are evaluated

in this section. It is compared with the nearest neighbor method and conventional

EKF via computer simulations.

4.1 Simulation Setup

Consider tracking three moving targets in x − y plane simultaneously whose state

xik(i = 1, 2, 3) is of the form xik =
[
xi(k) ẋi(k) yi(k) ẏi(k)

]T
with position in meters

and velocity in meters per second. The state of three targets evolves with the ini-

tial state x10 =
[
700 −8 100 3

]T
, x20 =

[
100 3 50 6

]T
and x30 =

[
300 0 −100 9

]T

respectively, which are chosen to ensure the trajectories of three targets would inter-

sect with one another.

The target dynamics are described by the wiener velocity model, so the matrices

in (3) are given by:
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𝛷
i
k =

⎡
⎢
⎢
⎢
⎣

1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1

⎤
⎥
⎥
⎥
⎦

, 𝛤
i
k =

⎡
⎢
⎢
⎢
⎢
⎣

T2

2
0

T 0
0 T2

2
0 T

⎤
⎥
⎥
⎥
⎥
⎦

(31)

where T = 1 s is the sampling period. wi
k is a zero-mean white Gaussian with covari-

ance Qi
k = 0.04I. The nonlinear observations are chosen as the radar observation

model generated by true range and angle

rik =
√
xi(k)2 + yi(k)2 + (vr)ik, 𝜃

i
k = arctan

yi(k)
xi(k)

+ (v
𝜃
)ik (32)

where the independent white Gaussian noise (vr)ik and (v
𝜃
)ik are with covariance

R1
k =

[
10 0
0 10−4

]

, R2
k =

[
50 0
0 10−4

]

, R3
k =

[
25 0
0 10−4

]

(33)

We take the root mean square (RMS) errors as the measures of tracking performance.

At the kth sampling period, RMS position error RMSip(k) and RMS velocity error

RMSiv(k) are respectively defined as

RMSip(k) =

√
√
√
√ 1

M

M∑

j=1
(𝜂i,jp (k))2,RMSiv(k) =

√
√
√
√ 1

M

M∑

j=1
(𝜂i,jv (k))2 (34)

with the notation M denoting the number of Monte Carlo runs. 𝜂
i,j
p (k) and 𝜂

i,j
v (k)

which stand for kth time position and velocity error of ith target from the jth run are

given by

𝜂
i,j
p (k) =

√
(xij(k) − x̂ij(k))2 + (yij(k) − ŷij(k))2 (35)

𝜂
i,j
v (k) =

√
(ẋij(k) − ̂̇xij(k))2 + (ẏij(k) − ̂̇yij(k))2 (36)

where x̂ij(k), ŷ
i
j(k), ̂̇x

i
j(k) and ̂̇yij(k) designate the estimate state of target.

4.2 Effectiveness in Trajectories Maintaining

To verify the effectiveness of designed filter in tracking multiple targets, we com-

pare performance of the FEUF paired with two types of SME (sum-of-products and

sum-of-powers) with that of the nearest neighbor method paired with UKF. The NN
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Fig. 1 Comparison of estimated position

algorithm chooses the observations whose distance to the predicted measurements

are minimal as the associated observations to update the state estimation [4].

Figure 1 presents the true and estimated trajectories of the three moving targets by

FEUF with sum-of-products SME, FEUF with sum-of-powers SME, and UKF with

NN method. Although three filters all may fail in maintaining the correct track, the

FEUF based on SME have higher percentages of successful tracking. In the success-

ful tracking case, as shown in Fig. 1, the proposed filter can provide accurate tracking

results almost all the time without data association even around the path cross points

where the NN method always performs poorly. It can be demonstrated more directly

by the RMS errors. Figure 2 shows the comparison of RMSE in position, the FEUF

have much less error than NN method has when the trajectories are across. While

the results of comparison of RMSE in velocity are similar and omitted.

More details are given in Table 1. The terms “ARMSE in position” and “ARMSE

in velocity” are calculated by averaging the RMSE over the tracks of three targets

only during the valid runs. The CPU time are the average of each run among total

100 runs. As can be seen that the proposed filter outperforms the NN method in

maintaining the correct target association. The FEUF products has the best accuracy

and FEUF powers is not as ideal as FEUF products may be affected by the complexity

structure in the bias. It is expected that the FEUF with two types of SME have higher

computational cost than UKF-NN due to the calculation of more sigma sets and

adaptive fading factor.
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Table 1 Comparison of tracking performance

ARMSE in

position

ARMSE in

velocity

Association

maintaining

CPU time

FEUF-products 3.2076 0.3055 99 % 0.2764

FEUF-powers 3.3815 0.4364 84 % 0.3012

UKF-NN 4.0783 0.5569 52 % 0.1608

4.3 Effectiveness in Nonlinearities Handling

Figures 3 and 4 shows the simulation results of applying SME with the developed

filter and the EKF filter. As the RMS errors of EKF are instable while the errors of

FEUF remain little, it can be observed that the EKF fails in dealing with both types

of symmetric equations of nonlinear measurements and the FEUF performs well in

handling strong nonlinearities.

Remark 3 It is noted that, when implemented the FEUF, the sum-of-products SME

beats the sum-of-powers SME in accuracy of both state estimation and trail asso-

ciation with less computational burden. This method conquers the shortcoming of

sum-of-products SME with the UKF in the previous studies of Leven [13], as well

as the results are consistent with the conclusion in [13] that the performance of the

SME approach is rest with the pairing of a specific SME implementation and an

appropriate filter.
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5 Conclusions

This paper presented a uniform structure model for multi-target tracking system with

nonlinear observations implemented with different forms of symmetric measure-

ment equations. Moreover, the prior calculation to approximate the noise covari-

ance matrix of symmetric transformed measurement can be avoided. To resolve the
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obstacles brought by the unknown random noise in the new model and to deal with

the high nonlinearities caused by the symmetric transformation of nonlinear mea-

surements, the fading unscented–extended filter algorithm has been designed. The

proposed filter was proved to track multiple moving targets successfully with some

additional computation cost.
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RSS-Based Target Tracking
with Unknown Path Loss Exponent

Jian Zhang, Wenling Li and Jian Sun

Abstract This paper studies the problem of target tracking by using the received
signal strength (RSS) with unknown path loss exponent. The path loss exponent is
estimated by using the least square approach and the unscented Kalman filter is
used to address the nonlinear filtering problem. A numerical example and an
experiment involving localization of a mobile robot are provided to demonstrate the
effectiveness of the proposed algorithm.

Keywords Target tracking ⋅ Received signal strength ⋅ Path loss exponent

1 Introduction

In recent years, target tracking has received great attention due to its applications in
civil and military areas. Although the GPS can generate accessible tracking accu-
racy in many situations, it cannot be used in indoor localization for multipath effect
and signal missing. In wireless sensor networks (WSN), target tracking algorithms
can be commonly classified into two categories: range-based and rang-free. The
representative signal models include time of arrival (TOA) [1], time difference of
arrival (TDOA) [2], angle of arrival (AOA) [3], and received signal strength
(RSS) [4].

RSS-based target tracking has been widely used in WSN. This basic idea is that
the transmitting node transmits a signal with fixed strength, and the receiving node
calculate the distance with the measurement of received signal strength. Common
propagation model mainly includes the path loss model [5], the multiwall model
(MWM) [6], and the new empirical model (NEM) [7]. For example, it has been
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shown that the RSS is susceptible to be disturbed by the environment factors [8],
which means the unknown factors in engineering applications could largely reduce
the performance of RSS. In [9], an interacting multiple model estimator has been
proposed to estimate the path loss exponent and simulation results show that the
tracking accuracy is better than the filter based on the jointly estimating the path
loss exponent and the target state in an augmented form [9]. In [10], the target state
and the path loss exponent are jointly estimated where the latter is derived by using
the least square approach. The results are extended by using the weighted least
square approach in [11].

In this paper, we attempt to study the target tracking by using the RSS with
unknown path loss exponent. The filter is developed by combining with the mul-
tiple model approach and the least square technique. The unscented Kalman filter is
used to address the nonlinear filtering problem. A numerical example and an
experiment are provided to illustrate the effectiveness of the proposed algorithm.

The rest of this paper is organized as follows. The target tracking problem
formulated is given in section. The tracking algorithm is presented in Sect. 3. In
Sect. 4, simulation and experimental results are provided, followed by conclusion
in Sect. 5.

2 System Model

We consider the following target tracking model:

xk =Fk − 1xk− 1 +Gk− 1wk− 1

zk, s = hs xkð Þ+ vk, s, s=1, 2, . . . ,N

where xk = px, k , py, k , vx, k , vy, k
� �T represents the target state vector at time instant k.

px, k , py, k
� �

and vx, k , vy, k
� �

denote the position and velocity components at time
instant k. Fk− 1 and Gk− 1 are known matrices with appropriate dimensions. The
process noise wk− 1 and the measurement noise vk, s are assumed to be zero-mean
white Gaussian with covariance matrices Qk− 1 and Rk− 1, respectively. zs, k is the
received power Ss, k obtained by sth reference node.N is the number of the sensor
nodes. hs xkð Þ is the measurement function of the sth node, and the path loss model
is given by

Ss, k = S0 − 10nk, s log10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
px, k − rx, sð Þ2 + py, k − ry, s

� �2q
d0

where d0 denotes the reference distance. S0 is the RSS at the reference distance d0.
rx, s, ry, s
� �

is the position of the sth reference node. nk, s denotes the path loss
exponent of the sth reference node.
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The aim of the target tracking is to estimate the target state xk by using the
measurements zk, s up to time k.

3 Target Tracking

The unscented Kalman filter has been proposed by Julier and Uhlmann [12, 13]. As
the UKF has been extensively studied, we omit the details for space considerations.
A cycle of the UKF runs as follows.

Step 1. Generate sigma points

χkð0Þ= xk̂jk

χkðiÞ= γ
ffiffiffiffiffiffiffiffi
Pi
kjk

q
+ xk̂jk, i=1, 2, . . . , 2L

where γ=
ffiffiffiffiffiffiffiffiffiffi
L+ λ

p
, and λ+ L=3, L=4. Pi

kjk denotes the columns of the ±Pkjk. The
combined weights are defined as follows:

Wmean
0 =Wcov

0 =
λ

λ+L

Wmean
1 =Wcov

1 =
1

2ðλ+LÞ , i=1, 2, . . . , 2L

Step 2. Predict the state estimate

χk+1ðiÞ= f ðχkðiÞ, kÞ

The predicted estimate and its corresponding covariance are calculated by

xk̂+1jk = ∑
2L

i=0
Wmean

i χk +1ðiÞ

Pk+1jk = ∑
2L

i=0
Wcov

i χk+1ðiÞ− xk̂+1jk
� �

χk+1ðiÞ− xk̂ +1jk
� �T +GkQkGT

k

The predicted observation is given by

yk̂+1jk, s, j = ∑
2L

i=0
Wmean

i hs, j χk+1ðiÞ, k+1ð Þ, s=1, 2, . . . ,N

Pvv
k+1jk, j = ∑

2L

i=0
Wcov

i zk+1, s, jðiÞ− yk̂+1jk, s, j
� �

zk+1, s, jðiÞ− yk̂+1jk, s, j
� �T +Rk

Pxy
k+1jk, j = ∑

2L

i=0
Wcov

i χk +1ðiÞ− xk̂+1jk
� �

zk+1, s, jðiÞ− yk̂+1jk, s, j
� �T
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Step 3. Update the state estimate
The updated estimate and its corresponding covariance are computed by

x ̂kjk− 1, j = xk̂jk− 1 +Kk, jvk, s, j
Pkjk, j =Pkjk− 1, j −Kk, jPvv

kjk− 1, jKk, j

where the gain and innovation are given by

Kk, j =Pxy
k+1jk, j Pvv

k+1jk, j
� �− 1

vk, s, j ≡ zk, s − y ̂mkjk− 1, s

yk̂+1jk, s, j denotes the predicted observation using parameter nk, s, j.
Step 4. Fuse the state estimates

xk̂jk =
∑m

j xk̂jk − 1, j w̸e
k, j

∑m
j 1 w̸e

k, j

Pkjk =
∑m

j Pkjk, j w̸e
k, j

�2

∑m
1 1 w̸e

k, j

� �2

where

we
k, j =mean wk, s, j

� �
wk, s, j = zk, s − yk̂+1jk, s, j

		 		
In reality, PLE is strongly affected by environment. The PLE of different nodes

are interrelated in the same location at the same time, and they are different for the
signal contamination around. Since the PLE seriously affect the positioning accu-
racy, adaptive gridding strategy and least squares method are used in this paper. The
main idea of the adaptive gridding strategy is to move the value of the PLE to the
most likely state. Three coupling parameter nk, s,m are set through nk− 1, s,m, which is
given by:

nk, s, 2 =
∑3

j nk − 1, s, j w̸k− 1, s, j

∑3
j 1 w̸k− 1, s, j

nk, s, 1 = nk, s, 2 − d * α

nk, s, 3 = nk, s, 2 + d * α

where α denotes the scaling factor. d denotes the distance from the low state to the
high state, and it is adjusted by the follow scheme:
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d=
d+0.02, if trace Pm

kjk
� �

> trace Pm
k− 1jk − 1

� �
d− 0.04, if trace Pm

kjk
� �

< trace Pm
k− 1jk − 1

� �
8<
:

Finally, if d is bigger than 1, then d=1. otherwise, the least square method is
used to modify the PLE as follows

nk, s, 1 =Nk

nk, s, 2 =
∑4

j nk − 1, s, j w̸k− 1, s, j

∑4
j 1 w̸k− 1, s, j

If nk, s −Nkk k<0.02ð Þ, then d=0.02, else d= nk, s −Nkð Þ.

nk, s, 3 = nk, s, 2 + d * α

nk, s, 4 = nk, s, 2 − d * α

The least square estimate Nk is given by the follow scheme:

Nk+1 =Nk +Lk +1 * yk̃ +1 − S0 −Hk +1 *Nkð Þ
Lk+1 =AkHT

k+1 Hk+1AkHT
k +1 +R− 1� �− 1

Ak+1 = I − Lk+1Hk+1½ �Ak

Hk =

− 5 log10 px, k − rx, 1ð Þ2 + py, k − ry, 1
� �2� �

+2
� �

⋮

− 5 log10 px, k − rx, sð Þ2 + py, k − ry, s
� �2� �

+2
� �

2
664

3
775
s×1

where the priori estimate is N1 =A1HT
1R y ̃1 − S0ð Þ, and the covariance estimate is

A1 = H1RHT
1

� �− 1.

4 Simulation and Experimental Result

We consider a two-dimensional tracking scenario. Four sensors are located at
(0, 10), (10, 0), (0, −10), (−10, 0) in meters. To describe the target motion, the
nearly constant velocity is used as follow

xk =

1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1

2
664

3
775xk− 1 +

T2 ̸2 0
0 T2 ̸2
T 0
0 T

2
664

3
775wk− 1
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where T = 0.1 s is the sampling interval. The process noise wk− 1 is assumed to be
zero-mean white Gaussian with Qk− 1 = 0.12I2. The target starts at (5, 0) in meters,
and its initial velocity is (0, 0.63) in m/s. the estimate of the initial state of the target
is set to be 6 6 0.3 0.3½ �T .

In simulations, we assume S0 is close to −12 dBm when d0 is 0.1 m. The PLE is
set to be 2.3. The sensor’s sampling error is set zero mean and variance of 1, and the
sampled values are rounded according to the real situation. In the filter, R = 1.4,
nk, s, 2 is set to be 2.4, d is set to be 0.8. The scaling factor α is set to be 0.3.

To evaluate the performance of the filter, 100 Monte Carlo runs is used to
calculate the root mean square error (RMSE) in position in simulation. The per-
formance of the proposed filter with joint estimate of least square method and
adaptive gridding strategy (UKF-LS&AG) is compared with that of the augmented
state unscented Kalman filter (UKF-AS). The filter with known PLE (UKF-K)
serves as the baseline algorithm to evaluate the performance.

The performance comparison with the positioning averages of RMSE (ARMSE)
is shown in Fig. 1. The result suggests that the UKF-LS&AG is better than
UKF-AS. Although the UKF-LS&AG tracking accuracy show bad at the beginning
of the filter, it is better than the UKF-AS.

When the PLE is chosen to be different value, the performance comparison with
the averages of RMSE (ARMSE) is shown in Fig. 2. In simulations, the true value
of PLE has been set from 2 to 2.8. The simulation result indicates that
UKF-LS&AG is better than UKF-AS.

The performance of the UKF-LS&AG filter with respect to the scaling factor α is
shown in Fig. 3. The factor α is taken from 0.1 to 0.9. The ARMSE in position
suggests that the larger the scaling factor α is, the less the ARMSE in position is.
Therefore, the scaling factor α is advised to take larger than 0.5 to improve
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accuracy. In the simulations, the true measurement noise covariance is set to be
Rk =diag 1 1 1 1½ �ð Þ, while the measurement noise covariance adopted in the filter is
taken to be eRk = γ*diag 1 1 1 1½ �ð Þ. The ARESM in position with γ of a set of value
is shown in Fig. 4. The simulation results indicate that UKF-LS&AG do well for
mismatched noise covariance matrices. A notable feature is that while the mea-
surement noise covariance is larger than the true covariance, ARESM in position of
UKF-LS&AG may reduce.

We have done a RSS-based indoor positioning experiment with TI’s CC2530
chip. Three nodes were placed at ð1.04, 2.05Þ, ð1.54, 1.55Þ and 2.04, 2.05ð Þ.
The RSS is gotten from the chip and transmitted to the computer. The sampling
interval is T = 1 s, and the process noise covariance is Qk =0.00489I2. The target
track round, whose locus is shown in Fig. 5, and the target starts at the position (3.1
2.1) in meters and initial velocity is (0 0.2) in m/s. The scaling factor α is chosen to
be 0.5. The positioning using filter with the joint estimator of PLE is shown in
Fig. 5 as well. The RMSE is calculated to be 0.5279 m. This indicates that the filter
with the joint estimator of PLE can work well in realistic cases either.
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5 Conclusion

The adaptive gridding strategy is used to estimate the path loss exponent and the
least square method is used to modify the path loss exponent. The unscented
Kalman filter is used to address the nonlinear filtering problem. Simulation and
experiment results show the effectiveness and the applicability of the proposed
algorithm.
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Further Analysis on Observability
of Stochastic Periodic Systems
with Application to Robust Control

Hongji Ma, Ting Hou and Jie Wang

Abstract This paper is concerned with a class of discrete-time stochastic systems

with periodic coefficients and multiplicative noise. Above all, observability is studied

by analyzing the unobservable subspace of concern dynamics. Further, invariant-

subspace approach is applied to derive an operator-spectral criterion of observability,

which improves the observability test presented by Ma et al. (Proceedings of 2016

American control conference, to appear) [1]. Based on the proposed observability

criterion, an infinite-horizon stochastic periodic H2∕H∞ control is obtained in the

presence of (x, u, v)-dependent noise.

Keywords Stochastic periodic systems ⋅ Observability ⋅ Unobservable subspace ⋅
Spectral criterion ⋅ H2∕H∞ control

1 Introduction

Discrete-time stochastic systems with multiplicative noise provide an ideal math-

ematical model for characterizing various dynamics subject to parametric pertur-

bation caused by random environmental disturbance. This type of models have

attracted considerable attention due to wide applications in engineering and eco-

nomic fields, such as signal processing [2], networked control [3], portfolio opti-

mization [4], etc. For example, an elaborate analysis has been presented in [5] for

stabilization of stochastic discrete-time control systems. Reference [6] considered

the linear quadratic control problem of discrete-time stochastic systems with control-

dependent noise and indefinite cost weighting matrix. Besides, robust control theory
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has been addressed for discrete-time stochastic systems with/without random jump

parameters; see, e.g., [2, 7, 8] and the references therein.

Observability is an essential structural performance of dynamic systems, which

plays a fundamental role in the analysis of linear systems. In the available litera-

ture, there have been two distinct ways for investigating the observability of sto-

chastic linear systems. The first way is to introduce a cumulated energy function

associated with the measurement output. From the relationship between the value of

output energy function and the initial system state, a necessary and sufficient con-

dition can be derived for examining the observability of linear stochastic systems

with state-dependent noise [9] or Markov jump linear systems [10]. It is remarkable

that this method generally does not lead to Hautus-type test (i.e., spectral criterion).

Another line is the so-called operator-spectral method, whose idea is to convert the

concerned linear stochastic system into a linear deterministic system by means of

-representation formula, see [11, 12]. Recently, [13] has generalized the operator-

spectral method to explore the observability and detectability of linear Markov jump

systems with periodic coefficients. It is shown that the spectral criteria for observ-

ability and detectability of periodic Markov jump systems does not depend on a

single monodromy operator, but on a sequence of positive evolution operators with

the total being the period.

In this paper, we will present some further results on observability of discrete-

time stochastic periodic systems. To this end, unobservable subspace is first studied

for linear stochastic periodic systems. Some criteria of observability are developed

based on the analysis of unobservable subspace. In addition, an invariant-subspace

approach is employed to prove an operator-spectral criterion of observability, which

improves the Hautus-type test [1] obtained by use of -representation technique.

More specifically, the observability of concerned models can be verified by check-

ing the proposed spectral criterion within the domain of real positive semi-definite

matrices, instead of the set of all complex symmetric matrices. Further, by combining

with a periodic version of stochastic bounded real lemma, the proposed observability

criterion will be applied to settle an infinite-horizon H2∕H∞ stochastic periodic con-

trol in the presence of (x, u, v)-dependent noise. It is shown that under the condition

of observability, the solvability of considered H2∕H∞ control problem is equivalent

to that of a group of generalized periodic Riccati equations.

The rest of this paper is organized as follows. Section 2 gives some preliminaries

about discrete-time stochastic periodic systems. Section 3 addresses the property of

unobservable subspace and then presents an operator-spectral criterion for observ-

ability. Section 4 supplies an infinite-horizon H2∕H∞ stochastic periodic control by

using the proposed observability criterion. Finally, Sect. 5 will end the paper with a

brief concluding remark.

Notations. (): the set of all complex (real) numbers; 
n
: n-dimensional com-

plex (real) vector space with the usual Euclidean norm ‖ ⋅ ‖; 
n×m

: the space of

all n × m complex (real) matrices with the operator norm ‖ ⋅ ‖2; A > 0 (≥0): A
is a symmetric positive (semi-)definite matrix; Sn+: the set of real positive semi-

definite matrices; A′
: the transpose of a matrix (vector) A; A−1(A+): the inverse
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(Moore-Penrose pseudoinverse) of a matrix A; In: the n × n identity matrix;

ℤ+ ∶= {0, 1,…} and ℤ1+ ∶= {1, 2,…}.

2 Preliminaries

On a complete probability space (Ω,F ,P), we consider the following stochastic

periodic systems:

xt+1 = Atxt + Ctxtwt, t ∈ ℤ+, (1)

where xt ∈ 
n

represents the state, At and Ct are deterministic matrices. The initial

state satisfies E‖x0‖2 < ∞ and for each t ∈ ℤ+, x0 is independent of 𝜎-algebra Gt =
𝜎{wt|0 ≤ k ≤ t}. Denote by Ft = 𝜎(x0) ∨ Gt the minimal 𝜎-algebra consisting of

𝜎(x0) and Gt. Let l2(0,∞;m) be the space of 
m

-valued, nonanticipative square

summable stochastic processes {y(t,𝜔) ∶ ℤ+ × Ω → 
m}, which are Ft-measurable

and
∑∞

t=0 E‖yt‖
2
< ∞. It can be verified that l2(0,∞;m) is a real Hilbert space with

the norm induced by the usual inner product: ‖y‖l2(0,∞;m) = (
∑∞

t=0 E‖yt‖
2)1∕2.

The following assumptions are used throughout this paper.

Hypothesis 1 (i) The coefficients of considered systems are all real matrix-valued

sequences with a common period 𝜃 ∈ ℤ1+ and suitable dimensions, e.g., At+𝜃 = At,

and At ∈ 
n×n

; (ii) {wt}t∈ℤ+
is a sequence of independent random variables with

Ewt = 0 and Ewswt = 𝛿(t−s) for t, s ∈ ℤ+, where 𝛿(⋅) is a Kronecker function. Next,

we give some basic concepts of stability. □

Definition 1 System (1) (or (A, C) for short) is called asymptotically mean square

stable (AMSS) if

lim
t→+∞

E‖x(t;𝜉,t0)‖
2 = 0

for all 𝜉 ∈ 
n

and t0 ≥ 0, where x(t;𝜉,t0) is the state of (1) corresponding to xt0 = 𝜉 ∈


n
. Moreover, the controlled stochastic periodic system (A, B; C, D):

{
xt+1 = (Atxt + Btut) + (Ctxt + Dtut)wt,

ut ∈ l2(0,∞;nu ), t ∈ ℤ+
(2)

is called stochastically stabilizable if there exists a 𝜃-periodic sequence Kt ∈ 
nu×n

(t ∈ ℤ+) such that ut = Ktxt guarantees the closed-loop system (A+BK, C+DK):

xt+1 = (At + BtKt)xt + (Ct + DtKt)xtwt, t ∈ ℤ+

to be AMSS. In this case, Kt is called a stabilizing feedback gain. □
Let n be the set of all n × n symmetric matrices whose entries may be complex.

Thus, n is a Hilbert space with the inner product
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⟨X,Y⟩ = Tr(XY), X,Y ∈ n. (3)

Define a Lyapunov operator t ∶ n → n as follows:

t(X) = AtXA′
t + CtXC′

t , X ∈ n, t ∈ ℤ+. (4)

According to the inner product (3), the adjoint operator of t turns out to be


∗
t (X) = A′

tXAt + C′
t XCt, X ∈ n, t ∈ ℤ+. (5)

Moreover, the linear evolution operator of t is given by t,s = t−1t−2 …s for

t > s ≥ 0, and t,t =  (the identity operator). It can be verified that t,s (t ≥ s) is a

linear positive operator.

3 Observability

This section focuses on observability of the following stochastic periodic system

with measurement equation:

⎧
⎪
⎨
⎪
⎩

xt+1 = Atxt + Ctxtwt,

yt = Qtxt, t ∈ ℤ+,

where yt ∈ 
ny is the measurement output and the other terms are the same as in (1).

Definition 2 𝜉 ∈ 
n

is called an unobservable state of (6) at t0 if the measurement

output corresponding to xt0 = 𝜉 satisfies that

yt ≡ 0 (a.s.), T ≥ t ≥ t0, ∀T > t0 ≥ 0.

System (6), denoted by (A, C|Q), is called observable at t0 if there is no nonzero

unobservable state at t0. Further, (A, C|Q) is (uniformly) observable if it is observ-

able for all t0 ∈ ℤ+. □

Let t be the set of all unobservable states of (6) at time t, then it is easy to verify

that t constitutes a subspace of 
n
, i.e., the unobservable subspace of (6) at time t.

Next, we present an algebraic characterization for the unobservable subspace of (6).

Lemma 1 t = Ker(𝕆t), where Ker(⋅) is the kernel of a matrix and

𝕆t = (Q′
t A′

tQ
′
t+1 C′

t Q
′
t+1 A′

tA
′
t+1Q′

t+2
C′

t A
′
t+1Q′

t+2 A′
tC

′
t+1Q′

t+2 C′
t C

′
t+1Q′

t+2 …)′. (6)
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Proof By Definition 1, an unobservable state 𝜉 at t results in yt ≡ 0 (a.s.) on [t,+∞),
which implies

Qt𝜉 = 0, Qt+1xt+1 = 0, Qt+2xt+2 = 0,… , (a.s.).

According to the state equation of (6), we have

⎧
⎪
⎨
⎪
⎩

Qt𝜉 = 0,
Qt+1(At𝜉 + Ct𝜉wt) = 0,
Qt+2[At+1(At𝜉 + Ct𝜉wt) + Ct+1(At𝜉 + Ct𝜉wt)wt+1] = 0,

⋮

(7)

in almost sure sense. Due to the randomness of {wt}t∈ℤ+
, (7) holds iff

Qt𝜉 = 0, Qt+1At𝜉 = 0, Qt+1Ct𝜉 = 0,
Qt+2At+1At𝜉 = 0, Qt+2At+1Ct𝜉 = 0,
Qt+2Ct+1At𝜉 = 0, Qt+2Ct+1Ct𝜉 = 0,… ,

which means 𝜉 ∈ Ker(𝕆t). Therefore, t ⊆ Ker(𝕆t). Conversely, if 𝜉 ∈ Ker(𝕆t),
then the above analysis suggests that the output yt of (6) corresponding to xt = 𝜉

almost surely equals to zero over [t,+∞). So, 𝜉 ∈ t. The proof is ended. □

Remark 1 Let �̃�t = (Q′
t A′

tQ
′
t+1 A′

tA
′
t+1Q′

t+2 …)′, then the following deterministic

periodic system:

{
xt+1 = Atxt,

yt = Qtxt, t ∈ ℤ+,
(8)

or (A|Q) is (completely) observable at t iff Ker(�̃�t) = {0} ([14], p.127). By Lemma

1, it is clear that Ker(𝕆t) ⊆ Ker(�̃�t). So, the observability of (A|Q) implies that of

(A, C|Q), but the converse is not true. □

As simple applications of Lemma 1, we can get some further properties of the

unobservable subspace.

Proposition 1 (i)t+𝜃=t. (ii) (A, C|Q) is observable ifft ={0} for t = 0, 1,… ,

𝜃 − 1.

Proposition 2 (i) t is an (A, C)-invariant subspace of Ker(Qt), i.e.,

Att ⊆ t+1, Ctt ⊆ t+1, t ⊆ Ker(Qt), ∀t ∈ ℤ+.

(ii) t is the largest (A, C)-invariant subspace of Ker(Qt).
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Proof Obviously, t ⊆ Ker(Qt). For arbitrary 𝜉 ∈ t, it follows from Lemma 1

that

Qt+1At𝜉 = 0,Qt+2At+1At𝜉 = 0,Qt+2Ct+1At𝜉 = 0,… ,

which implies At𝜉 ∈ Ker(𝕆t+1) = t+1. Therefore, Att ⊆ t+1. Similarly, it can

be shown that Ctt ⊆ t+1.

To prove (ii), let𝕊t be an (A, C)-invariant subspace of Ker(Qt). Then, for arbitrary

𝜉 ∈ 𝕊t, we have At𝜉 ∈ 𝕊t+1 ⊆ Ker(Qt+1), Ct𝜉 ∈ 𝕊t+1 ⊆ Ker(Qt+1), and 𝜉 ∈ Ker(Qt).
Therefore,

Qt𝜉 = 0,Qt+1At𝜉 = 0,Qt+1Ct𝜉 = 0.

Further, by the invariant property, there are At+1𝕊t+1 ⊆ 𝕊t+2, Ct+1𝕊t+1 ⊆ 𝕊t+2, and

𝕊t+2 ⊆ Ker(Qt+2). These relations lead to

Qt+2At+1At𝜉 = 0, Qt+2At+1Ct𝜉 = 0, Qt+2Ct+1At𝜉 = 0, Qt+2Ct+1Ct𝜉 = 0.

Repeating the above procedure, it is shown that 𝜉 ∈ Ker(𝕆t). By Lemma 1, 𝜉 ∈ t.

Hence, 𝕊t ⊆ t. □

Remark 2 From Propositions 1 and 2, we can conclude that (A, C|Q) is observable

at time t iff Ker(Qt) does not have nontrivial (A, C)-invariant subspace. □

Next, we consider the influence of output-feedback controls on the observability.

Proposition 3 If the open-loop stochastic periodic system

⎧
⎪
⎨
⎪
⎩

xt+1 = (Atxt + Btut) + (Ctxt + Dtut)wt,

yt = Qtxt, t ∈ ℤ+

is observable at t, then by applying an output-feedback controller ut = vt − Ktyt (Kt
may not be periodic here) to (9), the resulting system (9) remains observable at t:

⎧
⎪
⎨
⎪
⎩

xt+1 = [(At − BtKtQt)xt + Btvt] + [(Ct − DtKtQt)xt + Dtvt]wt,

yt = Qtxt, t ∈ ℤ+.

Proof If system (9) is not observable at t, then by Remark 2, Ker(Qt) has a nontrivial

(A−BKQ, C−BKQ)-invariant subspace 𝕊t, i.e.,

{
(At − BtKtQt)𝕊t ⊆ 𝕊t+1, (Ct − DtKtQt)𝕊t ⊆ 𝕊t+1,

𝕊t ⊆ Ker(Qt), ∃0 ≠ 𝜉 ∈ 𝕊t,
(9)
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which is further reduced to

At𝕊t ⊆ 𝕊t+1,Ct𝕊t ⊆ 𝕊t+1,𝕊t ⊆ Ker(Qt),∃0 ≠ 𝜉 ∈ 𝕊t.

So, Ker(Qt) has a nontrivial (A, C)-invariant subspace. By Remark 2, this contradicts

the observability of (9) at time t. The proof is ended. □

Now, we will employ the invariant-subspace method to show an operator-spectral

criterion for detectability of (A, C|Q).

Theorem 1 (A, C|Q) is observable at time t0 iff there does not exist nonzero X ∈ Sn+
such that {


𝜃

t (X) = 𝜆X, 𝜆 ∈ ,

Qjj,t0 (X) = 0, j = t0, t0 + 1,… , t0 + 𝜃 − 1. (10)

Proof Necessity. Let us define Xt = E(xtx′t) and Yt = E(yty′t) associated with (6). It

can be verified that Xj = j,t(Xt) and Yj = Qjj,t(Xt)Q′
j for j ≥ t. Moreover, the fol-

lowing relationships are valid:

{
xt = 0 (a.s.) ⇔ Xt = 0, t ∈ ℤ+,

yt = 0 (a.s.) ⇔ Yt = 0 ⇔ Tr(Yt) = 0, t ∈ ℤ+.
(11)

If the criterion is not satisfied at t0 ∈ ℤ+, there exists some nonzero X ∈ Sn+ satis-

fying (10). It follows that

Tr(Yj) = ⟨j,t0 (X),Q
′
jQj⟩ = 0 (12)

for j = t0,… , t0 + 𝜃 − 1. When j ≥ t0 + 𝜃, there are l ∈ ℤ+ and k ∈ [0, 𝜃 − 1] such

that j = t0 + l𝜃 + k, which together with (10) and the bi-periodicity of j,t, yields that

Tr(Yj) = ⟨j,t0 (X),Q
′
jQj⟩

= ⟨t0+l𝜃+k,t0 (X),Q
′
t0+l𝜃+kQt0+l𝜃+k⟩

= ⟨t0+l𝜃+k,t0+l𝜃t0+l𝜃,t0+(l−1)𝜃 … t0+𝜃,t0 (X),Q
′
t0+kQt0+k⟩

= ⟨t0+k,t0 (
𝜃

t0
)l(X),Q′

t0+kQt0+k⟩

= 𝜆
l⟨t0+k,t0 (X),Q

′
t0+kQt0+k⟩ = 0,

which justifies that Tr(Yj) = 0 for all j ≥ t0. As a result, we have Yt = Qtt,t0 (X)Q
′
t =

0 for all t ≥ t0. Note that X ∈ Sn+ can be expressed as X =
∑n

s=1 xsx′s with xs ∈


n
. Thus, t,t0 (X) =

∑n
s=1 t,t0 (xsx′s), where there is at least one s̄ ∈ [1, n] satisfying

xs̄ ≠ 0. On the other hand, because

0 = Yt = Qtt,t0 (X)Q
′
t ≥ Qtt,t0 (xs̄x′s̄)Q

′
t ≥ 0, t ≥ t0,



68 H. Ma et al.

we conclude that the measurement output arising from xt0 = xs̄ ≠ 0 fulfills

y(t;xs̄,t0) = 0 (a.s.) on the interval [t0,∞). Hence, (A, C|Q) is not observable at t0.

Sufficiency. Suppose that the criterion holds at t0 ∈ ℤ+. If (A, C|Q) is unobserv-

able at time t0, let xt0 = x ≠ 0 ∈ 
n

be an unobservable state and

Xt = E[x(t;x,t0)x
′
(t;x,t0)

] = t,t0 (X),

Yt = E[y(t;x,t0)y
′
(t;x,t0)

] = Qtt,t0 (X)Q
′
t ,

where X = xx′. Thus, yt;t0,x = 0 (a.s.) for t ∈ [t0,∞), and further the necessity argu-

ment leads to that

⟨t,t0 (X),Q
′
tQt⟩ = 0, t ≥ t0. (13)

Let 
t0
+ (⊂ Sn+) be the closed convex hull of all positive semi-definite matrices satis-

fying (13). Moreover, 
t0 denotes the minimal subspace generated by +. Then, 

t0
+

is a closed solid pointed convex cone in 
t0 . From (13), for any X0 ∈ 

t0
+ , it can be

derived that

⟨t,t0 (
𝜃

t0
(X0)),Q′

tQt⟩

= ⟨t+𝜃,t0+𝜃(
𝜃

t0
(X0)),Q′

tQt⟩

= ⟨t,t0 (X0),Q′
t+𝜃Qt+𝜃⟩ = 0, ∀t ≥ t0, (14)

which means 
𝜃

t0
( t0

+ ) ⊂ 
t0
+ . Consequently, 

t0 is an invariant subspace with respect

to 
𝜃

t0
. By Krein–Rutman theorem [15], there exists a nonzero X1 ∈ 

t0
+ with 

𝜃

t0
(X1) = 𝜌X1, where 𝜌 ≥ 0 is the spectral radius of 

𝜃

t0
on 

t0 . Since X1 belongs to 
t0
+ ,

it follows that X1 also satisfies (13). This contradicts the assumption that (10) holds.

So, (A, C|Q) is observable. □

Remark 3 It is remarkable that in our previous study [1], -representation method

is applied to present an operator-spectral test for observability, which requires to

check (10) within the subspace of all complex symmetric matrices. In comparison,

the spectral criterion given in Theorem 1 is restricted to the spectra associated with

real positive semi-definite matrices, which is more convenient to verify. □

4 Application to H𝟐∕H∞ Control

In this section, we will employ the observability criterion to tackle the infinite-

horizon H2∕H∞ control problem for the following DTSPS:
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⎧
⎪
⎨
⎪
⎩

xt+1 = (Atxt + Btut + Ftvt) + (Ctxt + Dtut + Gtvt)wt,

yt =
[

Qtxt
ut

]

, t ∈ ℤ+.
(15)

More specifically, for a given disturbance attenuation level 𝛾 > 0, we aim to find a

linear state-feedback controller u∗t ∈ l2(0,∞;nu ), if possible, such that

(i) For arbitrary x0 ∈ 
n
, the state response of (15) corresponding to v = 0 and

u = u∗t is AMSS.

(ii) ‖Lu∗
∞‖ ∶= sup

v∈l2(0,∞;nv ),
v≠0,x0=0

(
∞∑

t=0
E[‖Qtxt‖

2+‖u∗t ‖
2])

1
2

(
∞∑

t=0
E‖vt‖

2)
1
2

< 𝛾 .

(iii) When the worst case disturbance v∗t , if it exists, is imposed on (15), u∗t mini-

mizes the output energy: J2(u, v∗) ∶=
∞∑

t=0
E‖yt‖

2
.

From a perspective of game theory, the solution (u∗, v∗) of H2∕H∞ control prob-

lem establishes a Nash equilibrium strategy as follows:

J1(u∗, v) ≤ J1(u∗, v∗), J2(u∗, v∗) ≤ J2(u, v∗),

where J1(u, v) ∶=
∞∑

t=0
E[‖yt‖

2 − 𝛾
2‖vt‖

2].

First of all, we need the following lemma about the stabilizing solution of gener-

alized periodic Riccati equation.

Lemma 2 If system (2) is stochastically stabilizable and (A, C|M1∕2) is observable,
then the GPRE (16) has a 𝜃-periodic stabilizing solution Xt > 0.

⎧
⎪
⎨
⎪
⎩

Xt = AtXt+1At + C′
t Xt+1Ct + Mt − Vt(Xt+1)Wt(Xt+1)−1Vt(Xt+1)′,

Vt(Xt+1) = A′
tXt+1Bt + C′

t Xt+1Dt,

Wt(Xt+1) = Rt + B′
tXt+1Bt + D′

tXt+1Dt > 0,
Rt > 0, Mt ≥ 0, t ∈ ℤ+,

(16)

Proof If system (2) is stochastically stabilizable, then the GPRE (16) admits a min-

imal solution Xm
t ≥ 0 (Theorem 5.9, [16]). Moreover, the optimal cost of the free

end-point LQR problem (no requirement of lim
t→+∞

E‖xt‖
2 = 0}):

⎧
⎪
⎨
⎪
⎩

J(𝜉, t0) = min
ut∈l2(0,∞;u)

∞∑

t=t0
E(x′tMtxt + u′tRtut),

s.t. (2) with xt0 = 𝜉 ∈ 
n

(17)
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is given by J(𝜉, t0) = 𝜉
′Xm

t0
𝜉 with the optimal control u∗t = −Wt(Xm

t+1)
−1Vt(Xm

t+1)
′xt

(Theorem 6.1, [16]). If (A, C|M1∕2) is observable, we infer that Xm
t > 0. Otherwise,

there is 0 ≠ 𝜉 ∈ 
n

and t0 ∈ ℤ+ such that Xm
t0
𝜉 = 0. It follows from (17) that

0 ≤

∞∑

t=t0

E(x′tMtxt + u∗t
′Rtu∗t ) = J2(𝜉, t0) = 𝜉

′Xm
t0
𝜉 = 0,

which yields M1∕2
t xt ≡ 0 (a.s.) for T ≥ t ≥ t0 and ∀T > t0. Thus, xt0 = 𝜉 is a nonzero

unobservable state, which contradicts the observability of (A, C|M1∕2). So, there

must be Xm
t > 0. To proceed, we substitute Xm

t into the GPRE (16) and rewrite it as

follows:

⎧
⎪
⎨
⎪
⎩

Xm
t = (At + BtKm

t )
′Xt+1(At + BtKm

t ) + (Ct + DtKm
t )

′Xt+1(Ct
+DtKm

t ) + Mt + Km
t
′RtKm

t ,

Km
t = −Wt(Xm

t+1)
−1Vt(Xm

t+1)
′
, Rt > 0, Mt ≥ 0, t ∈ ℤ+.

(18)

Moreover, we deduce that (A+BKm
,C+DKm|M + Km′RKm) is observable.

Otherwise, by Theorem 1, there is a nonzero X ∈ Sn+ and t ∈ ℤ+ such that

{
̌

𝜃

t (X) = 𝜆X, 𝜆 ∈ ,

(Mj + Km
j
′RjKm

j )̌j,t(X) = 0, j = t, t + 1,… , t + 𝜃 − 1, (19)

where ̌t,s ∶= ̌t−1̌t−2 … ̌s (̌t,t = ) and ̌t(X) ∶= (At + BtKm
t )X(At + BtKm

t )
′
.

Since Rt > 0 and Mt ≥ 0, the second equality of (19) implies that for j = t, t +
1,… , t + 𝜃 − 1,

M1∕2
j ̌j,t(X) = 0, (20)

Km
j ̌j,t(X) = 0. (21)

Particularly, when j = t, it follows from (21) that Km
t X = 0. As a result, we have

̌t(X) = t(X) and ̌t,s = t,s. Now, combing (20) with the first equality of (19), we

conclude that there exists a nonzero X ∈ Sn+ and t ∈ ℤ+ such that

{


𝜃

t (X) = 𝜆X, 𝜆 ∈ ,

M1∕2
j j,t(X) = 0, j = t, t + 1,… , t + 𝜃 − 1. (22)

According to Theorem 1, (22) implies that (A, C|M1∕2) is not observable. This

contradicts to the assumption. So, (A+BKm
,C+DKm| M+Km′RKm) must be

observable.
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Then, applying Theorem 3.2 (i) [1] to (18), we get that (A+BKm
,C+DKm) is

AMSS. Hence, Km
t (see (18)) is a stabilizing feedback gain, which proves Xm

t to be

a stabilizing solution. The proof is ended. □

In what follows, a stochastic bounded real lemma will be shown for the perturbed

stochastic periodic system:

{
xt+1 = (Atxt + Ftvt) + (Ctxt + Gtvt)wt,

yt = Qtxt, t ∈ ℤ+,
(23)

where vt ∈ l2(0,∞;nv ) is an exogenous random disturbance. If (A, C) is AMSS,

a linear perturbation operator L∞ ∶ l2(0,∞;nv ) → l2(0,∞;ny ) can be defined as

L∞(vt) = Qtxt. The norm of L∞ is given by:

‖L∞‖ ∶= sup
v∈l2(0,∞;nv ),

v≠0,x0=0

∥ L∞(v) ∥l2(0,∞;ny )

∥ v ∥l2(0,∞;nv )
.

Lemma 3 Given 𝛾 > 0, (23) is internally stable (i.e., AMSS when vt = 0) and
‖L∞‖ < 𝛾 , iff the following GPRE has a 𝜃-periodic stabilizing solution Xt ≥ 0:

⎧
⎪
⎨
⎪
⎩

Xt = AtXt+1At + C′
t Xt+1Ct + Q′

tQt − V̄t(Xt+1)W̄t(Xt+1)−1V̄t(Xt+1)′,
V̄t(Xt+1) = A′

tXt+1Ft + C′
t Xt+1Gt,

W̄t(Xt+1) = F′
t Xt+1Ft + G′

tXt+1Gt − 𝛾
2Inv

< −𝜀0Inv
,

𝜀0 ∈ (0, 𝛾2 − ‖L∞‖
2), t ∈ ℤ+.

(24)

Proof In the model (5) of [8], we assume that Markov chain has a unique state and

there is only one multiplicative noise (i.e., Markov jump parameter vanishes and

r = 1). Then, by adapting the coefficient notions, it follows from Theorem 1 [8] that

(23) is internally stable and ‖L∞‖ < 𝛾 iff the discrete-time Riccati equation (24)

has a stabilizing solution Xt ≥ 0. Since the coefficients of (24) are 𝜃-periodic, by

Theorem 5.5 [16], its stabilizing solution Xt must be 𝜃-periodic. This completes the

proof. □

By use of Lemma 3 and the spectral criterion of observability, we can devise the

following state-feedback H2∕H∞ controller.

Theorem 2 (i) For (15), if the following coupled GPREs admit a group of 𝜃-periodic
solutions (X1

t ,K
1
t ;X2

t , K2
t ) ∈ Sn+ ×

n×nv × Sn+ ×
n×nu :
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⎧
⎪
⎨
⎪
⎩

X1
t = (At + BtK2

t )
′X1

t (At + BtK2
t ) + (Ct + DtK2

t )
′X1

t (Ct + DtK2
t )

+Q′
tQt + K2

t
′K2

t + K3
t Ht

−1K3
t
′
,

Ht = 𝛾
2Inv

− F′
t X

1
t Ft − G′

tX
1
t Gt > 𝜀0Inv

, X1
t ≥ 0,

𝜀0 ∈ (0, 𝛾2 − ‖L u∗
∞ ‖2),

(25)

K1
t = Ht

−1K3
t
′
, (26)

⎧
⎪
⎨
⎪
⎩

X2
t = (At + FtK1

t )
′X2

t (At + FtK1
t ) + (Ct + GtK1

t )
′X2

t (Ct + GtK1
t )

+Q′
tQt − K4

t H̄−1
t K4

t
′
,

H̄t = Inu
+ Bt

′X2
t Bt + Dt

′X2
t Dt, X2

t ≥ 0,
(27)

K2
t = −H̄−1

t K4
t
′
, (28)

where

K3
t = (At + BtK2

t )
′X1

t Ft + (Ct + DtK2
t )

′X1
t Gt,

K4
t = (At + FtK1

t )
′X2

t Bt + (Ct + GtK1
t )

′X2
t Dt,

and (A, C|Q), (A+FK1
,C+GK1|Q) are both observable, then the desired H2∕H∞

control and the worst case disturbance are given by (u∗t = K2
t xt, v∗t = K1

t xt).
(ii) If the H2∕H∞ control problem of (15) is solved by (u∗t = K2

t xt, v∗t = K1
t xt) and

(A+FK1
,C+GK1|Q) is detectable, then the coupled GPREs (25) and (27) have a 𝜃-

periodic quaternion solution (X1
t ,K

1
t ;X2

t ,K
2
t ) ∈ Sn+ ×

n×nv × Sn+ ×
n×nu . More-

over, (K1
t ,K

2
t ) must has the expression (26) and (28).

Proof (i) Let us first show that (15) is stabilized by u∗ when v = 0. Note that (25)

and (27) can be rearranged as follows:

X1
t = (At + BtK2

t )
′X1

t (At + BtK2
t ) + (Ct + DtK2

t )
′X1

t (Ct + DtK2
t ) + Q̂′

t Q̂t, (29)

X2
t = (At + BtK2

t + FtK1
t )

′X2
t (At + BtK2

t + FtK1
t ) + (Ct + DtK2

t + GtK1
t )

′
(30)

⋅X2
t (Ct + DtK2

t + GtK1
t ) + Q̃′

t Q̃t,

where Q̂t and Q̃t are given by

Q̂t =
⎡
⎢
⎢
⎣

Qt
K2

t
H−1∕2

t K3
t

⎤
⎥
⎥
⎦

, Q̃t =
[

Qt
K2

t

]

.

It can be asserted that (A+FK1 +BKBK2
,C+GK1 +BKDK2|Q̃) is observable.

Otherwise, by Theorem 1, for some t ∈ ℤ+, there exists a nonzero X ∈ Sn+ such that


1

t+𝜃,t(X) = 𝜆X, 𝜆 ∈ , (31)

Q̃j
1

j,t (X) = 0, j = t, t + 1,… , t + 𝜃 − 1, (32)
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where 
1

j,t = 
1
j−1

1
j−1 …

1
t (

1
t,t = ), and


1
t (X) = (At + BtK2

t + FtK1
t )X(At + BtK2

t + FtK1
t )

′

+(Ct + DtK2
t + GtK1

t )X(Ct + DtK2
t + GtK1

t )
′
. (33)

When j = t, (32) yields Q̃tX = 0, which implies K2
t X = 0. Substituting it into

(31)–(33), we get that for the above t ∈ ℤ+, there exists a nonzero X ∈ Sn+ such

that


2

t+𝜃,t(X) = 𝜆X, 𝜆 ∈ ,

Qj
2

j,t (X) = 0, j = t, t + 1,… , t + 𝜃 − 1,

where 
2

j,t = 
2
j−1

2
j−1 …

2
t (

2
t,t = ), and


2
t (X) = (At + FtK1

t )X(At + FtK1
t )

′ + (Ct + GtK1
t )X(Ct + GtK1

t )
′
.

It follows from Theorem 1 that (A+FK1
,C+GK1|Q) is not observable at t, which

contradicts the assumption. Thus, (A+FK1 +BKBK2
,C+GK1 +BKDK2|Q̃) is

observable. Applying Lemma 2 to (31), we obtain that (A+FK1 +BK2
, C+GK1

+DK2) is AMSS, which implies u∗ ∈ l2(0,∞;nu ) and v∗ ∈ l2(0,∞;nv ). By the

same procedure, we can show that (A+BK2
,C+DK2) is AMSS. So, (15) is stabi-

lized by u∗ when v = 0. In addition, because (A+FK1 +BK2
,C+GK1 +BKDK2)

is AMSS, it is obvious that (A+FK1
,B;C+GK1

,D) is stochastically stabilizable.

Recalling that (A+FK1
,C+GK1|Q) is observable, by Lemma 2, X2

t is a stabilizing

solution of (27).

Next, we will prove that ‖Lu∗
∞‖ < 𝛾 . Substituting u∗ into (15), the following system

is got:

⎧
⎪
⎨
⎪
⎩

xt+1 = [(At + BtK2
t )xt + Ftvt] + [(Ct + DtK2

t )xt + Gtvt]wt,

yt =
[

Qt
K2

t

]

xt, t ∈ ℤ+.
(34)

In the preceding analysis, (A+BK2
,C+DK2) is shown to be AMSS, which means

X1
t is a stabilizing solution of (27). As an immediate result of Lemma 3, we have

‖Lu∗
∞‖ < 𝛾 .

There still needs to show that u∗ minimizes the cost function J2(u, v∗). To this

end, let us first prove that the worst case disturbance

v∗ ∶= arg min
v∈l2(0,∞;nv )

J1(u∗, v) (35)

is given by K1
t xt. As concerns (25) and (34), by completing square, we get



74 H. Ma et al.

J1(u∗, v) = x′0X1
0x0 −

∞∑

t=0
E{[v(t) − Ht

−1K3
t
′x(t)]′Ht[v(t) − Ht

−1K3
t
′x(t)]}

≤ x′0X1
0x0 = J1(u∗, v∗), (36)

which indicates v∗t = K1
t xt with K1

t = Ht
−1K3

t
′
. Under the influence of v∗, (15)

becomes

⎧
⎪
⎨
⎪
⎩

xt+1 = [(At + FtK1
t )xt + Btut] + [(Ct + GtK1

t )xt + Dtut]wt,

yt =
[

Qtxt
ut

]

, t ∈ ℤ+.
(37)

Thus, we have to prove that u∗ is the optimal control to the following infinite-horizon

LQ problem:

⎧
⎪
⎨
⎪
⎩

min
u∈l2(0,∞;Rnu )

J2(u, v∗) =
∞∑

t=0
E‖yt‖

2
,

s.t. (72).
(38)

Because X2
t has been shown to be a stabilizing solution of (27), by using again the

technique of completing square, we get

J2(u, v∗) =
∞∑

t=0
E[‖Qtxt‖

2 + ‖ut‖
2]

= x′0X2
0x0 +

∞∑

t=0
E{[ut + H̄−1

t K4
t
′xt]′H̄t[ut + H̄−1

t K4
t
′xt]′}

≥ x′0X2
0x0 = J2(u∗, v∗), (39)

which validates the optimality of u∗t = K2
t xt, where K2

t = −H̄−1
t K4

t
′
. This ends the

proof of (i).

(ii) If u∗t = K2
t xt is an H2∕H∞ controller, then system (34) is internally sta-

ble and ‖Lu∗
∞‖ < 𝛾 . On one hand, by Corollary 3.9 [16], the state of (34) satis-

fies xt ∈ l2(0,∞;Rn) for any vt ∈ l2(0,∞;Rnv ). On the other hand, by Lemma 3,

it is deduced that (25) has a 𝜃-periodic stabilizing solution X1
t ≥ 0. As shown in

the proof of (i), by means of completing square, we can derive from (34) and

(25) that (36) holds. So, the worst case disturbance is given by v∗t = Ht
−1K3

t
′xt.

Since X1
t ≥ 0 is a stabilizing solution of (25), (A+FK1 +BK2

,C+GK1 +DK2) is

AMSS. So, (A+FK1
,B;C+GK1

,D) is stochastically stabilizable. Bearing in mind

that (A+FK1
,C+GK1|Q) is observable, by Lemma 2, we conclude that (27) has

a 𝜃-periodic stabilizing solution X2
t ≥ 0. For (27) and (37), by completing square,

we arrive at (39), which implies that the optimal control of the LQ problem (38) is
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given by ût = −H̄−1
t K4

t
′xt. Recalling the formulation (iii) of H2∕H∞ controller, there

holds u∗t = ût, i.e., K2
t = −H̄−1

t K4
t
′
. The proof is completed. □

Remark 4 As pointed out in [8], it is impossible to solve the infinite-horizon time-

varying H2∕H∞ control problem with (x, u, v)-dependent noise under the assumption

of stochastic detectability, the dual concept of stochastic stabilizability. With the

aid of (uniform) detectability criterion, the main result of this section will produce

an infinite-horizon periodic H2∕H∞ controller with (x, u, v)-dependent noise, which

also answers the question raised by [8] within the periodic framework.

5 Conclusion

In this paper, we have studied the observability of stochastic periodic systems. An

improved operator-spectral criterion has been derived in terms of the invariant-

subspace method. As an application of the proposed observability criterion, the

infinite-horizon stochastic periodic H2∕H∞ control problem has been settled in the

presence of all state-, control- and disturbance-dependent noises. Next, we intend to

extend the operator-spectrum analytical approach to study the observability of lin-

ear stochastic systems with general time-varying coefficients, which merits a further

study.
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Development of a Simulation Platform
for Spacecraft Omni-directional Rendezvous

Shihao Sun, Hao Li, Yingmin Jia and Changqing Chen

Abstract A novel semi-physical simulation platform that can be used for

verification on spacecraft omni-directional rendezvous is presented. The platform

is comprised of a 6-DOFs motion module and a 3-DOFs motion module, which pro-

vides the capability for reconstructing the motion of spacecraft rendezvous on the

ground. The mechanical structure and the dynamics model of the platform are given

at first. Then the reference trajectory for the platform’s motion module is developed

based on the similarity theory and a tracking controller is designed. Finally, the effec-

tiveness of the simulation platform is demonstrated by the numerical simulation of

flying-by rendezvous.

Keywords Omni-directional rendezvous ⋅ Semi-physical simulation ⋅ Motion

simulator ⋅ Similarity theory ⋅ Tracking control

1 Introduction

Omni-directional rendezvous of spacecraft is an essential technology for in-orbit ser-

vice [1], e.g., capturing and repairing a tumbling failed spacecraft [2]. To accomplish

these challenge missions, the server spacecraft need to determine the relative posi-

tion and attitude [3] of failed spacecraft through flying around and inspection the

target at first. Then rendezvous and docking with the target through relative position

and attitude control [4]. Meanwhile, early ground-based testing of the Guidance,

Navigation, and Control (GNC) algorithms is necessary to improve the reliability,

and reduce risks and costs for these missions. Currently, many kinds of the ground
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simulation platforms have been designed for spacecraft rendezvous verification, and

these platforms can be divided into two groups by physical and semi-physical simu-

lation.

The air-bearing platform, like the platform designed in SPHERES project [5],

can offset the gravity of the tested object through gas buoyancy, which provide the

similar micro-gravity environment in space for validation and verification various

space missions such as spacecraft formation and flying-by rendezvous. This plat-

form belongs to physical simulation which means that it can be used to test the real

dynamics response. However, it can simulate only 5-DOFs motion, and it is very

difficult to simulate the orbit motion through control the jet thrust implement on the

platform. These problems with air-bearing platform is limited to use in the omni-

directional rendezvous verification.

The mechanical servo platform, like EPOS designed by German Aerospace Cen-

ter [6], can reconstruct the motion of spacecraft through a hybrid method where

the motion of spacecraft is calculated by its dynamical models and this calculated

motion is realized by the simulation platform tracking. This platform belongs to

semi-physical simulation which means that the motion of spacecraft in space is not

realized by physical method, but the real sensors and on-board microprocessor can

be incorporated with the simulation loops. Semi-physical simulation is a reliable and

cheaper way for the reasons that we have precise orbit-attitude dynamics and the crit-

ical components such as sensors, processing unit and GNC algorithms are included.

However, There are two limitations on the semi-physical simulation platform: size of

experimental area and duration of experiment. For instance, in the mission about ren-

dezvous with a tumbling failed spacecraft [7], the starting relative distance is about

100–200 m to avoid collisions, and the duration of multi-circle flying-by rendezvous

is long for attitude and orbit synchronous. Moreover, the existing semi-physical sim-

ulation platform can only simulate uni-directional rendezvous e.g. v-bar direction.

To the best of our knowledge, there are no platforms suitable for omni-directional

rendezvous.

Motivated by the above discussions, in this paper, a novel semi-physical simula-

tion platform is presented for verification on spacecraft omni-directional rendezvous.

This novel platform decompose the 3-DOFs translational motion of server space-

craft into cylindrical coordinate system by circumferential, radial and vertical motion

module. Meanwhile, combining the similarity theory into simulation system [8, 9]

in which the time scale, linear velocities and distances are scaled to meet with the

demand of the ground simulation.

The rest of this study is organized as follows. In Sect. 2, an overview of the simu-

lation platform is given, with a detailed descriptions of the mechanical structure and

the dynamics model. The tracking control design are given in Sect. 3 where the ref-

erence trajectory is calculated by the dynamic similitude model.Simulation results

and conclusion are given in Sects. 4 and 5, respectively.
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2 Overview of the Platform

2.1 System Description

The simulation platform for spacecraft omni-directional rendezvous is a semi-

physical simulator (also named as hardware-in-the-loop simulator). The simulation

concept of the platform is dynamical emulation and kinematical equivalence [10],

which makes full use of both precise spacecraft orbit and attitude dynamics and

real sensors, processing unit hardware and GNC algorithms. Figure 1-left shows the

simulation rig layout. The rig is a 9-DOFs motion system, which consists of a cen-

ter fixed bed, two three-axis turntables, a circumferential motion module, a radial

motion module, and a vertical motion module. The two turntables simulate the atti-

tude motion of target and chaser spacecraft respectively, and the three motion mod-

ules simulate the relative orbit motion between target and chaser spacecraft. As such

it is suitable for omni-directional rendezvous.

This simulation platform is a similarity theory based semi-physical simulation

system, which consists of machinery, motor drive and control, and mathematical

computation. The data flow in the simulation platform is as follows (Fig. 1-right):

1 The reference trajectory calculated by Spacecraft Similitude Dynamics System.

2 Within facility controller, Platform Mechanical System track the reference trajec-

tory. 3 The platform motion states are provided by the sensors system. 4 The scaled

motion states are feedback to the Spacecraft Rendezvous Control System via simi-

larity transformation. 5 The control commands of orbit and attitude are calculated by

rendezvous control algorithms and then transfer to the Spacecraft Similitude Dynam-

ics System via similarity inverse transformation. As such the closed-loop simulation

achieves the equivalent rendezvous motion between the ground simulation platform

and the spacecraft.

2.2 System Models

The structure and link coordinate frames of the chaser part in the simulation platform

is shown in Fig. 2. Note that frame O0 is the base coordinate fixed to the ground,

Fig. 1 Left Schematic diagram; right block diagram
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Fig. 2 Coordinate systems

of platform

Fig. 3 Coordinate systems

of spacecraft

which is corresponding to orbital coordinate Ot of the target spacecraft shown in

Fig. 3. This frame can be regarded as the Hill coordinate of the platform. Moreover,

frames O1, O2, O3, O4, O5, and O6 are set coincident with the three motion mod-

ules and the three-axis turntable, respectively. The frame O7 is set coincident with

the docking panel of the chaser simulator, which is corresponding to frames Oc.

According to these definitions, The transformation matrix
iTi−1, which connect the

frame Oi to the frame Oi−1 is obtained by
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⎛
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⎝
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1T2 =
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⎜
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⎝

1 0 0 q2
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⎞
⎟
⎟
⎟
⎠

2T3 =
⎛
⎜
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⎝

1 0 0 0
0 1 0 0
0 0 1 q3
0 0 0 1

⎞
⎟
⎟
⎟
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⎝

cq4 −sq4 0 0
sq4 cq4 0 0
0 0 1 0
0 0 0 1

⎞
⎟
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⎟
⎠
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⎝

cq5 −sq5 0 0
0 0 1 0

−sq5 −cq5 0 0
0 0 0 1

⎞
⎟
⎟
⎟
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5T6 =
⎛
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⎝

0 0 1 0
cq6 −sq6 0 0
sq6 cq6 0 0
0 0 0 1
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⎟
⎟
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⎜
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⎞
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⎟
⎟
⎠

The docking panel center position xp =
[
xct yct zct

]T
and the orientation cosine

matrix R =
[
R𝟏 R𝟐 R𝟑

]
relative to the base frame O0 can be calculated by imple-

menting the products of matrix
iTi−1:

⎡
⎢
⎢
⎢
⎣

xp
R𝟏
R𝟐
R𝟑

⎤
⎥
⎥
⎥
⎦

=
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⎢
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⎢
⎢
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⎢
⎢
⎢
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lcq5c(q1 + q4) + q2cq1
lcq5s(q1 + q4) + q2sq1

q3 − lsq5
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cq5s(q1 + q4)

−sq5
sq5sq6c(q1 + q4) − cq6s(q1 + q4)
sq5sq6s(q1 + q4) + cq6c(q1 + q4)

cq5sq6
cq6sq5c(q1 + q4) + sq6s(q1 + q4)
cq6sq5s(q1 + q4) − cq6c(q1 + q4)

cq6cq5
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⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(1)

By differential equation (1), the kinematic equations which show the relationship

between the joint velocities and the docking panel linear and angular velocity are

derived:

[
v
𝝎

]

= Jq̇ J =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

−q2sq1 − lc(q5)s(q1 + q4) cq1 0 −lcq5s(q1 + q4) −lsq5c(q1 + q4) 0
q2cq1 + lcq5c(q1 + q4) sq1 0 lcq5c(q1 + q4) −lsq5s(q1 + q4) 0

0 0 1 0 −l cos q5 0
0 0 0 0 −s(q1 + q4) cq5c(q1 + q4)
0 0 0 0 c(q1 + q4) cq5s(q1 + q4)
1 0 0 1 0 −sq5

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2)

where v and 𝝎 are the linear velocity and angular velocity of the chaser docking

panel relative to the base frame O0. q̇ = [q̇1, q̇2,… , q̇6]T is the generalized velocity

vector of system motion module. J is the mapping matrix termed geometric Jacobian.

(abridged notation: cqi = cos qi, sqi = sin qi).
With Lagrange formulation, the dynamical equations of the chaser part simulator

can be derived by

H(q)q̈ + C(q, q̇)q̇ + G(q) = 𝝉 (3)
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where 𝝉 is actuation torques or force, and

H(q) = [hjk]6×6 hjk =
6∑

i=max(j,k)
tr(

𝜕
0Ti

𝜕qj
Ii
𝜕(0Ti)

T

𝜕qk
) j, k = 1,… , 6

C(q, q̇) = [cjk]6×6 cjk =
6∑

i=1

1
2
(
𝜕hjk
𝜕qi

+
𝜕hji
𝜕qk

−
𝜕hki
𝜕qj

)q̇i j, k = 1,… , 6

G(q) = [gj]6×1 gj = −
6∑

i=1
mi[ 0 0 −g 0 ]

𝜕
0Ti

𝜕qj
ir̃Ci j = 1,… , 6

For the target part simulator, its kinematics and dynamics model are consistent

with three-axis simulation turntable, which is omitted here.

3 Controller Design

3.1 Reference Trajectory Generated by Similitude Dynamics

In this part, we will scale the time and distance in the semi-physical simulation to

meet with limiting conditions on the size of experimental area and duration of exper-

iment. With dimension analysis in similarity theory [9, 11], the similitude dynamics

of attitude and relative orbit can be given by

I
𝜆I
�̇�
r + 𝝎

r × I𝝎r = M
𝜆M

⎡
⎢
⎢
⎣

�̇�
r

�̇�
r

�̇�
r

⎤
⎥
⎥
⎦

= T𝝎r =
⎡
⎢
⎢
⎣

0 sin 𝜃r

cos𝜑r
cos 𝜃r

cos𝜑r
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1 tan𝜑r sin 𝜃r tan𝜑r cos 𝜃r

⎤
⎥
⎥
⎦

𝝎
r
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0 = Ψ0, 𝜑

r
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r
0 = Θ0,𝝎

r
0 = 𝜴0∕𝜆T

⎧
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⎨
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⎪
⎪
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2
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2
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𝜆
2
T

zrct + az
𝜆L

𝜆
2
T

xrct0 = 𝜆LXct0, yrct0 = 𝜆LYct0, zrct0 = 𝜆LZct0

ẋrct0 =
𝜆L
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(4)



Development of a Simulation Platform for Spacecraft . . . 83

where 𝜆L, 𝜆T and 𝜆m are the scalar factors of the length, time, and quality dimension,

respectively. 𝜆M = 𝜆T
𝜆m𝜆

2
L

and 𝜆I =
1

𝜆m𝜆
2
L

are the scalar factors of torque and inertia

matrix. I is the inertia matrix of spacecraft. M is the attitude actuation torque of

spacecraft. k = 𝜇
−2p−3 is the relative motion constant of spacecraft rendezvous. 𝜇

is the gravitational constant. p, 𝜔 and �̇� are the semi-latus rectum, angular velocity

and angular accelerate of target spacecraft orbit, respectively. ax, ay and az are the

three axis orbit thrust acceleration of chaser spacecraft. 𝛹0, 𝛷0 𝛩0 and 𝜴0 are the

initial attitude angle and angular velocity of spacecraft. Xct0, Yct0, Zct0, Ẋct0, Ẏct0, and

Żct0 are the initial relative positions between chaser and target spacecraft. 𝜓
r
, 𝜑

r
, 𝜃

r

and 𝝎
r

are the reference Z-Y-X Euler angles and angular velocity of the simulator.

xrct, y
r
ct, and zrct are the reference position between chaser and target simulator in the

base frame.

Remark 1 Note that in the semi-physical simulation, the propagation of dynamics

are only by numerical calculation. Thus the dynamical parameters such as inertia

matrix I and mass m are numerical values, which are irrelevant to the real inertia or

mass. As such we can set the scalar factors of mass 𝜆m equal to 1.

3.2 Derivation of the Tracking Controller

In this part, the tracking controller will be developed using the resolved acceleration

control method [12].

From Eq. (4), the reference position vector and the reference attitude cosine matrix

of the chaser simulator relative to the base frame O0 can be obtained:

xpr =
⎡
⎢
⎢
⎣

xrct
yrct
zrct

⎤
⎥
⎥
⎦

Rr =
[
R𝟏

r R𝟐
r R𝟑

r ] =
⎡
⎢
⎢
⎣

c𝜓 rc𝜑r −s𝜓 rc𝜃r + c𝜓 rs𝜑rs𝜃r s𝜓 rs𝜃r + c𝜓 rs𝜑rc𝜃r
s𝜓 rc𝜑r c𝜓 rc𝜃r + s𝜓 rs𝜑rs𝜃r −c𝜓 rs𝜃r + s𝜓 rs𝜑rc𝜃r
−s𝜑r c𝜑rs𝜃r c𝜑rc𝜃r

⎤
⎥
⎥
⎦
(5)

From the Euler’s formula, we can obtain

Rr = Rk (𝛼)R (6)

where Rk (𝛼) = cos 𝛼I + (1 − cos 𝛼) kkT + sin 𝛼S (k), I is unit matrix, S (k) is the

cross product skew-symmetric matrix corresponding to k.

The position error ep and orient error eo are defined as

ep = xpr − xp eo = k sin 𝛼 (7)
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Then it is easier to validate that eo =
1
2

(
R𝟏 × R𝟏

r + R𝟐 × R𝟐
r + R𝟑 × R𝟑

r)
, and

ėo ≈ 𝝎
r − 𝝎, ëo ≈ �̇�

r − �̇�.

Theorem 1 Consider the definition of position error and orient error, If the tracking
controller is designed as in Eq. (8), and the control gains constant satisfy kp > 0 and
kd > 0, then the asymptotical convergence of the tracking error can be guaranteed.

𝝉 = H(q)q̈∗ + C(q, q̇)q̇ + G(q) (8)

where q̈∗ = J−1
{[

ẍp
r

�̇�
r

]

+ kd

[
ẋp

r

𝝎
r

]

+ kp

[
ep
eo

]

− J̇q̇
}

− kdq̇

Proof Substituting Eq. (8) into the dynamics equation (3) yields the following:

H(q)q̈ + C(q, q̇)q̇ + G(q) = H(q)q̈∗ + C(q, q̇)q̇ + G(q) (9)

Then, multiply both sides by JH−1
, we can obtain the following:

Jq̈ =
[
ẍpr
�̇�
r

]

+ kd

[
ẋpr
𝝎
r

]

+ kp

[
ep
eo

]

− J̇q̇ − kdJq̇ (10)

According to the kinematic equation (2):

Jq̇ =
[
v
𝝎

]

=
[
ẋp
𝝎

]

(11)

Take the derivative of Eq. (11),

Jq̈ + J̇q̇ =
[
ẍp
�̇�

]

(12)

Then, substituting the above equation into Eq. (10) gives

[
ẍp
�̇�

]

=
[
ẍpr
�̇�
r

]

+ kd

[
ẋpr
𝝎
r

]

+ kp

[
ep
eo

]

− kd

[
ẋp
𝝎

]

(13)

Rewriting the above equation

[
ẍrp − ẍp
�̇�
r − �̇�

]

+ kd

[
ẋrp − ẋp
𝝎
r − 𝝎

]

+ kp

[
ep
eo

]

= 0 (14)

Base on the fact that ėo ≈ 𝝎
r − 𝝎, ëo ≈ �̇�

r − �̇�, ėp = ẋp
r − ẋp, ëp = ẍp

r − ẍp, and

denote that ẽ =
[
ep eo

]T
, we can obtain:

̈̃e + kd ̇̃e + kpẽ = 0 (15)
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Because of kd > 0 and kp > 0, it is obvious that ẽ → 0, ̇̃e → 0.

Remark 2 Constraints due to the conditions for the approximate equalities to hold,

we need set the initial states of simulator consistent with the reference states. For the

real experiment, we can plan a trajectory from static states to the initial states and

track this trajectory first; Moreover, because Eq. (9) contains the inverse of Jacobian

matrix, the reference trajectory should avoid to pass by the system singularity point.

Remark 3 The controller designed in this section is based on the perfect model,

when applied to the real physical system, we can adopt the robust controller such as

sliding-mode control [13, 14] to deal with uncertainty and disturbance.

4 Simulation Results

In this section, an example of flying-by rendezvous is provided to illustrate the effec-

tiveness of the simulation platform. In this example, the orbit and attitude parameters

of the target spacecraft are listed as follow, the orbit semi-major axis a = 6907900m,

the eccentricity e = 0.2, initial true anomaly is 0 rad, three Euler attitude angles

are 0 rad. The initial relative parameters between chaser and target spacecraft are

listed as follow, the initial relative position, velocity, attitude angle and attitude angle

velocity are Xct0 = −100m, Yct0 = −100m, Zct0 = 10m, Ẋct0 = 1m/s, Ẏct0 = 1m/s,

Żct0 = −1m/s, 𝛹0 = 0.6 rad, 𝛷0 = 0.8 rad, 𝛩0 = 0.7 rad, 𝛺0 = (0.5, 0.3, 0.5) rad/s.

Moreover, the scalar factors of fundamental dimensions are assumed as 𝜆L = 1∕10,

𝜆T = 1∕10, 𝜆m = 1∕1.

In this process of flying-by rendezvous, the desired position trajectory of the

chaser relative to the target in the orbit plane of the target is set as helical line:

Xd = 140
√
2 exp (−0.008t) cos (0.04t + 5𝜋∕4)

Yd = 140
√
2 exp (−0.008t) sin (0.04t + 5𝜋∕4)

(16)

Furthermore, for simplicity, the orbital and attitude tracking controller for ren-

dezvous are designed uses feedback linearization method:

⎧
⎪
⎪
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⎩
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(17)

where T =
⎡
⎢
⎢
⎣

0 sin(𝛩)
cos(𝛷)

cos(𝛩)
cos(𝛷)

0 cos (𝛩) − sin (𝛩)
1 tan(𝛷) sin (𝛩) tan(𝛷) cos (𝛩)

⎤
⎥
⎥
⎦

, Kp = diag( 0.01 0.01 0.02 ), Kv = diag( 1 1 2 ).

The parameters of controller (8) are set as kp = 20, kd = 50. Next, we simulate the

dynamic behavior of simulation platform and spacecraft using
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Fig. 4 Block diagram of simulation

Fig. 5 Trajectory of chaser

simulator
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Fig. 6 Curve of relative position and attitude

MATLAB/Simulink. The block diagram of simulation is shown in Fig. 4, and the

position response trajectory of the chaser simulator under controller (8) are depicted

in Fig. 5. It can be seen from Fig. 5 that the motion of chaser simulator realize the

fly-by rendezvous in the small size of experimental area (20 m× 20 m× 2 m). The

relative position and attitude of spacecraft and simulator are depicted in Fig. 6. As



Development of a Simulation Platform for Spacecraft . . . 87

we set 𝜆L = 1∕10 and 𝜆T = 1∕10, the duration and distance of real rendezvous are

ten times as much as simulation rendezvous, which meets the expectation.

Remark 4 The integrator module is modified to changeable integration step, which

is necessary to simulate two different time scales simultaneously.

5 Conclusions

This paper presents a 9-DOFs semi-physical simulation platform for verification of

spacecraft omni-directional rendezvous. The mechanical structure, design principle,

system models, and tracking controller design of the platform were discussed. More-

over, a similarity theory based simulation methodology had been proposed to meet

with limiting conditions on the size of experimental area and duration of the exper-

iment. An illustrative example about fly-by rendezvous has shown the effectiveness

of this simulation platform. As future works, the uncertainty and disturbance in the

experimental environment will be considered, and experiment with the prototypes

of the platform to illustrate the effectiveness of the platform and the test method.
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Stabilization of Perturbed Linear Systems
by an Event-Triggered Robust H∞ Controller

Hao Jiang, Yingmin Jia and Changqing Chen

Abstract Event-triggered control systems have been increasingly studied as an

alternative to the time-triggered sample-data system, mainly for its advantage of

reducing the resource utilization. In this paper, we propose a robust H∞ controller for

a linear perturbed model and implement it in an event-triggered feedback scheme, to

achieve the L2 stability of the system. A sufficient condition guaranteeing the L2 sta-

bility of the system is provided in the form of matrix inequality. The optimization of

this inequality condition is settled by eliminating the nonlinear components, and an

adjustable parameter is brought in to reduce the conservatism. Illustrative examples

are given to show this controller’s ability at enlarging sample time and disturbance

attenuation.

Keywords Event-triggered control ⋅ L2 stability ⋅ H∞ control

1 Introduction

1.1 Event-Triggered Control

Feedback control laws are mainly implemented in digital platforms since micro-

processors offer many advantages over analog platforms [1]. The principal problem

is to determine how frequently to execute the control task so that the desired system
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performance is achieved. The traditional way is to execute the control task consist-

ing of sampling the state, computing the control law, and updating the actuator at

equidistant sampling time intervals. It is the most common implementation so far

mainly because of the existence of a well-established system theory for sample-data

system which makes it easy to analyze the difference between the customary contin-

uous design and the digital implementation. However, it seems unnatural to update

the control signal in a periodic fashion regardless of the current state of the system,

especially for nonlinear systems in which something significant could happen to the

state rapidly. Moreover, the control task being executed at the constant frequency

which is chosen based on the worst situation also leads to a waste of resource uti-

lization, such as communication bandwidth and processor.

The event-triggered control system, in which the control task execution is trig-

gered by an “event condition,” is an alternative to the time-triggered feedback sys-

tem. The event-triggered control can lead to a remarkable reduction of the system

resource, especially when the plant states barely change, so it is widely used in the

networked systems ([2, 3]). Another important reason why event-triggered control is

worthy of researching is that it can improve the overall system performance in certain

cases, because the control input is transmitted to the plant exactly when the system is

in an unexpected condition, that is, the state information is utilized in a more effective

way. Some research on the theoretical analysis of event-triggered control is shown

in [4]. A state-feedback approach was applied to event-triggered control in [5].

1.2 Literature and Contribution of This Paper

In this paper, we consider a robust H∞ controller implemented in event-triggered

feedback strategy for linear perturbed systems, to achieve the closed-loop system’s

L2 stability. Similar research on event-triggered robust H∞ control was done in few

papers. Wang and Lemmon [6] studied a self-triggered control for linear perturbed

system in which the magnitude of the disturbance is bounded by a linear func-

tion of the norm of the system state. Wang and Lemmon [7] relaxes this assump-

tion to disturbance whose induce L2 norm is finite. Recent works also drive event-

triggered control into perturbed systems meeting with other problems, such like time-

delay [8], observer-based control [9], and simple nonlinear components [10]. In the

above papers, they either design the controller simply making the closed-loop system

matrix Hurwitz ([8, 9]), or design a robust H∞ controller in a continuous feedback

scheme, and achieve the L2 stability of the system by adjusting the conservatism of

the event condition ([6, 7]). In other words, most of these controllers designed based

on continuous feedback scheme are not the optimal ones in the sense of reducing the

sampling frequency, which is the way we design the controller in this paper. Some

previous work was presented in [11]. In this paper, we improve the conservatism of

the matrix inequality condition proposed in [11] by introducing in an adjustable para-

meter 𝛼. Eliminate the nonlinear components in the inequality, we proposed an LMI

(linear matrix inequality) that also guarantees the system’s L2 stability. By solving
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the optimization problem of the LMI, we can design an optimal (suboptimal) con-

troller in sense of requiring the loosest event condition given the demanded maxi-

mum L2 gain, or obtaining the minimum L2 gain given the demanded event condi-

tion. Moreover, the conservatism of this LMI can be reduced by adjusting the value

of parameter 𝛼.

2 Problem Statement

In this paper, we consider a perturbed linear time-invariant system given as

{
ẋ = Ax + B1w + B2u
z = Cx + D1w + D2u

(1)

where x ∈ ℝn
represents the system state, with initial state x(0) = x0. u ∈ ℝm

and

z ∈ ℝq
are the control input and output signals respectively. w ∈ L2[0,∞) is the

exogenous disturbance. The system matrices A,B1,B2,C,D1,D2 are real matrices

of appropriate dimensions.

System (1) is stabilized by a state-feedback controller

u(t) = Kx(t), t ≥ 0. (2)

The feedback is implemented not by equal-distant time sampling, but in an event-

triggered (self-triggered) strategy. And the sampling of the state, calculating and

updating the control input are triggered by an event condition.

We define a sampling time sequence {ti}∞i=0 to record the sample points. The con-

trol input stays constant between two sample points,

u(t) = Kx(ti), t ∈ [ti, ti+1) (3)

Then the dynamics of the closed-loop system between ti and ti+1 can be

expressed by

ẋ = Ax(t) + B1w(t) + B2Kx(ti)
= Ax(t) + B1w(t) + B2Kx(t) − B2Kx(t) + B2Kx(ti)
= (A + B2K)x(t) + B1w(t) + B2Ke(t)

where the state error e is defined as

e(t) = x(ti) − x(t), t ∈ (ti, ti+1)
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Thus we can rewrite system (1) as

{
ẋ = (A + B2K)x + B1w + B2Ke
z = (C + D2K)x + D1w + D2Ke

(4)

The event condition triggering the sampling of state is set to be

‖e(t)‖2 < 𝜎‖x(t)‖2, 𝜎 > 0. (5)

This event condition is also used in [12], and it can be considered as a restriction

of the relative error between the current state x(t) and the last sampled state x(ti),
which means if this error gets too large, we can no longer use the current control

input Kx(ti) to control the plant.

Consider the appearance of the exogenous disturbance, we invoke L2 stability

to describe the stability of the closed-loop system. The main aim of this paper is

to design an optimal controller K in sense of requiring the loosest event condition

given the demanded maximum L2 gain, or obtaining the minimum L2 gain given the

demanded event condition.

3 Design of the Controller and Event Condition

3.1 L𝟐 Stability Condition

In this section, we will investigate a sufficient condition in the form of matrix inequal-

ity guaranteeing the required L2 stability of the system. The main result in this section

is given in the following theorem.

Theorem 1 Consider system (4). For arbitrarily given 𝛼 > 0, if there exist a
positive definite symmetric matrix X ∈ ℝn×n, a matrix K ∈ ℝm×n and a positive
scalar 𝜎 > 0, satisfying the following inequality

⎡
⎢
⎢
⎢
⎣

(
A + B2K

)T X + X
(
A + B2K

)
+ 𝛼𝜎I XB2K XB1

(
C + D2K

)T

KTBT
2X −𝛼I 0 KTDT

2
BT
1X 0 −𝛾2I DT

1
C + D2K D2K D1 −I

⎤
⎥
⎥
⎥
⎦

< 0 (6)

Then we have, system (4) under the event condition (5) is L2 stable and the input-
output L2 gain is smaller than 𝛾 , i.e.,

‖z‖2 < 𝛾 ‖w‖2.
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Proof Define V(x) = xTXx, where X is one of the positive definite solutions of (6),

and set w = 0. We consider the time derivative of V(x) along the solution of (4)

within one triggering interval, i.e., within t ∈ [ti, ti+1)

V̇(t) = 2xTX
((
A + B2K

)
x + B2Ke

)

= xT
(
X
(
A+B2K

)
+
(
A+B2K

)TX
)
x+2( 1

√
𝛼

xT )XB2K(
√
𝛼e)

≤ xT
(
X
(
A+B2K

)
+
(
A+B2K

)TX+ 1
𝛼
XB2KKTBT

2X
)
x+𝛼eTe

Since we have ‖e(t)‖2 < 𝜎‖x(t)‖2, V̇ can be reduced to

V̇ ≤ xT (X
(
A+B2K

)
+
(
A+B2K

)TX+ 1
𝛼
XB2KKTBT

2X+𝛼𝜎I)x

We can see from (6) that

[(
A + B2K

)T X + X
(
A + B2K

)
+ 𝛼𝜎I XB2K

KTBT
2X −𝛼I

]

< 0, (7)

by the Schur complement formula. Furthermore (7) is equivalent to

X
(
A + B2K

)
+
(
A + B2K

)T X + 1
𝜎
XB2KKT BT

2X + 𝛼𝜎I < 0,

which indicates that V̇(t) < 0 for every triggering interval t ∈ [ti, ti+1). Also notice

that w ∈ L2[0,∞), then we have

V(t) → 0,when t → ∞. (8)

Then we define

JT =
∫

T

0
‖z‖2dt − 𝛾

2
∫

T

0
‖w‖2dt,

and we have

JT =
∫

T

0

[
zT z − 𝛾

2wTw
]
dt =

∫

T

0

[
zT z − 𝛾

2wTw + V̇(x)
]
dt − V(x(T))

=
∫

T

0

[
zT z−𝛾2wTw+2xTX

((
A+B2K

)
x+B1w+B2Ke

)]
dt − V(x(T))

<
∫

T

0

⎡
⎢
⎢
⎣

x
e
w

⎤
⎥
⎥
⎦

T ⎛
⎜
⎜
⎜
⎝

⎡
⎢
⎢
⎢
⎣

(
C + D2K

)T
(
D2K

)T

DT
1

⎤
⎥
⎥
⎥
⎦

[
C + D2K D2K D1

]
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+
⎡
⎢
⎢
⎣

X
(
A+B2K

)
+
(
A+B2K

)T X XB2K XB1
BT
2X 0 0

BT
1X 0 −𝛾2I

⎤
⎥
⎥
⎦

⎞
⎟
⎟
⎠

⎡
⎢
⎢
⎣

x
e
w

⎤
⎥
⎥
⎦

dt +
∫

T

0
(𝛼𝜎xTx − 𝛼eTe)dt − V(x(T))

=
∫

T

0

⎡
⎢
⎢
⎣

x
e
w

⎤
⎥
⎥
⎦

T ⎛
⎜
⎜
⎜
⎝

⎡
⎢
⎢
⎢
⎣

(
C + D2K

)T
(
D2K

)T

DT
1

⎤
⎥
⎥
⎥
⎦

[
C + D2K D2K D1

]

+
⎡
⎢
⎢
⎣

X
(
A+B2K

)
+
(
A+B2K

)TX+𝛼𝜎IXB2KXB1
BT
2X −𝛼I 0

BT
1X 0 −𝛾2I

⎤
⎥
⎥
⎦

⎞
⎟
⎟
⎠

⎡
⎢
⎢
⎣

x
e
w

⎤
⎥
⎥
⎦

dt − V(x(T))

by Schur complement formula, (6) is equivalent to

⎡
⎢
⎢
⎢
⎣

(
C + D2K

)T
(
D2K

)T

DT
1

⎤
⎥
⎥
⎥
⎦

[
C + D2K D2K D1

]
+
⎡
⎢
⎢
⎣

X
(
A + B2K

)
+
(
A + B2K

)TX + 𝛼𝜎I XB2K XB1
BT
2X −𝛼I 0

BT
1X 0 −𝛾2I

⎤
⎥
⎥
⎦

< 0

So we get

∫

T

0

[
zTz − 𝛾

2wTw + V̇(x)
]
dt < 0

that is,

V(T) +
∫

T

0
‖z‖2dt < 𝛾

2
∫

T

0
‖w‖2dt

Let T → ∞, we have ‖z‖22 < 𝛾
2‖w‖22, or equivalently, ‖z‖2 < 𝛾‖w‖2. □

3.2 Design of Controller and Event Condition

Theorem 1 provides a sufficient condition guaranteeing the finite-gain L2 stability of

system (4). In a traditional H∞ control problem, it is important not only to be able to

find out that the system is finite-gain L2 stable, but also to calculate the L2 gain or an

upper bound on it. However, in our event-triggered control system, because of the

existence of the state error e, the matrix inequality (6) is not a linear matrix inequality,

for it contains nonlinear components about matrix K and symmetric matrix X. This

means we cannot get the optimal controller directly by solving inequality (6). In the

following we will make some transformations on (6) and turn it into a solvable LMI.

First, we pre- and post-multiply the left side of (6) by a diagonal matrix

diag(X−1
,X−1

, I, I), we get an equivalent form of (6)
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⎡
⎢
⎢
⎢
⎣

X−1(A+B2K
)T+

(
A+B2K

)
X−1 + 𝛼𝜎X−1X−1 B2KX−1 B1 X−1(C+D2K

)T

X−1KTBT
2 −𝛼X−1X−1 0 X−1KTDT

2
BT
1 0 −𝛾2I DT

1
(C+D2K)X−1 D2KX−1 D1 −I

⎤
⎥
⎥
⎥
⎦

< 0 (9)

Notice that

−X−1X−1
≤ −X−1 − X−1 + I (10)

and apply the Schur complement formula to (9), we can see that (6) holds if

⎡
⎢
⎢
⎢
⎢
⎣

X−1(A+B2K
)T+

(
A+B2K

)
X−1 B2KX−1 B1X−1(C+D2K

)TX−1

X−1KTBT
2 −𝛼(2X−1−I) 0 X−1KTDT

2 0
BT
1 0 −𝛾2I DT

1 0
(C+D2K)X−1 D2KX−1 D1 −I 0

X−1 0 0 0 − 1
𝛼𝜎

⎤
⎥
⎥
⎥
⎥
⎦

< 0 (11)

holds, and (11) can be considered as an LMI by defining

P = X−1
, Q = KX−1

, 𝜉 = 1
𝜎
.

Given the demanded upper bound of the L2 gain 𝛾 , and set a proper value of 𝛼,

the controller (3) can be designed by solving the following optimization problem

min 𝜉 (12)

s.t.

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

⎡
⎢
⎢
⎢
⎣

AP + B2Q + (AP + B2Q)T B2Q B1 (CP + D2Q)T P
QTBT

2 −𝛼(2P − I) 0 QTDT
2 0

BT
1 0 −𝛾2I DT

1 0
CP + D2Q D2Q D1 −I 0

P 0 0 0 − 1
𝛼
𝜉

⎤
⎥
⎥
⎥
⎦

< 0

X > 0
𝜉 > 0

We denote the optimum solution of (12) as (Popt,Qopt, 𝜉min), and define

𝜎max =
1

𝜉min

then a suboptimal controller Kopt of the system is

Kopt = QoptP−1
opt (13)

and the corresponding event condition is

‖e(t)‖2 < 𝜎max‖x(t)‖2 (14)
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Similarly, if given a demanded event condition 𝜎, we could also achieve a subopti-

mal controller Kopt and an upper bound of the system’s L2 gain 𝛾opt by solving an

optimization problem of (11).

Remark 1 In Theorem 1, the inequality condition (6) can always guarantee the L2
stability of system (4) for an arbitrary value of 𝛼. And when solving the optimization

problem (12) to design the controller, 𝛼 can be set as any value.

Actually 𝛼 can be considered as a parameter which can adjust the conservatism

we bring in when we achieve the LMI condition in (12). This conservatism consists

of conservatism brought in by inequality (6) and the process when we use inequal-

ity (10) to transform (6) into an LMI. Especially for the inequality (10), it is com-

monly used to transform matrix inequalities with nonlinear components into LMI,

but it usually brings in much conservatism at the same time.

We denote these two parts of conservatism as

J1(𝛼) = (
√
𝛼𝜎I − 1

√
𝛼

KTBT
2X)

T (
√
𝛼𝜎I − 1

√
𝛼

KTBT
2X)

J2(𝛼) =
1
𝛼
XB2K((2X − XX)−1 − I)KTBT

2X

and we could see that these two parts are both affected by the value of 𝛼. That allows

us to adjust the parameter 𝛼 into a suitable value to minify the overall conservatism

of the LMI in (12)

J(𝛼) = J1(𝛼) + J2(𝛼)

and let the optimization process (12) give the largest value of 𝜎max. The detailed way

of obtaining the best value of 𝛼 will be demonstrated in the simulation section.

4 Simulation

In this section, an illustrative example is given to show the efficiency of the theoret-

ical result.

We consider a second-order perturbed linear system

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

ẋ =

[
5 10
1 0

]

x +

[
1
1

]

w +

[
0
1

]

u

z =

[
1 0
0 1

]

x

x(0) = [−1 2]T
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The external disturbance w is given as

w(t) = w = sin(8𝜋t), t ∈ [0.5, 1]

and the demanded upper bound of the L2 gain of the controlled system is set to be

𝛾 = 1.

Giving 𝛼 different values and solve the optimization problem (12), we get the rela-

tionship between the optimum solution �̄�max and 𝛼 as shown in Fig. 1. From Fig. 1

we could get 𝛼 = 45 brings out the maximum value of �̄�max = 0.042. And the corre-

sponding optimal controller is

Kopt = [−81,−56] (15)

This process shows how to find a proper value of 𝛼 in order to get the largest

possible �̄�max. During this process we also find that the norm of the controller K
obtained from the optimization problem (13) shows a similarly positive correlation

with 𝛼, as shown in Fig. 2. This relationship can be used to choose the value of 𝛼 if

the system has control input constraints.

The dynamics of the closed loop and the sample time are shown in Figs. 3 and 4.

We can see that the robust H∞ controller (15) not only guarantees the trajectory

of the closed-loop system converging rapidly, but also obtains a good capacity of

disturbance attenuation.

Fig. 1 Relationship

between �̄�max and 𝛼
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Fig. 3 The state responses of the system

Fig. 4 Disturbance

attenuation of the system
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5 Conclusions and Future Work

In this paper, we introduce robust H∞ theory into event-triggered control mechanism

to reduce the resource utility implementing feedback. We investigate a state-feedback

H∞ control based on the event-triggered scheme for the perturbed linear system in a

general form, a sufficient condition which guarantees the L2 stability of the system is

given in the form of Matrix Inequality. And the optimization of this inequality condi-

tion is settled by eliminating the nonlinear components, and an adjustable parameter

is brought in to reduce the conservatism. The illustrative example shows that the

closed-loop system has a good capability on disturbance attenuation, while the trig-

gering frequency of the self-triggering scheme still has room for improvements.

Following this paper, we will improve the optimization program of the matrix

inequality by applying some cone optimization methods for further reduction of the
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conservatism of the stability condition. And other absolute-error-based event con-

dition will be studied instead of the relative-error-based event condition we apply

in this paper, to improve the triggering efficiency of the event/self-triggered control

system.
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Consensus of Linear Multi-agent Systems
with Persistent Disturbances

Shaoyan Guo, Lipo Mo and Tingting Pan

Abstract This paper focuses on the consensus problem of continuous-time multi-

agent systems with persistent disturbances. A distributed protocol is designed, which

consists of two parts, one is the traditional control protocol, the other one is the

estimation of disturbances. Then, using the method of matrix analysis, the sufficient

conditions for achieving consensus of the closed-loop systems are found out. Finally,

simulations are provided to demonstrate the effectiveness of the proposed algorithm.

Keywords Multi-agent system ⋅ Consensus ⋅ Disturbances ⋅ Control protocol

1 Introduction

Multi-agent systems have the characteristic of autonomy, distribution, and coordina-

tion, and have the ability of self-organization, learning, and reasoning. Multi-agent

systems are efficient to deal with the practical systems, such as the formation flight

of the UAV, multi-robot systems, and so on [1, 2]. More and more attentions have

been paid on cooperative control of multi-agent systems in recent years.

The consensus problem of multi-agent systems is one of the most fundamental

issues. Starting from the Vicsek model [3], a broad spectrum of scholars are much

more kindly to study the consensus problems of multi-agent [6] systems with dif-

ferent characteristics. For example, the consensus problems of discrete-time were

investigated in [4, 5]. For the continuous-time multi-agent systems, consensus prob-

lems were discussed in [6, 7]. It is shown that the consensus of first-order systems

can be achieved if and only if the network topology contains a directed spanning tree.

And then these results were extended to stochastic switching systems [6], some aver-

age consensus conditions were obtained. All of these results were given for the first-

order multi-agent systems. In practical systems, the control objects may be acceler-

ated velocity rather than velocity and the methods can not be applied to second-order
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systems straightforward, so it is meaningful to investigate the consensus problems

of second-order multi-agent systems. In [2], it shows that the second-order systems

might not achieve consensus even if the network topology has a directed spanning

tree. And a necessary and sufficient condition was given for the consensus of second-

order systems with directed topologies. Recently, the consensus problems of linear

multi-agent systems were also considered. In [8], it was proved that the consensus

can be reached if and only if all of the nonzero eigenvalues of the Laplacian matrix

lie in the stable regions.

In practical systems, it is inevitable that the system can be affected by external

disturbances, so it is important to discuss the consensus problem of the multi-agent

systems under disturbance. In [9–11], the H∞ is used to solve the consensus prob-

lem under disturbance. To attenuate the communication noises, a distributed stochas-

tic approximation type protocol is also adapted. Using probability limit theory and

algebraic graph theory, consensus conditions for this kind of protocols are obtained

[12]. In [13], a new controller is proposed to solve the consensus problem of the

multi-agent systems under unknown persistent disturbances. In [14], The stochas-

tic consensus problem of linear multi-input multi-output (MIMO) multi-agent sys-

tems (MASs) with communication noises and Markovian switching topologies is

studied by designing consensus protocol. In [15], the consensus problem of second-

order discrete-time multi-agent systems with white noise disturbance under Markov-

ian switching topologies is discussed. And for more consensus problems of the

multi-agent systems under disturbance, refer [16–18]. However, to the best of our

knowledge, the consensus problem of the linear multi-agent systems with constant

persistent disturbances have not been discussed, this paper we focus on this prob-

lem. The stochastic consensus problem of linear multi-input multi-output (MIMO)

multi-agent systems (MASs) with communication noises and Markovian switching

topologies

The main contribution of this paper is that sufficient conditions were obtained for

the consensus of linear multi-agent systems with persistent disturbances. Based on

the graph theory and matrix theory, the consensus protocol was designed and the

consensus state was also obtained. Comparing with the literature, the result herein

is more simple and general, and it is easy to verify in practical engineering systems.

2 Preliminaries

An undirected graph  is defined by a set V

= {1,… ,N} of nodes and a set

E = 

× 


of edges. If (i, j) ∈ 


, then the node i and j are neighbors and the

neighboring relation is indicated with i ∼ j. The neighborhood Ni ⊆ V is denoted

the set
{
vj ∈ V|(i, j) ∈ E

}
, then the degree of a node is given by the number of

its neighbors. Let di be the degree of node i, then the degree matrix of a graph ,

 ∈ ℝn×n
, is given by  = diag{d1, d2,… , dN}, the adjacency matrix of a graph

,  ∈ Rn×n
, is given by  = [aij], if (i, j) ∈ 


, aij = 1, otherwise aij = 0. And the

Laplacian matrix is given by  =  −. By the definition of Laplace matrix, we
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can obtain the spectrum of the Laplacian matrix for a connected, undirected graph

can be ordered as 0 = 𝜆1 < 𝜆2 ≤ ⋯ ≤ 𝜆N . And 1N is the eigenvector belongs to the

zero eigenvalue 𝜆1, and 1N = 0N where 1N denote the N × 1 vector of all ones.

Lemma 1 Let A,B,C,D are constant matrices with proper dimensions. Then
A⊗ (B + C) = A⊗ B + A⊗ C,
(A + B)⊗ (C + D) = A⊗ C + B⊗ D,
where ⊗ represents the Kronecker product.

Lemma 2 [19] For partitioned matrix X =
(
X11 X12
XT
12 X22

)

, the following inequalities

are equivalent:

(a) X > 0;

(b) X11 − X12X−1
22 X

T
12 > 0 and X22 > 0;

(c) X22 − XT
12X

−1
11 X12 > 0 and X11 > 0.

Lemma 3 Consider two symmetric matrices A ∈ ℝn×n and B ∈ ℝn×n. If all eigen-
values of A are no more than 0, and all eigenvalues of B are less than 0, then all
eigenvalues of A + B are less than 0.

Proof Because all eigenvalues of A are no more than 0 and all eigenvalues of B
are less than 0, there exists a nonzero vector x = (x1, x2,… , xn), such that xTAx ≤
0, xTBx < 0. Then

xTAx + xTBx = xT (A + B)x < 0,

so all eigenvalues of A + B are less than 0.

3 System Model

Consider the multi-agent systems consisting of N agents. The dynamic of i-th agent

is represented by

ẋi(t) = Axi(t) + B[ui(t) + wi], xi(0) = xi0, i = 1, 2,… ,N, (1)

where xi(t) ∈ ℝn
, ui(t) ∈ ℝq

, wi ∈ ℝq
represent the state, control input, and persis-

tent disturbances of i-th agent, respectively, A ∈ ℝn×n
,B ∈ ℝn×q

are system matri-

ces. To discuss the consensus problem of the multi-agent system (1), we propose the

following control protocol for agent i

ui(t) = K
∑

j∈Ni

aij(xj(t) − xi(t)) − ŵi(t), (2)
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where K ∈ ℝq×n
is the control gain, and ŵi(t) ∈ ℝq

is the estimation of wi, the

dynamic equations of which are as follows:

̇̂wi = F
∑

j∈Ni

aij[(xi(t) − xj(t)) − (x̂i(t) − x̂j(t))], (3)

where F ∈ ℝq×n
is a constant matrix which will be determined, x̂i(t) ∈ ℝn

is the

estimation of the state of the agent i, the dynamic equations of which are as follows:

̇̂xi(t) = Axi(t) + BK
∑

j∈Ni

aij[x̂j(t) − x̂i(t)] +M
N∑

i=1
aij[(x̂j(t) − x̂i(t) − (xj(t) − xi(t))], (4)

where M ∈ ℝn×q
is also a constant matrix which will be determined. Under the con-

trol protocol (2), system (1) can be rewritten as

ẋi(t) = Axi(t) + B[K
∑

j∈Ni

aij(xj(t) − xi(t) − ŵi(t) + wi]. (5)

Then the consensus problem of system (1) can be transferred into the stability

problem of system (5).

4 Stability Analysis

Let x̃(t) = x(t) − x̂(t) and w̃(t) = ŵ(t) − w be the state estimation error and the dis-

turbance estimation error, respectively. According to (4) and (5), we can get

̇̃x(t) = (IN ⊗ A − ⊗ BK + ⊗M)x̃(t) − (IN ⊗ B)w̃(t), (6)

w̃(t) = ŵ(t) − w, (7)

Denote e(t) = [xT (t), x̃T (t), w̃T (t)]T , then according to (5), (6) and (7), we can get

ė(t) = Aoe(t), (8)

where

A0 =
⎛
⎜
⎜
⎝

IN ⊗ A − ⊗ BK 0 −IN ⊗ B
0 IN ⊗ A − ⊗ BK + ⊗M −IN ⊗ B
0 ⊗ F 0

⎞
⎟
⎟
⎠

.

Then the consensus problem of the system (1) transfers the stability problem of the

system (8). The system matrix A0 plays an important role in the stability analysis.

Now we analyze this matrix.
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For the Laplacian matrix of undirected graph, there exists a matrix so that

UT
U = diag(𝜆1,⋯ , 𝜆N), (9)

where 𝜆i, i = 1, 2,… ,N, are the eigenvalues of . let ē(t) = U0e(t), where U0 =
⎛
⎜
⎜
⎝

U ⊗ In
U ⊗ In

U ⊗ Iq

⎞
⎟
⎟
⎠

. By the orthogonal transformation, we can obtain

̇̄e(t) = A1ē(t), where

A1 =
⎛
⎜
⎜
⎝

IN ⊗ A − UT
U ⊗ BK 0 −IN ⊗ B

0 IN ⊗ A − ⊗ BK + UT
U ⊗M −IN ⊗ B

0 UT
U ⊗ F 0

⎞
⎟
⎟
⎠

.

Since the eigenvalues of a matrix are not affected by exchanging the row and

corresponding column of a matrix simultaneously, A1 can be transferred to a block

diagonal, Ā1 = diag(A11,… ,A1N)

where A1i =
⎛
⎜
⎜
⎝

A − 𝜆iBK 0 −B
0 A + 𝜆iM − 𝜆iBK −B
0 𝜆iF 0

⎞
⎟
⎟
⎠

, i = 1, 2,… ,N.

Theorem 1 Consider system (1), the control protocol solves the consensus problem
if there exist a positive-definite matrix P, and 𝜇1 > 0, 𝜇2 > 0, 𝜇3 > 0, such that

ATP1 + P1A − 2P1BBTP1 < 0, (10)

BTP2 + P2B > 0, (11)

− 2𝜆max𝜇1IN + 3P1B[BTP2 + P2B]−1BTP1 < 0, (12)

− 2𝜆max𝜇2IN + 3ATP2[BTP2 + P2B]−1PT
2A < 0, (13)

− 2𝜆max𝜇3IN + 3𝜆2minP1BBTP2[BTP2 + PT
2B]P2BBTP1 < 0, (14)

where 𝜇1 + 𝜇2 + 𝜇3 = 𝜇, K = 𝜏BTP1, 𝜏 = 1,
(
M
F

)

= −𝜇P−1
(
In
0

)

and P =
(
P1 P2
PT
2 P3

)

, P1,P2,P3 have appropriate dimensions.

Proof Noted the form of A1i, we analyze the two block matrices E =
(
A − 𝜆iBK

)

and G =
(
A + 𝜆iM − 𝜆iBK −B

𝜆iF 0

)

.

For matrix E, by taking K = 𝜄BTP1 𝜄 > ( 1
𝜆i
), then (A − 𝜆iBK)TP1 +

P1(A − 𝜆iBK) = ATP1 + P1A − 2𝜆i𝜄P1BBTP1 < ATP1 + P1A − 2P1BBTP1 < 0,

so A − 𝜆iBK is Hurwitz stable.
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For matrix G, let

G =
(
A − 𝜆iBK 0

0 0

)

+
(
0 −B
0 0

)

+
(
𝜆iM 0
𝜆iF 0

)

.

By taking

(
M
F

)

= −𝜇P−1
(
In
0

)

, we can obtain

(
𝜆iM 0
𝜆iF 0

)T

P+P
(
𝜆iM 0
𝜆iF 0

)

=
(
−2𝜆i𝜇In 0

0 0

)

, (15)

then (
0 −B
0 0

)T

P +
(
0 −B
0 0

)

P =
(

0 −P1B
−BTP1 −BTP2 − PT

2B

)

, (16)

and

(
A − 𝜆iBK 0

0 0

)T

P + P
(
A − 𝜆iBK 0

0 0

)

=
(
ATP1 + P1A − 2𝜆i𝜏P1BBTP1 ATP2 − 𝜆i𝜏P1BBTP2

PT
2A − 𝜆i𝜏PT

2BB
TP1 0

)

.

Denote 𝜇 = 𝜇1 + 𝜇2 + 𝜇3 and make a sum of the three matrices, we can get

AT
1iP + PA1i = M1 +M2 +M3 +M4, (17)

where

M1 =
(
ATP1 + P1A − 2𝜆i𝜏P1BBTP1 0

0 0

)

,

M2 =
(−2𝜆i𝜇1IN ATP2

PT
2A −1

3
(BTP2 + P2B)

)

,

and

M3 =
(−2𝜆i𝜇2IN −P1B

−BTP1 −1
3
(BTP2 + P2B)

)

,

M4 =
( −2𝜆i𝜇3IN −𝜆i𝜏P1BBTP2
−𝜆i𝜏PT

2BB
TP1 −

1
3
(BTP2 + P2B)

)

,

Since(10)–(14) hold, according to Lemma 2, M1 ≤ 0M2 < 0, M3 < 0, M4 < 0, then

according to Lemma 3, we have

GTP + PG = M1 +M2 +M3 +M4 < 0.
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So matrix A1i, i = 2, 3,… ,N is Hurwitz stable. According to Theorem 1 the consen-

sus problem can be solved.

Remark 1 According to Theorem 1, we not only solved the consensus problem but

also got the consensus state. Since A1i, i = 2, 3,… ,N are Hurwitz stable, x̃i, i =
2, 3,… ,N are asymptotically stable. Now we consider the first block of Ā1, since

𝜆 = 0, we can get

⎛
⎜
⎜
⎝

̇̄x1(t)
̇̄x̃1(t)
̇̄w̃1(t)

⎞
⎟
⎟
⎠

=
⎛
⎜
⎜
⎝

A 0 −B
0 A −B
0 0 0

⎞
⎟
⎟
⎠

⎛
⎜
⎜
⎝

x̄1(t)
̄̃x1(t)
̄̃w1(t)

⎞
⎟
⎟
⎠

, (18)

By solving the differential equations, we obtain

̄̃w1 = ̄̃w1(t0),

limt→∞x̄1(t) = eAtx̄1(t0) +
∫

∞

0
eA(t−𝜏)B ̄̃w(t0)dt, (19)

denote U =
(
1N U1 ,

)
, and according to the non singular transformation, we can get

x(t) = {
(
1N U1

)
⊗ IN}x̄(t) =

1
√
N
(1N ⊗ IN)x̄1(t), (20)

So

x1(t0) =
1

√
N
(1TN ⊗ IN)x(t0) =

1
√
N

N∑

i=1
xi(t0), (21)

Remark 2 Comparing with [14], the result we get in this paper are more simple and

more general. For system (8) we just use the Lyapunov stability criterion to get the

result, the generality of the result make it more meaningful.

Fig. 1 Network topology
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Fig. 2 The error of states’

estimation

Fig. 3 The error of

disturbance’ estimation

Fig. 4 The states of agents
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5 Simulation Example

In this section, a simulation example is provided to validate the effectiveness of our

algorithm. Consider a network of four agents, the system matrices are A =
(
0 1
1 0

)

,

B =
(
1
1

)

, and the topological structure is shown in Fig. 1.

So the Laplacian matrix can be determined as

L =
⎛
⎜
⎜
⎜
⎝

3 −1 −1 −1
−1 3 −1 −1
−1 −1 2 0
−1 −1 0 2

⎞
⎟
⎟
⎟
⎠

, with eigenvalues 0, 2, 4, 4.

For simplicity,we choose 𝜏 = 1, and we get the solution P, M, F as follows

P =
⎛
⎜
⎜
⎝

0.5 0.3 0.2
0.3 0.2 0.2
0.2 0.2 0.4

⎞
⎟
⎟
⎠

, M =
(
−26.25 17.5
17.5 8.75

)

, F =
(
0.8 0.7

)
.

The error of states’ and disturbances’ estimation are shown in Figs. 2 and 3 respec-

tively, and the consensus state is shown in Fig. 4.

6 Conclusions

In this paper, we addressed the consensus problems of multi-agent systems when

dynamics of agents are perturbed by constant persistent disturbances. We derived

a sufficient condition for achieving consensus of multi-agent system with constant

persistent disturbances. Specifically, it is shown that the consensus state converges

to the mean states of all agents [20]. The future work will focus on the consensus

problems of high-order systems with Markov switching topologies.
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Cluster Synchronization in Complex
Dynamical Networks with Linear
Generalized Synchronization in Each
Community

Yan Liu, Zhengquan Yang, Jiezhi Wang, Qing Zhang
and Zengqiang Chen

Abstract This paper concentrates on the cluster synchronization such that each

community achieves linear-generalized synchronization in complex networks. Here

two control schemes are introduced to realize cluster synchronization. One is to

adjust the coupling strength of edges which connect different groups automatically,

and to use the pinning control simultaneously. The other scheme is to adjust the cou-

pling strength of edges in each group and to select only one node in each group to

control. Finally, we present some simulations to demonstrate the correction of our

conclusion.

Keywords Complex networks ⋅ Cluster synchronization ⋅ Linear generalized

synchronization ⋅ Adaptive control

1 Introduction

In recent years, complex networks have drawn more attention in virtue of its poten-

tial application in various fields [1–4], such as social networks, food webs and

communication networks. Many research works were interested in global syn-

chronization, complete synchronization, lag synchronization, and projective syn-

chronization [5–10]. Meanwhile, there are many control methods have been used

to achieve synchronization in complex networks, such as pinning control [11–13],

adaptive control [13] and impulsive control [14, 15]. For more literature focusing on

the synchronization problem we refer the reader(s) to [16–18]. Cluster synchroniza-

tion is a particular synchronization phenomena which has been studied to be more

momentous in brain science [19] and communication engineering [20]. This phe-
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nomena indicates that nodes synchronize with each other in each community, but

the nodes in distinct communities have no synchronization. [21] considered cluster

synchronization in connected chaotic networks. Cluster synchronization of linearly

coupled complex network has been studied under pinning control in [22]. In fact, a

great amount of complex networks contain distinct types of nodes [23] in real life.

In [24], by the adaptive scheme adjusting each edge only according to its local infor-

mation, then networks satisfy cluster synchronization. Wu and Lu [25, 26] proposed

an control scheme with varying the coupling strength of every node only due to its

neighborhood information. Lately, some research works have considered some par-

ticular cases in cluster synchronization. For instance, cluster mixed synchronization

and cluster projective synchronization are proposed in [27, 28], respectively. In [29],

consider cluster synchronization in networks with time-varying and distributed delay

coupling with adaptive control.

Generalized synchronization (GS) means that stats of the response system syn-

chronize that of the drive system through a nonlinear smooth functional mapping.

Linear GS which is a special kind of GS has been studied in [9, 10].

In this paper, we study cluster synchronization such that each groups achieves

linear GS respectively. To reach the aim, two useful coupling schemes are introduced

by adjusting the coupling strength of some edges and selecting some nodes in each

groups to control.

This paper is outlined as follows. In Sect. 2, here are some preliminaries intro-

duced. Section 3 presents two effective control methods which need both the adap-

tive control and pinning control. In Sect. 4, we give a few examples to indicate the

validness of our presented controllers. The conclusion is given in last section.

2 Preliminaries

This paper discusses a complex network which has l communities and N dynamical

nodes. If node i belongs to the kth community, then we denote 𝜙i = k.

Now, we describe a controlled complex network

ẋi(t) = f
𝜙i
(xi(t)) + 𝜀

N∑

j=1
aij(t)xj(t) + ui(t), i = 1, 2,… ,N, (1)

where xi(t) = (xi1(t),… , xin(t))T ∈ Rn
is the state of the ith node, f

𝜙i
∶ Rn → Rn

is

the local dynamics of nodes in the 𝜙ith community. For any nodes i and j, if 𝜙i ≠

𝜙j, i.e., nodes i and j are in different communities, then f
𝜙i
≠ f

𝜙j
. 𝜀 is the coupling

strength and A = (aij)N×N is the coupling configuration matrix, if i and j connect,

then aij = aji > 0; otherwise, aij = 0; aii = −
∑N

j=1,j≠i aij, i = 1, 2,… ,N.

Definition 1 Assume that s
𝜙i
(t) ∈ Rn

is any smooth dynamics for i = 1, 2,… ,N.

The controlled network (1) is said to be a cluster synchronization if
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lim
t→∞

‖xi(t) − s
𝜙i
(t)‖ = 0, i = 1, 2,… ,N,

and

lim
t→∞

‖xi(t) − xj(t)‖ ≠ 0, 𝜙i ≠ 𝜙j,

where s1(t),… , sl(t) are distinct matrices.

Define the error variables as ei(t) = xi(t) − s
𝜙i
(t) for i = 1, 2,… ,N. Let s(t) ∈ Rn

be any smooth dynamic, and s(t) may be a chaotic orbit, a periodic orbit, or even an

equilibrium point. This paper discusses

sk(t) = Pks(t) + Qk, k = 1, 2,… , l, (2)

where Pk and Qk are matrices such that s1(t),… , sl(t) are different matrices. Hence

lim
t→∞

‖xi(t) − s
𝜙i
(t)‖ = lim

t→∞
‖xi(t) − (P

𝜙i
s(t) + Q

𝜙i
)‖ = 0 (3)

i.e., each community achieves linear GS, respectively.

Assumption 1 For g(z), there is a positive constant L such that

‖g(z1) − g(z2)‖ ≤ L‖z1 − z2‖

for any z1, z2.

3 Main Results

In the following, we present a scheme to make the network (1) and the dynamic (2)

realize cluster synchronization. By the definition of coupling matrix A, we know that

𝜀

N∑

j=1
aij(t)s𝜙j

(t) = 0, i ∈ V
𝜙i
∖V̄

𝜙i
, (4)

where V
𝜙i

represent all the nodes in the 𝜙ith group and V̄
𝜙i

which is the subset of V
𝜙i

consists of nodes with at least a neighbor in other groups. E represents all the edges

in networks, and E1 only contains the edges whose ends are in different communities.

Due to the above conditions, a controller is introduced as

ui =
⎧
⎪
⎨
⎪
⎩

ṡ
𝜙i
− f

𝜙i
(s

𝜙i
) − 𝜀

N∑

j=1
aijs𝜙j

− giei, i ∈ V̄
𝜙i

ṡ
𝜙i
− f

𝜙i
(s

𝜙i
), i ∈ V

𝜙i
∖V̄

𝜙i

(5)
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ȧij = d
∑

(i,j)∈E1

‖ei − ej‖, (6)

ġi = ki‖ei‖2, i ∈ V̄
𝜙i
, (7)

where the constants d and ki are positive and ki is the control gain. In fact, in order to

reach cluster synchronization, it need not only adjust the coupling strength of edges

which connect different groups but also to control those nodes which have direct

connections to other groups.

Thus, because of the above control law, the error variable can be given as

ėi =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

f
𝜙i
(xi) − f

𝜙i
(s

𝜙i
) − 𝜀

N∑

j=1
aijej − giei, i ∈ V̄

𝜙i

f
𝜙i
(xi) − f

𝜙i
(s

𝜙i
) − 𝜀

N∑

j=1
aijej, i ∈ V

𝜙i
∖V̄

𝜙i
.

(8)

Theorem 1 Assume that A1 holds. Then, the network (1) and the state (2) can realize
cluster synchronization with the controllers (5), (6), and (7).

Proof Construct the Lyapunov function:

V = 1
2

N∑

i=1
eTi ei +

1
2d

(āij − aij)2 +
1
2
∑

i∈V̄
𝜙i

1
ki
(ḡi − gi)2, (9)

where āij is larger than the corresponding edge coupling strength aij, and ḡi is a

positive constant to be determined.

Let ẽk(t) = (e1k, e2k,… , eNk)T , G= diag(ḡ1,… , ḡN) with ḡi =0 for i ∈ V
𝜙i
∖V̄

𝜙i
.

Hence

V̇ =
N∑

i=1
eTi ėi +

1
d
(āij − aij)(−ȧij) +

∑

i∈V̄𝜙i

1
ki
(ḡi − gi)(−ġi)

=
N∑

i=1
eTi [f𝜙i (xi) − f

𝜙i
(s
𝜙i
) − 𝜀

N∑

j=1
aijej] −

∑

i∈V̄𝜙i

eTi giei −
∑

(i,j)∈E1

(āij − aij)‖ei − ej‖

−
∑

i∈V̄𝜙i

(ḡi − gi)‖ei‖2

=
N∑

i=1
eTi [f𝜙i (xi) − f

𝜙i
(s
𝜙i
)] − 𝜀

N∑

i=1

N∑

j=1
eTi aijej −

∑

(i,j)∈E1

(āij − aij)‖ei − ej‖

−
∑

i∈V̄𝜙i

ḡi‖ei‖2

≤

N∑

i=1
eTi Lei − 𝜀

n∑

k=1
ẽTk Aẽk −

∑

(i,j)∈E1

(āij − aij)‖ei − ej‖ −
n∑

k=1
ẽTk Gẽk
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=
n∑

k=1
ẽTk Lẽk − 𝜀

n∑

k=1
ẽTk Aẽk −

∑

(i,j)∈E1

(āij − aij)‖ei − ej‖ −
n∑

k=1
ẽTk Gẽk

=
n∑

k=1
ẽTk (LIN + 𝜀A − G)ẽk −

∑

(i,j)∈E1

(āij − aij)‖ei − ej‖, (10)

where denote by IN an N-dimension unit matrix.

Since the eigenvalues of the matrix A satisfy 𝜆N(A) ≤ ⋯ ≤ 𝜆2(A) < 𝜆1(A) = 0,

it is obvious that one can select suitable constants ḡi to make LIN + 𝜀A − G be a

negative definite matrix. Furthermore, the value āij is larger than the corresponding

edge coupling strength aij. Hence, we have

V̇ ≤

n∑

k=1
ẽTk (LIN + 𝜀A − G)ẽk < 0, (11)

and limt→∞ ‖ei‖ = 0, i.e., the network (1) and the state (2) realize cluster synchro-

nization. □

Similar to Theorem 1, in order to make the network (1) and the dynamic (2) reach

cluster synchronization, we design another scheme as the following:

ȧij = d
∑

(i,j)∈E∖E1

‖ei − ej‖, (12)

for any d > 0.

Now let J = {m1,m2,… ,ml}, where mk represents a node in V̄k for k = 1,… , l.

ġi = ki‖ei‖2, i ∈ J and gi = 0, otherwise, (13)

for any constant ki > 0.

Theorem 2 Suppose A1 holds. Then, the network (1) and the state (2) can reach
cluster synchronization with the controllers (5), (12) and (13).

Proof Similar to the proof of Theorem 1, so it is omitted here. □

4 Simulation

In this section, we will give some simulations to verify the correction of the proposed

control schemes.

In the following, the complex dynamic network consists of 13 nodes and 3 com-

munities. The size of three communities are N1 = 4, N2 = 4 and N3 = 5. The local

state of three communities are described by two Lü systems and a Lorenz system.

The two Lü systems are stated as follows:
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ẋ = f1(x) =
⎛
⎜
⎜
⎝

𝜌(x2 − x1)
−x1x3 + 𝜈ix2
x1x2 − 𝜇x3

⎞
⎟
⎟
⎠

, (14)

where 𝜌 = 36, 𝜇 = 3, 𝜈1 = 20 and 𝜈2 = 25.

The Lorenz system is drawn as

ẋ = f3(x) =
⎛
⎜
⎜
⎝

a(x2 − x1)
−x1x3 − x2 − bx1

x1x2 − cx3

⎞
⎟
⎟
⎠

, (15)

where a = 10, b = 28 and c = 8
3
. Evidently, Assumption 1 is satisfied.

Choose the Rössler system as the s(t) of (2). Then the synchronized aims

sk = Pky(t) + Qk, k = 1, 2, 3 (16)

where P1 = diag(1,−1, 1), P2 = diag(1, 1,−1), P3 = diag(−1, 1, 1), Q1 = [0, 1, 1]T ,

Q2 = [1, 0, 1]T and Q3 = [1, 1, 0]T . The Rössler system can be described by

ẏ =
⎛
⎜
⎜
⎝

−y2 − y3
y1 + 𝛼y2

𝛽 + y3(y1 − 𝛾)

⎞
⎟
⎟
⎠

, (17)

where 𝛼 = 0.2, 𝛽 = 0.2 and 𝛾 = 5.7.

The topology of the network is given as follows:

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

−3 1 1 0 1 0 0 0 0 0 0 0 0
1 −3 1 1 0 0 0 0 0 0 0 0 0
1 1 −3 1 0 0 0 0 0 0 0 0 0
0 1 1 −5 0 1 0 0 1 1 0 0 0
1 0 0 0 −4 1 1 1 0 0 0 0 0
0 0 0 1 1 −4 1 1 0 0 0 0 0
0 0 0 0 1 1 −5 1 1 0 0 0 1
0 0 0 0 1 1 1 −3 0 0 0 0 0
0 0 0 1 0 0 1 0 −5 1 1 0 1
0 0 0 1 0 0 0 0 1 −5 1 1 1
0 0 0 0 0 0 0 0 1 1 −3 1 0
0 0 0 0 0 0 0 0 0 1 1 −3 1
0 0 0 0 0 0 1 0 1 1 0 1 −4

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
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Fig. 1 The evolution of synchronization errors
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Fig. 2 The coupling strength aij and the feedback gain gi

Example 1 In the first example, by Theorem 1, the network can be synchronized to

the state of (9) using the controllers (3), (4), and (5). Now, the initial values of state

vectors X0, Y0, gi(0), i = 1, 4, 5, 6, 7, 9, 10, 13 are chosen in (0, 1) randomly. Further-

more, select 𝜀 = 20, d = 0.8 and ki = 10, i = 1, 4, 5, 6, 7, 9, 10, 13. From Figs. 1 and

2, we find that the coupling strength of edges aij and the feedback gain gi are tended

to positive constants when the network realizes cluster synchronization.
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Fig. 3 The evolution of synchronization errors

0 1 2 3 4 5 6 7 8 9 100

20

40

60

80

100

120

140

t

a ij

0 1 2 3 4 5 6 7 8 9 10
0

5

10

15

20

25

30

t

g i

Fig. 4 The coupling strength aij and the feedback gain gi

Example 2 In the second example, by Theorem 2, the network can be synchronized

to the state of (9) using the controllers (3), (7), and (8). Here, the original values

of state vectors X0, Y0, gi(0), i = 4, 7, 13 are chosen in (0, 1) randomly. In addition,

choose 𝜀 = 30, d = 0.8 and ki = 0.1, i = 4, 7, 13. From Figs. 3 and 4, we learn that

the coupling strength of edges aij and the feedback gain gi are tended to positive

constants while cluster synchronization achieves.
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5 Conclusion

In this paper, cluster synchronization has been investigated by presenting two adap-

tive control schemes. Both of the control methods need to select some edges and

nodes to control simultaneously. One is to use the pinning control method and also

adjust the coupling strength of some edges which connect different groups. Selecting

only one node in each group to control and adjusting the coupling strength of edges

in each group is another control scheme.
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Output Feedback Stabilization
of Stochastic Non-holonomic Mobile
Robots

Wenli Feng, Hongyu Wei, Hongmei Zhang and Dongkai Zhang

Abstract We discussed the output feedback stabilization of stochastic non-
holonomic mobile robots. Output feedback controllers are given with backstepping
method. So, the original closed-loop system can be stabilized in probability based on
provided switching control strategy. In the end, we give an example to explain these
results.

Keywords Stochastic non-holonomic mobile robots ⋅ Output feedback
stabilization ⋅ Backstepping technique

1 Introduction

Since backstepping method was first introduced [1], stochastic control became one
of the active areas of nonlinear control, especially the output feedback control [2–7].
With the development of stochastic systems, there were some results of stabilization
for stochastic non-holonomic systems [8–11]. Two classes of stabilization were
considered: state feedback [12–15] and output feedback [16–18]. One of the
practical non-holonomic systems is non-holonomic mobile robots, whose state
feedback stabilization was discussed by backstepping method [9, 19–21]. Output
feedback control is studied when robots satisfy strict triangle structure because only
its linear velocity is related to stochastic disturbance [17, 18]. However, if linear and
angular velocities of non-holonomic mobile robots are related to stochastic
disturbances, the systems do not satisfy strict triangle structure. To our knowledge,
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this problem has not been discussed in existed literatures. The purpose of paper is to
discuss the output feedback stabilizing controllers of stochastic non-holonomic
mobile robots.

2 Preliminaries and Problem Formulation

2.1 Preliminaries

Let stochastic nonlinear system as follows:

dx= f ðxÞdt+ gðxÞdB, x t0ð Þ∈ℝn, ð1Þ

where x∈ℝn is the state, f :ℝn →ℝn and g:ℝn →ℝn are Borel measurable func-
tions and satisfy locally Lipschitz in x, B∈ℝr is a r-dimensional independent
standard Wiener process defined on the complete probability space Ω,F ,Pð Þ.
Definition 1 [22] For any given VðxÞ∈ C2, the differential operator L of (1) can be
defined as follows:

LVðxÞ= ∂VðxÞ
∂x

f ðxÞ+ 1
2
Tr gTðxÞ ∂

2V
∂x2

gðxÞ
� �

.

Definition 2 [23] The equilibrium x = 0 of system (1) is

• globally stable in probability if there exists a class K function γ ⋅ð Þ for ∀ε>0,
such that

P xðtÞj j< γ xðt0Þj jð Þf g≥ 1− ε, ∀t≥ 0, xðt0Þ∈ℝn\f0g.

• globally asymptotically stable in probability if it satisfies the above condition
and

P lim
t→∞

xðtÞj j=0
n o

=1, ∀x t0ð Þ∈ℝn.

Lemma 1 [23] For system (1), if there exist a C2 function VðxÞ, class K∞ function
α1ð ⋅ Þ and α2ð ⋅ Þ, constants c1 > 0, c2 > 0, and a nonnegative function WðxÞ such
that

α1 xk kð Þ≤VðxÞ≤ α2 xk kð Þ,

LV =
∂VðxÞ
∂x

f ðxÞ+ 1
2
Tr gTðxÞ ∂

2VðxÞ
∂x2

gðxÞ
� �

≤ − c1WðxÞ+ c2,
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then

(i) an almost surely unique solution is existed on ½t0,∞Þ for each x t0ð Þ∈ℝn,
(ii) when WðxÞ is continuous and c2 = 0, f ð0Þ=0, gð0Þ=0, the equilibrium x = 0

be globally stable in probability and

P lim
t→∞

WðxÞ=0
n o

=1, for ∀xðt0Þ∈ℝn.

2.2 Problem Formulation

The mobile robot (2) was discussed in [24]:

θ ̈=w,
x ̇c = v cos θ,
yċ = v sin θ,

8<
: ð2Þ

where v and w are control inputs which denote linear and angular velocity,
respectively. Let

wðθÞ=w1ðθÞ+w2ðθÞB ̇ðtÞ,
vðθÞ= v1ðx, y, θÞ+ v2ðx, y, θÞḂðtÞ,

�
ð3Þ

where BðtÞ denote a Brownian motion and ḂðtÞ is the derivative of BðtÞ. With the
similar method in [17, 18], we have the output model.

d x0 = u0dt+ g0dB, ð4:1Þ

d x1 = x2u0dt+ f1dt+ g1dB
d x2 = ud + f2dt+ g2dB

�
, ð4:2Þ

y= x0, x1½ �, ð4:3Þ

where g0 =w2, f1 = −
1
2
x1w2

2 + v2w2, f2 = − x1u0 +
1
2
x2w2

2

� �
, g2 = v2 − x1w2 and

g1 = x2w2.
Remark 1 The system (4.1)–(4.3) is not strict triangle structure.

3 Main Results

In the following parts, Assumptions 1–2 are necessary.

Assumption 1 For smooth function w2ðθÞ, one has w2ðθÞ=m1θ, where m1 is a
known nonnegative constant.
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Assumption 2 For smooth function v2ðxc, yc, θÞ, one has

v2ðxc, yc, θÞj j≤m2 x1j j+ x2j jð Þ,

where m2 is a known nonnegative constant.

3.1 The First State Stabilization

We choose u0 in subsystem (4.1) as follows:

u0 = − η0x0, η0 = λ+
1
2
m2

1 ð5Þ

where λ>0.
The Lyapunov function can be chosen as

V0 x0ð Þ= 1
2
x20. ð6Þ

By (4.1) and (5), one has

LV0 ≤ − λx20. ð7Þ

Theorem 1 If Assumption 1 holds, choosing m1 > 0, λ>0, controller u0 as (5),
respectively, then

(i) an almost surely unique solution of (4.1) and (5) is existed on ½t0,∞Þ for
∀x0ðt0Þ;

(ii) the equilibrium x0 = 0 of (4.1) and (5) is globally asymptotically stable in
probability.

Remark 2 From Lemma 2.3 ([25], p 93), for initial condition x0 t0ð Þ≠ 0, the solu-
tions of (4.1) and (5) never reach the zero.

3.2 Other States Stabilization

We introduce the following transformation:

z1 =
x1
u0

, z2 = x2. ð8Þ
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So, subsystem (4.2) with (8) can be transformed into

d z1 = z2dt+ η0z1dt+ϕ1dt+ψ1dB,
d z2 = u dt+ϕ2dt+ψ2dB,

�
ð9Þ

where

ϕ1 =
f1
u0

+ z1
g20
x20

+ η0z1
g0g1
u0

,ψ1 =
g1
u0

− z1
g0
x0

,ϕ2 = f2,ψ2 = g2.

The following observer is needed in the processor of design of the output
feedback controller.

z ̂1̇ = z2̂ + η0z1̂ +La1 y1u0 − z1̂ð Þ,
z ̂2̇ = u+L2a2 y1u0 − ẑ1ð Þ,

�

where L≥ 1 is a gain parameter, a1, a2 > 0 are real numbers, and pðsÞ= s2 + a1s+ a2
is Hurwitz.

Letting the state estimation errors

ξ1 = z1 − z1̂, ξ2 =
z2 − z2̂

L
, ð10Þ

one has error dynamics as follows:

d ξ= ðLA+BÞξdt+Φdt+ΨdB, ð11Þ

where

A=
− a1 1
− a2 0

� �
,B=

η0 0
0 0

� �
,Φ=

ϕ1
ϕ2

L

" #
,Ψ=

ψ1
ψ2

L

" #
.

Obviously, A is Hurwitz. So, a positive definite matrix P exists and satisfy
ATP+PA= − I.

Therefore, the following entire systems can be given:

d ξ= ðLA+BÞξdt+Φdt+ΨdB,
z ̂1̇ = z2̂ + η0z1̂ +La1 y1u0 − ẑ1ð Þ,
z ̂2̇ = u+L2a2 y1u0 − z1̂ð Þ.

8<
: ð12Þ

By Assumptions 1–2 and Theorem 1, Proposition 1 holds.

Proposition 1 There exist constants τ1, τ2, and

Φ x0, zð Þj j2 ≤ 2 z1j j+ z2j j
L

� �2

τ1,

Ψ x0, zð Þj j2 ≤ 2 z1j j+ z2j j
L

� �2

τ2, a.s.

8>>><
>>>:

ð13Þ
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where z= z1, z2½ �T .
We need define some variables which can invoke backstepping technique.

ε1 = z1̂, ε2 = z2̂ − α1 z1̂ð Þ, ð14Þ

where α1 is the virtual smooth controller.
Step 1 Choose Lyapunov function as V1 = δξTPξ+ 1

2 ε
2
1, where δ>0 is a parameter.

From It o ̂ differentiation formula, we have

LV1 = − δ L− 2 Pk k2 − Bk k2
� 	

− 4Ce

n o
ξk k2 + 4Ce z ̂21



 

+ z2̂2


 


L2

 !

+ z1̂ z2̂ + η0z1̂ +La1ξ1ð Þ,

where Ce =2δ τ21 + λmaxðPÞτ2
� �2.

By simple calculation, the following inequalities hold:

4Ce
z2̂2


 


L2

≤ 8Ce
ε22 + α21
L2

, z1̂ẑ2 ≤ 8Ce
ε22 + α21
L2

, La1z1̂ξ1 ≤
La1 z1̂j j2

4
+ Lξ21.

So, one can obtain

LV1 = − δ L− 2 Pk k2 − Bk k2
� 	

− 4Ce −L
n o

ξk k2 + z ̂1 α1 + 4LCez1̂ +
La21
4

z ̂1
� �

+
8Ceε22
L2

+
8Ceα21
L2

+
1
4L

ε22.

ð15Þ

Therefore

α1 = − Lb1ε1, b1 = 4+ 4Ce +
a21
4
. ð16Þ

By (15)–(16), one has

LV1 = − δ L− 2 Pk k2 − Bk k2
� 	

− 4Ce −L
n o

ξk k2 + 8Ce

L2
+

1
4L

� �
ε22

− 3L− 8Ceb21
 �

ε21.
ð17Þ

Step 2 From (14) and (16), letting
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ε2 = z2̂ +Lb1z1̂, ð18Þ

we have

d ε2 = u+ z2̂ + η0z1̂ + L2a2 + La1
� �

ξ1
 �

dt. ð19Þ

Defining the quadratic Lyapunov candidate function V2 =V1 +
1
2
ε22, from It o ̂

differentiation formula, one has

LV2 = − δ L− 2 Pk k2 − Bk k2
� 	

− 4Ce − L
n o

ξk k2 + 8Ce

L2
+

1
4L

� �
ε22

− 3L− 8Ceb21
 �

ε21 + ε2 u+ z2̂ + η0z1̂ + L2a2 + La1
� �

ξ1
 �

.

By simple calculation, we have

ε2z2̂ ≤Lε22 + Lε22 +
b21
4
ε21, η0ε2ε1 ≤Lε22 +

η20
4L

ε21,

L La2 + a1ð Þ2ε2ξ1 ≤
L La2 + a1ð Þ2

4L
ε22 +Lξ21.

So,

LV2 = − δ L− 2 Pk k2 − Bk k2
� 	

− 4Ce − 2L
n o

ξk k2 − 3L− 8Ceb21 −
η20
4L

−
b21
4

� �
ε21

+ ε2 u+ 2L+ L2 +
L La2 + a1ð Þ2

4L
+

8Ce

L2
+

1
4L

 !
ε2

( )
.

ð20Þ

Choosing the virtual control law u

u= −Lb2ε2,
b2 = 3+ L+ La2 + a1ð Þ2

4L + 8Ce
L3 + 1

4L2 ,

�
ð21Þ

and substituting (21) into (20), one has

LV2 = − δ L− 2 Pk k2 − Bk k2
� 	

− 4Ce − 2L
n o

ξk k2

− 3L− 8Ceb21 −
η20
4L

−
b21
4

� �
ε21 − Lε22.

ð22Þ
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From above analysis and simple proof, one has the following result.

Theorem 2 If Assumptions 1–2 hold, choosing proper constants λ>0, m1 > 0, and
m2 > 0, we have

(i) the systems (12) and (21) have an almost surely unique solution on ½t0,∞Þ for
∀zðt0Þ,

(ii) the equilibrium z=0 of this system is globally stable in probability.

4 Switching Control Design

In the above section, x0 t0ð Þ≠ 0 is discussed. But, when initial condition x0ðt0Þ=0,
with the similar results in Sect. 5 in [9], one gets the following switching control
procedure.

Theorem 3 If Assumptions 1–2 hold, the following switching method can be
applied to (4):

(i) When initial condition belongs to

θðt0Þ, xc t0ð Þ, yc t0ð Þð Þ∈ℝ3jθ t0ð Þ≠ 0
 �

,

u0 and u chosen as (5) and (21), respectively,
(ii) When initial condition belongs to

θ t0ð Þ, xc t0ð Þ, yc t0ð Þð Þ∈ℝ3jθ t0ð Þ=0
 �

for t∈ t0, ts½ Þ, we choose u0 = − u*0 ≠ 0 and u= u*; for t∈ ts,∞½ Þ and switch u0
and u into (5) and (21) at the time t= t*s .

So, let the closed-loop system be stable in probability.

5 An Example

Let w2 = 0.1θ and v2 = 0.1ðxc cos θ+ yc sin θÞ, η0 = 2, a1 = 0.75, a2 = 1.25, δ=2.1,
L=25 and initial conditions θð0Þ=3, xcð0Þ= − 0.289, ycð0Þ= − 0.17 in system
(4). Figure 1 illustrates responses of states in Eqs. (4.1–4.3), (5), and (21). Figure 2
gives responses of u0 and u.
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Fig. 1 Responses of θ, xc, and yc

Fig. 2 Responses of u0 and u
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6 Conclusions

In this paper, when linear velocity and angular velocity of non-holonomic mobile
robots are all related to Brownian motion, we design output feedback controllers
based on backstepping method.
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Research on Grasp Force Control
of Apple-Picking Robot Based
on Improved Impedance Control

Wei Tang, Wei Ji, Xiangli Meng, Bo Xu, Dean Zhao
and Shihong Ding

Abstract In order to solve the problem during the force control process of
apple-picking robot the control effects are affected by robot dynamic parameters,
contact environment uncertainties, and the noise interference of force sensors. This
paper presents an improved impedance control algorithm. The algorithm only con-
siders the direction of grasping apples, avoiding the complexity of multi-DOF
manipulator impedance control; meanwhile impedance parameters are adjusted by
RLS on time to improve the real-time control and the robustness to the force inter-
ference. Simulation results show the control algorithm is effective in force tracking
and the output of force is steady; it can reduce the grasp damage remarkably. The
research can provide a reference for the apple-picking robot compliant grasp.

Keywords Picking robot ⋅ Impedance control ⋅ Recursive least square ⋅
Forgetting factor

1 Introduction

The compliance of robot plays a significant role during the grasp process of
apple-picking robot under the complex and particular work environment as
improper force will lead the failure of grasping apple [1]. To achieve compliant
grasp, lots of experts and scholars put forward many effective control methods.
Force/position control and impedance control are two main compliant force control
methods. The basic idea of position/force control is to decompose the task into
corresponding two orthogonal subspaces of position and contact force in compliant
coordinate space; then computes the position and force control, respectively; finally,
the computation result is converted into joint space and combined into a unified
joint control torque to drive the end-effector to achieve the compliant behavior.

W. Tang ⋅ W. Ji (✉) ⋅ X. Meng ⋅ B. Xu ⋅ D. Zhao ⋅ S. Ding
School of Electrical and Information Engineering,
Jiangsu University, Zhenjiang 212013, China
e-mail: jwhxb@163.com

© Springer Science+Business Media Singapore 2016
Y. Jia et al. (eds.), Proceedings of 2016 Chinese Intelligent
Systems Conference, Lecture Notes in Electrical Engineering 405,
DOI 10.1007/978-981-10-2335-4_13

133



However, when the state transforms from free state to contact state, the system will
be unstable due to impact force especially the stiffness coefficient of the contact
environment is large [2]. Impedance control does not control desired force and
position directly, and it regulates the dynamic relationship between the force and
position to realize the compliant control. However, the control accuracy relies on
the choice of parameters of impedance controller, and actually the parameters are
difficult to obtain accurate value [3]. This paper presents an improved impedance
control algorithm based on the features and requirements of apple-picking robot and
the end-effector designed by our group, to adjust the impedance parameters online
real time with recursive least square (RLS). The effectiveness of the proposed
method is verified by simulation experiments. This method also provides a theo-
retical basis to achieve the compliance of apple-picking robot.

2 The Strategy of Impedance Control

When the end-effector grasps the apple, there is a dynamic relationship between
them. The characteristics of the relationship is determined by target impedance
parameters Mt,Bt,Kt, and the dynamic behavior can be set with these parameters
shown as follows:

Fe −Fr =Mt X ̈−X ̈rð Þ+Bt X ̇−X ̇r
� �

+Kt X −Xrð Þ ð1Þ

where Mt,Bt,Kt are the target inertia matrix, damping matrix, stiffness and matrix;
X,X ̇,X ̈,Xr,X ̇r,X ̈r are the actual position, velocity, acceleration and reference
position, velocity, and acceleration of end-effector, respectively. Fe and Fr are the
actual grasp force and reference force, respectively. Before grasping apple, the
contact force is 0, so the trajectory tracking control can be realized. While the
end-effector contacts the apple, the correction of reference trajectory is generated by
impedance controller automatically according to the deviations from actual force
and desired force, to adjust the grasp force between end-effector and apple, to
achieve the dynamic grasp finally.

A second-order model is formed when contact occurs, and the model contains
the impedance characteristics of end-effector and apple. The model is shown in
Fig. 1.

eK

tM

tB

tKFig. 1 Contact impedance
model between finger and
environment
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In the actual apple-picking robot control system, the value of acceleration of
end-effector is calculated by the operation of twice differentials to the position
signal [4]. Taking the situation of 1-D environment impedance into consideration,
the force tracking impedance controller can be designed as

Mtðx ̈− xr̈Þ+Btðx ̇− xṙÞ+Ktðx− xrÞ= fe − fr ð2Þ

In the frequency domain, the impedance relationship can be described as

Xf ðsÞ= EðsÞ
Mts2 +Bts+Kt

ð3Þ

The above Eq. (3) is like a second-order low-pass filter as Mt,Bt,Kt are diagonal
matrices. It filters each input E, obtaining the value of position correction, and then
the correction adds with the reference position produced by trajectory planning, so
the input of position controller shown can be described as

Xd =Xr +Xf ð4Þ

The impedance controller based on Eq. (2) is shown in Fig. 2 [5].
fe is the actual grasp force, fr is the reference force, ef is the force error, X is the

actual grasp position, Xr is the reference position, and Xe is the initial position.

3 Error Analysis of Impedance Control

Taking the signal degree of freedom into consideration, the contact model is sim-
plified as a linear spring system:

x= fe ̸ke + xe ð5Þ

The reference position usually is a constant value; therefore, xr̈ = xṙ =0, and the
equation is substituted into the impedance control Eq. (2), getting the differential
equation of force error as

Impedance 
controller

PID
Controller

End-
effector

rf

Equivalent
s ffness

fX dX X eXfe

ef
−

eqK

U

rX+

−

Force sensor

Fig. 2 Impedance control system based on position
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mde ̈+ bde ̇+ ðkd + keÞe=mdf d̈ + bdf ḋ + kdfd − kdkeðxr − xeÞ ð6Þ

where fr is constant, and the force error is

ess =
kd

kd + ke
fd + ke xe − xrð Þ½ �= keq

fd
ke

+ xe − xr

� �
ð7Þ

where keq is the equivalent stiffness of apple and target impedance controller:

keq = k − 1
d + k − 1

e

� �− 1
=

kdke
kd + ke

ð8Þ

The stable contact force is

fss = fr − ess = keq
fr
kd

+ xr − xe

� �
ð9Þ

The above equations show that grasp force is the function of equivalent stiffness
and desired position, which only knows the exact reference position and equivalent
stiffness in advance, so that the actual force can track the reference force on time to
realize the error-free force tracking. In fact, the information of environment is
difficult to obtain exactly, in order to improve the precision of grasp, applying
method of online adjustment to adjust the target stiffness through adjusting the
equivalent stiffness. In the actual control system, the stiffness is always obtained by
empirical data, as it represents a physical property of apple, and the target stiffness
has a vital influence on the effect of force control [6]. Currently, the parameters of
impedance controller are fixed; obviously, it cannot solve the problems caused by
the robot system uncertainty and the noise caused by force sensor, so it is necessary
to adjust the parameters of impedance control online to adapt the varied and
complex working environment of apple-picking robot.

4 Target Stiffness Online Adjustment

The impedance controller contains three parameters: they are stiffness, damping,
and inertia. Stiffness is the most important parameter, as the value shows the
changes of stiffness between end-effector and apple [7], so it is necessary to adjust it
to meet the system requirement. The principle of stiffness parameter adjustment is
to make the system in the critical damping or damping state, so as to ensure the
stability of the system. The recursive least square method (RLS) has become a
widely used method for online identification because of simple principle, fast
convergence, and easy to understand and program. Due to the parameters, this
system is time-varying, so the RLS with forgetting factor is introduced to identify
the impedance parameter [8, 9]. As the stiffness parameter kt cannot be measured
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directly, this paper measures the equivalent stiffness keq, and then calculates the kt
with Eq. (8); meanwhile, the RLS algorithm is used to carry out the iterative
calculation to get the stiffness parameters that can meet requirement of the force for
grasping apple. The impedance controller based on RLS is shown in Fig. 3.

The RLS algorithm is proposed to calculate the stiffness of the second contact
model for an ideal result. In general, the contact model is always simplified as a
linear spring: y= keqx, where y is the contact force measured by force sensor, and
x is the displacement which can be calculated by the angular displacement and robot
dynamic equations. After getting a set of data, the kt can be calculated with the
following equations:

kêq, t = xTt xt
� �− 1

xTt ytðt=1, 2⋯Þ ð10Þ

The iterative formula of kt based on RLS is

Pt+1 =Pt ̸ Ct + xt+1Ptxt+1ð Þ ð11Þ

K ̂eq, t+1 =Kêq, t + θt+1 yt+1 − xt+1θtð Þ ð12Þ

θt+1 = pt+1xt+1 ð13Þ

kt+1 =
keq, t+1 ⋅ ke
ke − keq, t+1

ð14Þ

where P1 = 1; Kŝ, t =0; Ct is the forgetting factor. The choice of Ct is very
important because improper value will cause the covariance matrix Pt become
inaccurate. In the time-varying system, it is considered a reasonable method to
create a function about error et̂ to calculate Ct. While following the common RLS
algorithm, the forgetting factor is set as a function of error:

Ct =1− a1 arctan a2 et̂j j− a3ð Þð Þ π̸ +1 2̸½ � ð15Þ

Impedance 
controller

PID
controller End-effectorrf

ef

XU

Force sensor

Recursive least 
square

dX

−
−

+

fX

rX

fe eX

Equivalents 
s ffness eqk

Fig. 3 The impedance controller based on RLS
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where e ̂t = yt −Kêq, txt; a1, a2, a3 are tunable parameters. Adapting the value of Ct

according to the error e ̂t, when Ct is small, the value of Kt converges quickly but is
sensitive to interference. On the contrary, the value of Kt converges slower but has a
strong anti-jamming capability, and the value of a1, a2, a3 can be selected according
to Ref. [9]. In every sampling period of the system, taking average value of force
sensor as the measured value of the contact force, when the error between measured
value and reference value is around 2 %, the Kt is considered stable and the iterative
process is finished.

5 Simulation Experiment

The parameters of end-effector designed by our group are shown as follows [10]:
the finger of end-effector is driven by small steering gear HS-225MG; the signals of
force and position are collected by data acquisition card; then the controller drives
the motor which drives the finger to realize the non-damage grasp; the motor
armature resistance is R=1.5Ω; the motor torque constant is Kt =0.9; the motor
EMF constant is Kb =0.7; the motor inertia is J =0.1 kg ⋅m2, according to the
mechanical characteristics of the DC motor; and the relationship between the
voltage and the output angle is obtained:

AUc = θL̇ +BθL̇ + ξo ð16Þ

where θL̇ is the load angle, the value of ξo is related to the steering gear load and
reduction ration, and A、B are constant related with steering gear:

A=
kt ⋅ ks
nRJ

,B=
D
J
+

ktkb
RJ

� �
, ζo =

Mcoul +
Mn

n
Jn

ð17Þ

The transfer function of input voltage and output angle based on motor
parameter is shown as

gðsÞ= 6
s2 + 8s

ð18Þ

The parameters of impedance controller are set as follows according to
Ref. [5, 11] md =50N m̸, bd =200N m̸, ke =15000N m̸, kd =4000N m̸,
keq =10909.09N m̸ xr =0.006m xe =0.004m. The parameters of forgetting factor
in RLS algorithm are set as follows in Ref. [8]: a1 = 0.4, a2 = 0.5, a3 = 1, the sim-
ulation model of impedance control block diagram is shown in Fig. 4.
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6 Step Force Tracking Experiment

According to experimental data, the grasp force is designed as 8.1 N, and the
simulation time is set as 5 s [12]. The results are shown in Figs. 5 and 6.

The simulation results are shown in the same condition: the improved impedance
controller has a shorter adjustment time, smaller force error, and better force track
performance than original impedance controller.

Fig. 4 The simulation of impedance control

Fig. 5 Step force tracking
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7 Sine Force Tracking Experiment

The input force is disturbed by the environment during the process of picking apple,
so the sinusoidal force tracking experiment is carried out. The sinusoidal force is
2.5 N, and frequency is 0.5 Hz. The simulation results are shown in Figs. 7 and 8.

Fig. 6 Motor voltage under step force tracking

Fig. 7 Sine force tracking
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The results show that the improved impedance control has a smaller overshoot,
short state time, and better track performance to dynamic force than impedance
control.

8 Conclusion

In order to avoid damaging apple, the grasp force is controlled strictly during the
process of grasping apple. This paper aimed at the problem of the impedance
control: due to the existence of the uncertainties of environment and random dis-
turbance, and the parameters of impedance control are fixed, so it cannot meet the
grasp requirement. This paper presents a novel impedance control based on the RLS
to overcome the shortcoming of traditional method, and the simulation result shows
that this method is effective and feasible. This method can provide a reference to
compliant control of end-effector.

Acknowledgments This work was supported in part by the National Natural Science Foundation
of China (NSFC) Grant 31571571, the Natural Science Foundation of Jiangsu Province Grant
BK20150530, the Professional Research Foundation for Advanced Talents of Jiangsu University
Grant 14JDG077, the Research Fund for the Doctoral Program of Higher Education of China
under Grant 20133227110024, and a Project Funded by the Priority Academic Program Devel-
opment of JiangSu Higher Education Institutions (PAPD).
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Adaptive Neural Network Control for a Class
of Nonlinear Systems

Chao Yang, Yingmin Jia and Changqing Chen

Abstract An adaptive neural network control scheme is developed for perturbed

nonlinear systems with unknown functions. To avoid the curse of dimensionality,

dynamic surface-control (DSC) technique is introduced in the progress of controller

design. Moreover, the problem of singularity is solved in estimation of the unknown

functions by designing a novel strategy of estimation. It is shown that the DSC-based

controller can ensure semi-global uniform ultimate bounded of the closed-loop sys-

tem, and the tracking error can be arbitrarily small with appropriate design para-

meters. A simulation example is used to demonstrate the validness of the proposed

algorithm.

Keywords Adaptive neural control ⋅Nonlinear systems ⋅Dynamic surface-control

1 Introduction

As an effective method in the field of nonlinear system control, backstepping tech-

nique has been widely concerned in recent years. For a class of strict feedback
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systems, [1–4] apply backstepping technique to the design of adaptive law. Based

on the integral-type Lyapunov function, [5] proposes an adaptive neural network

control strategy, but the integral calculation is complicated and constrains the appli-

cation of the method in practice. In [1], the control of the strict feedback system

with unknown virtual control gains is solved by the backstepping method. In [6],

by combing backstepping technique with neural network, a robust control method

is used for the induction motor. For nonlinear systems with unknown virtual con-

trol function but bounded derivative, [7] uses the backstepping method to design a

simple structure, which relaxes the requirement of calculation of integral function.

However, with the increase of the order of the plant, the computational complexity

of the conventional backstepping method has increased dramatically. For a class of

SISO nonlinear systems, the dynamic surface-control method is first introduced in

[8], which introduces a first order filter in each step of the backstepping design to

overcome the defect of traditional method. In [9], the adaptive neural network and

DSC are combined to broaden application of the method.

On the basis of above results, this paper focuses on a class uncertain nonlinear

systems with external disturbances. By presenting a DSC-based adaptive neural net-

work algorithm, the conventional high computational complexity problem in back-

stepping technique is solved. The designed controller is simple in structure and easy

to be realized in engineering.

The paper is presented as follows. Section 2 describes the nonlinear systems to be

considered and some necessary assumptions are shown. The DSC-based adaptive

controller is designed in Sect. 3. Section 4 gives the theoretical analysis of system

stability. A simulation example is given to illustrate the effectiveness of the proposed

algorithm in Sect. 5.The final Sect. 6 concludes our work.

2 Problem Formulation and Preliminaries

Consider the following nonlinear system:

⎧
⎪
⎨
⎪
⎩

ẋi = fi(x̄i) + gixi+1 + 𝛥i(t), 1 ≤ i ≤ n − 1,
ẋn = fn(x) + gnu + 𝛥n(t),
y = x1

(1)

where x = [x1, x2,… , xn]T ∈ Rn
, u ∈ R, and y ∈ R are state variable, system input,

and system output, respectively, x̄i = [x1, x2,… , xi]T ∈ Ri
; fi(.) ∶ Ri → R, i = 1, 2,

… , n are unknown smooth nonlinear functions, gi are unknown constants and 𝛥i(.),
i = 1, 2,… , n, are the external disturbances and satisfy |𝛥i(t)| ≤ Di, with Di being a

constant.

The object is to design the adaptive neural network controller for the nonlinear

system (1), on the basis of backstepping method and the DSC technique, guarantee

all the closed-loop signals are semi-globally uniformly bounded, and the tracking
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error can be arbitrarily small. To design the controller, following assumptions are

made:

Assumption 1 The reference signal yd(t) is smooth bounded and has a two-order

continuous bounded derivative ÿd.

Assumption 2 The control gains gi, 1 ≤ i ≤ n are unknown constants, but the sign

of gi is known, and there exist positive constants ḡi ≥ g
i
> 0, such that

ḡi ≥ gi ≥ g
i

(2)

Without loss of generality, suppose that gi > 0.

The RBF neural network (RBFNN) can be used to approximate any continuous

nonlinear function. An n-input-single-output RBFNNs with N neutrons in the middle

layer are constructed as follows:

y = 𝜃
T
𝜉(Z) (3)

where Z ∈ Rn
is the input vector, y is the output of the networks, 𝜃 ∈ RN

is the

adjustable weight vector, 𝜉(Z) = [𝜉1(Z), 𝜉2(Z),… , 𝜉l(Z)]T is nonlinear function vec-

tor with 𝜉i(Z) being Gaussian function, that is

𝜉i(Z) = exp

[

−
(Z − ui)T (Z − ui)

b2i

]

, i = 1, 2,… , l (4)

where ui = [ui1, ui2,… , uiq]T is the center and bi is the width of the i − th Gaussian

function. Thus, any continuous nonlinear functionf (x) can be appropriated as

f (Z) = 𝜃
∗T
𝜉(Z) + 𝛿

∗
,Z ∈ Ω (5)

where 𝜃
∗

is the ideal weight vector and defined as

𝜃
∗ ∶= argmin

𝜃∈R̄l

{

sup
Z∈Ω

|f (Z) − 𝜃
T
𝜉(Z)|

}

and the approximation error 𝛿
∗

satisfies |𝛿∗| ≤ 𝛿M .

3 Adaptive Dynamic Surface-Control Design

In this section, an DSC-based adaptive NN control method will be proposed. As

always in the backstepping approach, the whole method contains n steps.

Step 1: Define e1 = x1 − yd, the time derivative of e1 is given by
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ė1 = f1(x1) + g1x2 + 𝛥1 − ẏd (6)

define

𝜙1 =
1
g1

(f1(x1) − ẏd) = 𝜃
∗T
1 𝜉1(Z1) + 𝛿

∗
1 (7)

where Z1 = [x1, ẏd]T
The visual control law is designed as

𝛼2 = −(c1 +
1
𝛾
2
1

)e1 − �̂�
T
1 𝜉1(Z1) (8)

where c1, 𝛾1 are positive design parameters, �̂�1 is the estimation of 𝜃
∗
1 , the adaptive

law is

̇̂
𝜃1 = 𝛤1(𝜉1(Z1)e1 − 𝜎1�̂�1) (9)

where 𝛤1 = 𝛤
T
1 is a positive definite matrix, 𝜎1 is positive parameter to be designed.

To avoid the exploration of computation, the DSC method is considered. Let 𝛼2
pass through the first-order filter 𝛽2 with time constant 𝜏2. Then one has

𝜏2�̇�2 + 𝛽2 = 𝛼2, 𝛽2(0) = 𝛼2(0) (10)

Define e2 = x2 − 𝛽2, 𝜂2 = 𝛽2 − 𝛼2 = 𝛽2 + (c1 +
1
𝛾
2
1
)e1 + �̂�

T
1 𝜉1(Z1), then

ė1 = g1(e2 − (c1 +
1
𝛾
2
1

)e1 − �̂�
T
1 𝜉1(Z1) + 𝛿

∗
1 + 𝜂2) + 𝛥1 (11)

The derivation of filtering error 𝜂 can be calculated as

𝜂2 = 𝛽2 − �̇�2 = −
𝜂2
𝜏2

−
𝜕𝛼2
𝜕e1

ė1 −
𝜕𝛼2
𝜕x1

ẋ1 −
𝜕𝛼2
𝜕yd

ẏd −
𝜕𝛼2
𝜕yd

ÿd −
𝜕𝛼2

𝜕�̂�1

̇̂
𝜃1

= −
𝜂2
𝜏2

+ B2(e1, e2, 𝜂2, �̂�1, yd, ẏd, ÿd) (12)

where, B2(⋅) is a continuous bounded function. (Details can be seen in [8]).

Step i (2 ≤ i ≤ n − 1): For ẋi = fi(x̄i) + gi(x̄i)xi+1 + 𝛥i(t), define

𝜙i(Zi) =
1
gi
(fi(x̄i) − �̇�i) = 𝜃

∗T
i 𝜉i(Zi) + 𝛿

∗
i (13)

where Zi = [x̄i, �̇�i]T
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The visual control law is designed as

𝛼i = −(ci +
1
𝛾
2
i

)ei − �̂�
T
i 𝜉i(Zi) (14)

where ci, 𝛾i are positive design parameters, ei will be given below, �̂�i is the estimation

of 𝜃
∗
i , and the adaptive law is

̇̂
𝜃i = 𝛤i[𝜉i(Zi)ei − 𝜎i�̂�i] (15)

where 𝛤i = 𝛤
T
i is a positive definite matrix, 𝜎i is positive parameter to be designed.

To avoid the exploration of computation, the DSC method is considered. Let 𝛼i
pass through the first-order filter 𝛽i with time constant 𝜏i. That is,

𝜏i�̇�i + 𝛽i = 𝛼i, 𝛽i(0) = 𝛼i(0) (16)

Define ei = xi − 𝛽i, 𝜂i = 𝛽i − 𝛼i = 𝛽i + (ci +
1
𝛾
2
i
)e1 + �̂�

T
i 𝜉i(Zi), then

ėi = gi(ei − (ci +
1
𝛾
2
i

)ei − �̂�
T
i 𝜉i(Zi) + 𝛿

∗
i + 𝜂i) + 𝛥i (17)

The derivation of filtering error 𝜂i is

�̇�i = �̇�i − �̇�i = −
𝜂i

𝜏i
−

𝜕𝛼i

𝜕ei
ėi −

𝜕𝛼i

𝜕xi
ẋi −

𝜕𝛼i

𝜕yd
ẏd −

𝜕𝛼i

𝜕yd
ÿd −

𝜕𝛼i

𝜕�̂�i

̇̂
𝜃i

= −
𝜂i

𝜏i
+ B2(e1,… , ei, 𝜂2, �̂�i, yd, ẏd, ÿd) (18)

where, Bi(⋅) is also a continuous bounded function.

Step n: Define

𝜙n(Zn) =
1
gn

(fn(x̄n) − �̇�n) = 𝜃
∗T
n 𝜉n(Zn) + 𝛿

∗
n (19)

where Zn = [x̄n, �̇�n]T
The system control input u is designed as:

u = −(cn +
1
𝛾2n

)en − �̂�
T
n 𝜉n(Zn) (20)
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where cn, 𝛾n are positive design parameters, en = xn − 𝛽n, �̂�n is the estimation of 𝜃
∗
n ,

and the adaptive law is

̇̂
𝜃n = 𝛤i[𝜉n(Zn)en − 𝜎n�̂�n] (21)

where 𝛤n = 𝛤
T
n is a positive definite matrix, 𝜎n is positive design parameter.

4 Stability Analysis

Next, the dynamic performance of the system will be discussed. The main result is

shown in the following theorem.

Theorem Consider nonlinear system (1) with Assumptions 1, 2. Under the control
law (21), the virtual control (8), (14) and the adaptive law (9), (15), the closed-loop
system is semi-globally uniform ultimate bounded, and the tracking error can be
arbitrarily small with appropriate designed parameters.

Proof The Lyapunov function candidate is chosen as

V = 1
2
(

n∑

i=1

e2i
gi

+
n∑

i=1
𝜃
T
i 𝛤

−1
i 𝜃i +

n∑

i=2
𝜂
2
i ) (22)

The time derivative of V is given by

V̇ =
n∑

i=1
(−(ci +

1
𝛾
2
i

)e2i + ei𝛿∗i ) +
n−1∑

i=1
(eiei+1 + ei𝜂i + |𝜂i+1Bi+1|

−
𝜂
2
i+1

𝜏i+1
) −

n∑

i=1
(𝜃Ti (𝜉i(Zi)ei + 𝛤

−1
i

̇̃
𝜃i) +

ei𝛥i

gi
) (23)

Note that,

|ei𝛥i| ≤
1
𝛾
2
i

+
𝛾
2
i 𝛥

2
i

4
≤

1
𝛾
2
i

+
𝛾
2
i D

2
i

4
(24)

eiei+1 ≤ e2i +
e2i+1
4

(25)

ei𝜂i+1 ≤ e2i +
𝜂
2
i+1

4
(26)

ei𝛿∗i ≤ e2i +
𝛿
∗2
i

4
(27)
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Design parameters as follows c11 = 3 + 𝛼0 − c∗10, ci1 = 3.25 + 𝛼0 − c∗i0, cn1 = 1.75
+ 𝛼0 − c∗n0, where 𝛼0 is a positive constant. Then the Eq. (25) can be rewritten as

V̇ ≤

n∑

i=1
(−𝛼0e2i −

𝜎i

2𝜆max(𝛤 −1
i )

̇̃
𝜃
T
i 𝛤

−1
i 𝜃i) +

𝜂
∗2
i

4
+

𝜎i

2
𝜃
∗2
i

+
n−1∑

i=1
(
𝜂
2
i+1

4
−

𝜂
2
i+1

𝜏i+1
+ |𝜂i+1Bi+1|) +

n∑

i=1

𝛾
2
i D

2
i

4g2i
(28)

Let
1

𝜏i+1
= 0.25 + 0.5M2

i+1, eM = 0.25𝛿2m + 0.5𝜎i𝜃2M , where |𝛿∗i | ≤ 𝛿m, |𝜃
∗
i | ≤ 𝜃M , |

Bi+1| < Mi+1, then one has

V̇ ≤

n∑

i=1
(−𝛼0e2i −

𝜎i

2𝜆max(𝛤 −1
i )

̇̃
𝜃
T
i 𝛤

−1
i 𝜃i) + neM + 0.5n −

n−1∑

i=1
𝛼0gi𝜂

2
i+1

+
n∑

i=1

𝛾
2
i D

2
i

4g2
i

(29)

Design 𝛼0 ≥ 0.5r∕g
i
, 𝜎i ≤ r𝜆max(𝛤 −1

i ) and Q = neM + 0.5n +
∑n

i=1
𝛾
2
i D

2
i

4g2
i

with r

being a positive constant. Then it comes to

V̇ ≤ −1
2
(

n∑

i=1

re2i
gi(x̄i)

+
n∑

i=1
r𝜃Ti 𝛤

−1
i 𝜃i +

n∑

i=2
r𝜂2i ) + Q ≤ −rV + Q (30)

which means

V ≤
Q
r
+ (V(0) − Q

r
)e−rt (31)

At this point, the theorem is proved.

5 Simulation Example

To illustrate the effectiveness of the proposed approach, an example is considered in

this section. Consider the following nonlinear system:

⎧
⎪
⎨
⎪
⎩

ẋ1 = f1(x1) + g1x2 + d1
ẋ2 = f2(x̄2) + x3 + d2
ẋ3 = f3(x̄3) + g2u + d3
y = x1

(32)
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where the actual value of the unknown functions are f1 = −0.05cos(x1) + 0.1, f2 =
0.05cos(x1) − x2, f3 = 0.1x2 − 0.03x3, g1 = 1, g2 = 1, and the disturbances

d1 = 0.01sin(2t), d2 = 0.1cos(2t), d3 = 0.04sin(t)cos(2t)
In the proposed method, the ideal tracking trace is yd = 5sin(t). Parameters are

designed as follows. 𝜎i = 0.05, 𝛿M = 0.05, r = 0.1, c11 = 1.5, c21 = 2.0, c31 = 1.0,
𝛾i = 0.1, 𝛤i = diag20, 𝜏i = 0.03, g

i
= 1, and the initial conditions as x0 = [0.5, 0, 0]

and 𝜃i(0) = 0.The first NN contains 7 nodes with centers evenly located in [−3, 3]

and the widths are 2. The second NN contains 9 nodes with centers evenly spaced in

[−9, 9] and the widths are 4. The third neural network contains 5 nodes with centers

evenly located in [−5, 5] and the widths are 2.

The simulation results are given in figures below. From these figures, it is clearly

shown that under the proposed control law, all the closed-loop signals are semi-

globally bounded (Fig. 1a, b).
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6 Conclusions

Based on DSC method, an adaptive neural network control algorithm is designed for

a class of uncertain nonlinear systems with external disturbances. In this scheme, the

problem of singularity is solved in estimation of the unknown functions by designing

a novel strategy of estimation. The designed controller is simple in structure and easy

to be realized in engineering. The proposed method also avoids the curse of dimen-

sionality in traditional backstepping method. Simulation examples demonstrate the

effectiveness of the proposed algorithm.
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Robust Coupling-Observer-Based Linear
Quadratic Regulator for Air-Breathing
Hypersonic Vehicles with Flexible Dynamics
and Parameter Uncertainties

Na Wang, Lin Zhao, Chong Lin and Yumei Ma

Abstract This paper studies the anti-disturbance control problem for air-breathing

hypersonic vehicles (AHVs) with flexible dynamics and parameter uncertainties. A

novel anti-disturbance control method is presented, which includes a robust coupling

observer (RCO) and a linear quadratic regulator (LQR). The compensator is designed

to reject the disturbance generated by rigid-flexible couplings (RFCs). The LQR

is presented to track desired trajectories. Finally, simulation results show that the

control performance can be improved by using the RCO-based LQR compared with

the traditional linear quadratic regulator.

Keywords Robust coupling observer ⋅ Flexible air-breathing hypersonic vehicle ⋅
Uncertainties ⋅ Linear quadratic regulator

1 Introduction

Air-breathing hypersonic vehicles (AHVs) present a cost-efficient way to make

access to space routine. It is very important and difficult to design a flight control law

for AHVs, especially for flexible AHVs (FAHVs) with uncertainties. Many control

methods have been proposed for AHVs [1–23] in the past years. An FAHV model

has been given in [1]. Then several effective controllers are presented for this non-

linear model [21–23]. But the nonlinear control methods presented in [22, 23] are

proposed base on FAHV models without RFCs. It has been shown that RFCs may

degrade the flight control performance of FAHVs (see [1, 23]). Therefore the RFCs

are investigated and transformed into some forces and moment terms in [23]. Large

amount of calculations may be caused by online adaptive laws. Thus, an RCO-based

compensator is designed to reject the flexible effects to deal with the problem in
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[23]. Then a novel nonlinear composite hierarchical control method is constructed

to achieve tracking objectives and compensate the disturbances produced by RFCs.

Recently, the disturbance-observer-based control strategy has attracted consider-

able attention. In most cases, principle of disturbance observer design in the time

domain is similar to one of the state observers presented in [24], which can be con-

cluded as follows: with suitable selection of disturbance observer gain, the dynam-

ics of disturbance observer must be faster than the ones of the actual system, so

that the estimate of disturbance can approach the actual disturbance as quickly as

possible. In [25], it has been shown that this kind of composite hierarchical anti-

disturbance control scheme can be applied to solve many control problems with mul-

tiple disturbances. Moreover, it has been applied effectively in many practical sys-

tems (see e.g. [7, 20, 26–30]). For example, a disturbance-observer-based dynamic

inversion controller was presented for missile systems in [30], and several effective

controllers based on disturbance observer have been proposed for the AHV model in

[7, 29, 30]. But the work for the nonlinear FAHV model with RFCs using com-

posite control strategy is still insufficient. For example, a coupling observer based

nonlinear controller was presented for FAHV in [31], but the parameter uncertain-

ties were not considered in that paper. So an RCO-based sliding mode controller was

proposed for FAHVs in [32]. However, there are still many control methods which

can be combined with the RCO. And different problem need be solved for different

control method. So a novel anti-disturbance controller is proposed, which includes

an RCO-based compensator and a linear quadratic regulator.

The rest paper is organized as follows. In Sect. 2, the FAHV model is introduced

and the control objective is defined. In Sect. 3, a novel composite hierarchical control

strategy is proposed. Simulation results are shown in Sect. 4, and conclusions are

offered in Sect. 5.

2 Problem Formulation

In [1], a nonlinear FAHV model for the longitudinal dynamics, as developed by

Bolender and Doman, is described as

ḣ = V sin 𝛾 (1)

V̇ = T cos 𝛼 − D
m

− g sin 𝛾 (2)

�̇� = −T sin 𝛼 + L
mV

+ Q +
g
V
cos 𝛾 (3)

�̇� = T sin 𝛼 + L
mV

−
g
V
cos 𝛾 (4)
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Table 1 Nomenclature

h Altitude L Lift

𝛾 Flight path angle Ni Generalized elastic force

V Velocity D Drag

𝜃 Pitch angle, 𝜃 = 𝛼 − 𝛾 M Pitching moment

𝛼 Angle of attack T Thrust

Q Pitch rate, Q = �̇� m Vehicle mass

𝜂i Generalized elastic coordinate Iyy Moment of inertia

𝜁i Damping ratio for 𝜂i 𝛷 Fuel equivalence ratio

�̃�i Inertial coupling parameter g Acceleration due to gravity

𝜔i Natural frequency for 𝜂i 𝛿e Elevator deflection

S Reference area c̄ Mean aerodynamic chord

zT Thrust moment arm q Dynamic pressure,

q = (𝜌V2)∕2
𝜌 Air density, 𝜌 = 𝜌0 exp(−(h − h0)∕hs) h−1s Air density decay rate

𝜌0 Air density at trimmed cruise condition h0 Altitude at trimmed cruise

condition

IyyQ̇ = M + �̃�1�̈�1 + �̃�2�̈�2 (5)

�̈�i = −2𝜁i𝜔i�̇�i − 𝜔
2
i 𝜂i + Ni + �̃�iQ̇, i = 1, 2 (6)

where xr = [h V 𝛼 𝛾 Q]T is rigid-body state, u = [𝛿e 𝛷]T is control input and flexible

mode 𝜂i, and the output is y = [V 𝛾]T . The nomenclature is given in Table 1. Coeffi-

cients of forces and moment are subject to uncertainties in this paper. So L = L0 +
𝛥L, D = D0 + 𝛥D, T = T0 + 𝛥T , Ni = N0

i + 𝛥Ni, M = M0 + 𝛥M. Where the

approximations of the forces and moment see [21].

3 RCO-Based LQR Design

3.1 Control System Model

The control system model with multiple disturbances is developed from model

(1)–(6), which is given by

V̇ = f1(xr, 𝛷) + d1 (7)

�̇� = f2(xr, 𝛷) + d2 (8)

�̇� = f3(xr, 𝛷) + d3 (9)
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Q̇ = f4(xr, 𝛷) + g4(xr, 𝛷)𝛿e + d4 (10)

ẋf = Ff (xr, 𝛷) + Af xf + Bf (xr)𝛿e + Ef df (11)

where flexible state xf = [𝜂1 𝜂2 �̇�1 �̇�2]T , d1, d2, d3 and df are disturbances generated

by the uncertain parameters, and d4 = du + dc, du is composite disturbance generated

by uncertain parameters, while dc is generated by the RCOs and dc = Cf xf . The con-

crete expressions of f1(xr, 𝛷), f2(xr, 𝛷), f3(xr, 𝛷), f4(xr, 𝛷), g4(xr, 𝛷), d1, d2, d3, du,

Af , Bf (xr), Cf , Ef , Ff (xr, 𝛷) and df are given in [32].

3.2 RCO Design

From (10) and (11), an RCO can be designed as follows

⎧
⎪
⎨
⎪
⎩

d̂c = Cf x̂f
x̂f = vf + LfQ
v̇f = (Af − LfCf )(vf + LfQ) + Bf (xr)𝛿e

+Ff (xr, 𝛷) − Lf ( f4(xr, 𝛷) + g4(xr, 𝛷)𝛿e)

(12)

where d̂c is estimate of dc, x̂f is estimate of xf , vf is the internal state, and we need

design the observer gain Lf ∈
4×1

.

Define ef = xf − x̂f and ec = dc − d̂c, then ec = Cf ef . Using the RCO (12), the

differential equation for ef is described as

{
ėf = Āf ef + Ēf d̄f
zf = Cf ef

(13)

where Āf = Af − LfCf , Ēf = [−𝛽f Lf Ef ], d̄f = [d̄u df ]T , d̄u = 𝛽
−1
f du, tuning para-

meter 𝛽f can ensure that d̄u, df1 and df2 have the same order of magnitude to obtain

favorable observer gain Lf , and zf is the reference output, so zf = ec.

Theorem 1 Consider system (13), if there exist matrices Xf ∈
4×4 and Rf ∈

4×1

such that
⎡
⎢
⎢
⎢
⎣

sym(Xf Af − RfCf ) −Rf Xf Ef CT
f

⋆ −𝛾f 0 0
⋆ ⋆ −𝛾f I 0
⋆ ⋆ ⋆ −𝛾f

⎤
⎥
⎥
⎥
⎦

< 0 (14)

then by selecting Lf = X−1
f Rf , the system (13) is asymptotically stable when the dis-

turbance d̄f is ignored and ||zf ||2 ≤ 𝛾f ||d̄f ||2 is satisfied, where matrix Xf is positive,
and 𝛾f represents the level of disturbance attenuation and 𝛾f > 0.
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Proof Consider the Lyapunov function Wf = eTf Pf ef , where matrix Pf ∈
4×4

is

positive. To prove the stability and robustness of system (13), we choose

Jf (t) =
∫

t

0
[zTf (𝜏)zf (𝜏) − 𝛾

2
f d̄f (𝜏)

T d̄f (𝜏) + Ẇf (𝜏)]dt.

Defining Hf = zTf zf − 𝛾
2
f d̄

T
f d̄f + Ẇf , then it is shown that

Hf =
⎡
⎢
⎢
⎣

ef
d̄u
df

⎤
⎥
⎥
⎦

T
⎡
⎢
⎢
⎣

Pf Āf + ĀT
f Pf + CT

f Cf −Pf 𝛽f Lf Pf Ef
⋆ −𝛾2f 0
⋆ 0 −𝛾2f I

⎤
⎥
⎥
⎦

⎡
⎢
⎢
⎣

ef
d̄u
df

⎤
⎥
⎥
⎦

Substituting Rf = Xf Lf into (14), and pre- and post-multiplying (14) by diag{𝛾
1
2
f I,

𝛾

1
2
f , 𝛾

1
2
f I, 𝛾

− 1
2

f }, and using the Schur Complement Property, we can obtain

⎡
⎢
⎢
⎣

sym(Pf Af − Pf Lf Cf ) + CT
f Cf −Pf 𝛽f Lf Pf Ef

⋆ −𝛾2f 0
⋆ ⋆ −𝛾2f I

⎤
⎥
⎥
⎦

< 0 (15)

If the matrix inequality (15) holds, it can be seen that Hf < 0. Finally, Jf (t) < 0 and

||zf ||2 ≤ 𝛾f ||d̄f ||2 hold under the zero initial condition. If LMI (15) holds, we can

obtain Pf Āf + ĀT
f Pf < 0. End

3.3 RCO-Based LQR Design

At first, an actuator model is described as

�̈� = −2𝜁𝜔�̇� − 𝜔
2
𝛷 + 𝜔

2
𝛷c (16)

Then a model can be developed from (7)–(10). Selecting ū = [𝛿e 𝛷c]T as the new

input. According to (7)–(10) and (16), we can obtain

[
V (3)

𝛾
(3)

]

=
[
fV (xr, 𝛷)
f
𝛾
(xr, 𝛷)

]

+
[
gV1(xr, 𝛷) gV2(xr, 𝛷)
g
𝛾1(xr, 𝛷) g

𝛾2(xr, 𝛷)

]

ū

+
[
gV3(xr, 𝛷)
g
𝛾3(xr, 𝛷)

]

dc +
[
dV
d
𝛾

] (17)
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where control input ū and disturbance dc appear explicitly, nonlinear functions

fV (xr, 𝛷), f
𝛾
(xr, 𝛷), gVj(xr, 𝛷) and g

𝛾j(xr, 𝛷), j = 1, 2, 3 are sufficiently smooth with

respect to xr and 𝛷, disturbances dV and d
𝛾

are functions of disturbances du, d1, d3
and their derivatives. Nonlinear functions fV (xr, 𝛷), f

𝛾
(xr, 𝛷), gVj(xr, 𝛷), g

𝛾j(xr, 𝛷),
j = 1, 2, 3 and disturbances dV , d

𝛾
see [32].

When the estimation value of dc is developed, the RCO-based LQR (RCOBLQR)

can be obtained

ū = −G−1(xr, 𝛷)(u1 + u2 + u3) (18)

where

G(xr, 𝛷) =
[
gV1(xr, 𝛷) gV2(xr, 𝛷)
g
𝛾1(xr, 𝛷) g

𝛾2(xr, 𝛷)

]

, u1 =
[
fV (xr, 𝛷)
f
𝛾
(xr, 𝛷)

]

,

u2 =
[
−V (3)

d + KVēV (t)
−𝛾 (3)d + K

𝛾
ē
𝛾
(t)

]

, u3 =
[
gV3(xr, 𝛷)d̂c
g
𝛾3(xr, 𝛷)d̂c

]

.

in which d̂c is the disturbance estimation value obtained by the RCO (12), the velocity

tracking error is eV (t) = V − Vd, the flight-path angle tracking error is e
𝛾
(t) = 𝛾 − 𝛾d,

ēV (t) = [∫ t
0 eV (𝜏)d𝜏 eV (t) ėV (t) ëV (t)]T , ē

𝛾
(t) = [∫ t

0 e𝛾 (𝜏)d𝜏 e
𝛾
(t) ė

𝛾
(t) ë

𝛾
(t)]T ,

the control gains KV ∈
1×4

and K
𝛾
∈

1×4
are to be obtained by solving following

two Riccati equations

P1A0 + AT
0P1 − P1B0R−1

V BT
0P1 + QV = 0 (19)

P2A0 + AT
0P2 − P2B0R−1

𝛾
BT
0P2 + Q

𝛾
= 0 (20)

where

A0 =
⎡
⎢
⎢
⎢
⎣

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

⎤
⎥
⎥
⎥
⎦

, B0 =
⎡
⎢
⎢
⎢
⎣

0
0
0
1

⎤
⎥
⎥
⎥
⎦

,

and P1 ∈
4×4

, P2 ∈
4×4

and P3 ∈
4×4

are positive definite matrices, the weights

QV ∈
4×4

, Q
𝛾
∈

4×4
, RV ∈ and R

𝛾
∈, satisfying

QV ≥ 0, Q
𝛾
≥ 0

0 < Rf , 0 < RV ≤ 𝛽
−2
V , 0 < R

𝛾
≤ 𝛽

−2
𝛾

then by selecting KV = −R−1
V BT

0P2 and K
𝛾
= −R−1

𝛾
BT
0P3, the velocity tracking error

eV (t) and the flight-path angle tracking error e
𝛾
(t) can converge to zero for FAHV
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without uncertainties in [31]. When the estimation value d̂c = 0, that is, there is

no RCO, the RCO-based LQR (18) reduces to the dynamic-inversion-based LQR

(DIBLQR).

4 Simulations

In this section, the uncertainties 𝛥C(⋅)
L , 𝛥C(⋅)

D , 𝛥C(⋅)
M , 𝛥C(⋅)

T , 𝛥C(⋅)
T𝛷 and 𝛥C(⋅)

Ni
are all

chosen as the random signal that remains within [−15%, 15%].
In the simulation, maneuver task is acceleration at constant dynamic pressure

(Vd(t) = 2500V0
d (t), 𝛾d(t) = arcsin(2hsV̇d(t)∕V2

d (t))) at time t = 200 s (details

see [22]). We set weights QV = diag{1, 10, 1, 1}, Q
𝛾
= I4×4, RV = 1, R

𝛾
= 0.1,

and parameters 𝛽V = 1, 𝛽
𝛾
= 1. Then we have KV = −[3.4849 5.5722 4.5983 1],

K
𝛾
= −[5.4399 9.7962 8.4827 3.1623] by solving the two Riccati equations (19)
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Fig. 1 a Velocity tracking error eV (t), b Flight-path angle tracking error e
𝛾
(t)



160 N. Wang et al.

0 50 100 150 200 250 300 350 400 450 500
0

0.5

1

1.5

2

2.5

η 1  [
ft 

⋅ s
lu

g1/
2 ]

 DIBLQR
 RCOBLQR

0 2 4 6 8 10
0

0.5

1

1.5

2

2.5

200 202 204 206 208 210

0.8

1

1.2

1.4

1.6

0 50 100 150 200 250 300 350 400 450 500
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

 Time [s]

η 2  [
ft 

⋅ s
lu

g1/
2 ]

 DIBLQR
 RCOBLQR

0 2 4 6 8 10
0

2

4

6

200 202 204 206 208 210
1

1.5

2

2.5

3

(a)

(b)

Fig. 2 a Flexible mode 𝜂1(t), b Flexible mode 𝜂2(t)

and (20). And we obtain Lf = [2.1616 − 4.7157 − 0.6872 − 8.4052]T according

to Theorem 1. In addition, the gains of DIBLQR are chosen as K̄V = KV and K̄
𝛾
= K

𝛾
.

The simulation results of eV (t), e
𝛾
(t), 𝜂1(t) and 𝜂2(t) using RCOBLQR and

DIBLQR are shown in Figs. 1 and 2. It can be observed from Fig. 1 that the tracking

errors of RCOBLQR and DIBLQR are similar because of K̄V = KV and K̄
𝛾
= K

𝛾
.

However, the high-frequency oscillations of flexible modes can be alleviated using

RCOBLQR, as shown in Fig. 2. So performance degradation or large oscillations of

𝜂1(t) and 𝜂2(t) may be caused under DIBLQR, while the RCOBLQR can alleviate

these oscillations.

5 Conclusions

In this paper, the flexible effects produced by RCOs are considered as unknown

interferences. A novel nonlinear controller which includes an RCO-based feedfor-

ward compensator and a dynamic-inversion-based LQR is presented, where the com-
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pensator is constructed to reject the flexible effects on pitch rate and the LQR is

designed to guarantee velocity and flight-path angle track the desired signals. Sim-

ulation results show that performance degradation or large oscillations of flexible

modes may be caused using the traditional dynamic-inversion-based LQR without

considering the RFCs, while the RCO-based LQR can alleviate these oscillations.
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An Intelligent Surveillance System
for Crowed Abnormal Detection

Xin Tan, Chao Zhang, Chubin Zhuang and Hongpeng Yin

Abstract In this paper, an intelligent surveillance system for emergency detection
is designed for campus. The framework of the system includes following steps.
First, the foreground extraction is used with background difference and three-
frame-difference methods to get the moving objects. Second, based on canny
operator, an edge detection is employed to eliminate the effect of brightness. Third,
to enhance the accuracy of the results at non-vertical visual angle, the image is
divided into limited layers to detect separately after edge detection, based on pixel
features. In this way, the crowd density information can be obtained. Experimental
results show the effectiveness of the designed system.

Keywords Intelligent surveillance ⋅ Foreground extraction ⋅ Canny operator ⋅
Pixel features ⋅ Detect separately

1 Introduction

Nowadays, the security issues in campus is hot, since stampede happened some-
times. On 26th September, 2014, a stampede occurred in a primary school of
Kunming, Yunnan province. Six students died and twenty-six students injured. It is
a great potential danger threatening the safety of students. So it is urgent to protect
the students against stampede dangers.

There are some limitations in traditional manual monitoring, including heavy
labor cost and high false alarm rate. In order to improve the efficiency and reduce
the probability of public safety accident in campus, intelligent security system is
necessary.

Computer vision technology is widely used in the field of surveillance in public
places. Fruin et al. [1] proposed that the dangerous threshold of population density
is about 1 p m̸2, when the population density in the monitored area becomes higher
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than this value, this area may be at risk status. This theorem explains the rela-
tionship between population density and the probability of abnormal events. Terada
et al. [2] use stereo vision to calculate people density, improving the detection
accuracy. But due to the use of multiple cameras, the expense also increases. Davies
[3] and Chow [4], etc. use the image pixel features to calculate people density, but
for monitor with inclination angle, the results of detection is not good. On this basis,
this paper presents a method with low-cost and high-detection accuracy, which can
effectively improve the performance of the actual monitoring system.

In this paper, first, the process of video image processing is described, com-
bining three-frame-difference method with background subtraction method, the
pixels of people in the videos can be well extracted. Based on the pixel feature, the
population density can be easily calculated. Second, a method was proposed for
monitor with inclination angle. Calculating the image of video layer-by-layer, a
more accurate result could be got by giving different weight to different layer. The
intelligent surveillance system can apply in the high density situation in campus.
The system can make contributions to protect the students with relatively low cost.
Meanwhile, it can detect the crowed density and predict the abnormal situation with
higher accuracy.

2 The Framework of the Intelligent Surveillance System

The topology of an intelligent surveillance system for crowed abnormal detection
includes several parts: cameras on spot, router, network video decoder, network
center, control center, and the administration client.

Figure 1 shows the topology of the system. Different areas, including the key
areas and the general areas, are monitored by different cameras. Meanwhile, the
camera can connect with the network by the router. In one part, the videos are
returned by the network to be saved to refer to it sometimes. In another part, the
videos are processed by the video decoder and return to the control center. The
control center can detect the crowed abnormal density and motions to make an
early-warning, which can be presented in the administration client. In this way, it’s
convenient for the managers to supervise and maintain.

The algorithm process [5] of the crowed abnormal detection is showed as Fig. 2.
First, background difference and three-frame-difference methods are mixed used to
extract the foreground image. In this way, the background difference method can
offer the relatively intact foreground image, meanwhile, it can keep the good
dynamic property by the three-frame-difference method. After that, the canny
operator is employed to make edge detection, in order to reduce the effect of skin
color, brightness, and the colour of clothes on the detection accuracy. Then, based
on the distance between center of camera with different areas and the different
viewing angle, the detection areas can be divided into several layers and detect
separately. So that the effect of distance on the accuracy can be eliminated. Based
on the method of pixel features, the crowed density can be obtained in different
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areas. The texture features are ingnored bacause it's complicated to account [6].
Finally, the whole crowed density information can be got by weighted mean.

3 The Detection of Crowd Abnormal Density

3.1 Foreground Extraction with Background Difference
and Three-Frame-Difference Methods

In the intelligent surveillance system, it is the beginning and key stage to make the
foreground extraction, which is to obtain moving object and process it. So that
accurate moving object is significant to improve the accuracy of the detection and
maintain system stability.

The background difference method [7] is one of the commonest method to make
the foreground extraction. Compared with the background, the pixel of the motion

Fig. 1 The topology of the system
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is quite different. Based on the difference, subtraction is made between current
image and background to have the image of the moving object.

Assume that the background is Bðx, yÞ, it is saved at start and Cðx, yÞ is the image
in current time. So that the moving object Dðx, yÞ is:

Dðx, yÞ=Cðx, yÞ−Bðx, yÞ ð1Þ

It is obvious that the background difference method has its own advantage,
which is easy to calculate. What is more, the moving object is much more intact.
However, the intelligent surveillance system is applied in the spot which is
large-scale scene and crowded. It means that the brightness is not stable and crowed
always overlap each other. If only background difference method is employed, the
image of moving object has a lot of noise, resulting in the inaccuracy of detecting
for crowed density.

Three-frame-difference method [8] is useful to solve the problem mentioned, one
of the frame-difference method essentially. But differently, three-frame-difference
method avoids the more or less detection in nonuniform velocity situation. The
three-frame-difference method is shown as following.

Start

Foreground Extraction

Edge 
Detection

Divide the 
Images

Obtain Pixel 
Features

Detect the 
Crowed Density

Exceed A 
Threshold?  

Early Warning

Y

N

Background-difference and 
three-frame-difference 
methods mixed 

Canny operator

Based on the distance and 
angle

Different layers have 
different weights

The whole detecting area 
depends on each layer 
and its weight

Fig. 2 The algorithm of the
detecting
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STEP 1 The ðk+1Þ frame’s gray value of the initial video subtracts the
k frame’s gray value, and the absolute value of the result is used to have F1ðx, yÞ.
Then a proper threshold value T ′

i is chosen to have the binary image ΔF1ðx, yÞ.
STEP 2 Then the ðk+2Þ frame’s gray value of the initial video subtracts the

ðk+1Þ frame’s, and the absolute value of the result to is used have F2ðx, yÞ. Then
the same threshold value T ′

i is chosen to have the binary image ΔF2ðx, yÞ.
STEP 3 Make the binary image ΔF1ðx, yÞ and ΔF2ðx, yÞ collation operation to

obtain the result by three-frame-difference method ΔFðx, yÞ

ΔFðx, yÞ=ΔF1ðx, yÞ∩ΔF2ðx, yÞ ð2Þ

Compared with the background difference method, the three-frame-difference
method takes good dynamic properties. But if only three-frame-difference method
used, as Fig. 3 shows, the moving object is not intact leading to a smaller result.
Based on Lin [9], the paper proposes a mixed method with background difference
and three-frame-difference. So that the intact moving object can be obtained and
good dynamic properties can be kept with filtering and noise reduction. The fol-
lowing equation shows the way to mix them.

Dðx, yÞ∪ΔFðx, yÞ ð3Þ

The result of background difference and three-frame-difference method mixed
can be shown as follow.

According to the Fig. 3 it can be seen that the intact moving object can be
obtained by background difference method. The three-frame-difference method can
keep the favorable dynamic character. So it is an acceptable method to get the
moving object.

Fig. 3 Different methods of foreground extraction
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3.2 An Edge Detection Based on Canny Operator

Generally, the edge of image exists between different areas for its different gray
value. There is a visible difference between areas, which is the edge. Essentially, the
edge of image means the saltus of gray value. In the intelligent surveillance system,
objective condition is complicated in public. For example, the brightness is not
stable and crowed overlap seriously. So the only foreground extraction results in
inaccuracy. Particularly, in reality everyone wears clothes in different colors also
leads to big errors. To reduce the effect, the proper takes edge detection to reflect
the features by objects’ contour.

Canny operator, an effectual way, takes Gaussian filter to have the gradients of
image and makes use of first-order derivative to detect the edge. The local maxi-
mum of gradients can be obtained also [10]. The detailed steps are following.

STEP 1 Before the edge detection, the 2D Gaussian function is used to make
smoothing filtering. In the 2D Gaussian function, δ is a parameter of Gaussian filter,
it is used to control smoothness. A proper parameter of Gaussian filter can keep a
favorable accuracy of edge, also a high signal-to-noise ratio. The paper gives δ=1
based on the experience.

STEP 2 Image G is obtained by Gaussian filter. After that, the amplitude image
P consisting of gradient values and direction image θ consisting of gradient
directions, can be got by gradient computation on G. So that the partial derivative in
ði, jÞ is Pxði, jÞ in x direction and Pyði, jÞ in y direction.

STEP 3 Obtain the value and direction of gradient in ði, jÞ by partial derivative.

Sði, jÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2
xði, jÞ+P2

yði, jÞ
q

θði, jÞ= arctan
Pxði, jÞ
Pyði, jÞ

ð4Þ

STEP 4 Make a certain point as the center to have interpolation method around
it in gradient direction. Then choose the maximum point to use non-maximum
suppression to eliminate a part of non-peripheral points. In this way, the new edge
can be obtained.

STEP 5 Set threshold value TH and TL to have the double threshold detection.
A pixel can be regarded as the edge, if its value is bigger than TH . Oppositely, a
pixel would not be called the edge, if its value is smaller than TL. Based on the
connectivity of edge, the point, which pixel value is between two thresholds, can be
called edge if its proximal point is the edge point. Or it can’t be.

After the edge detection, the effect of brightness instability and any other
problems has receded or eliminated. So the image can be used for crowed density
detection.
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3.3 Detect the Crowed Density Separately

Based on the pixel features method, crowed density detection is easy to calculate
and takes simple technique. But the accuracy does not meet the requirement. In
order to enlarge the detection area and improve the use ratio of surveillance system,
cameras always work at the non-vertical visual angle. However, the angle leads to
inaccuracy for the distance difference. The paper proposes a method to detect
separately to eliminate the effect of distance and angle. Based on the different
distance and angle between the camera and detecting area, the whole area is divided
into several levels. It can be illuminated by the following figure.

As Fig. 4 shows, the angle must satisfy that

0 < αi <90
◦

,

where αi is the angle of detecting area and camera. The number of layers are
divided by the accuracy of the system. Too few layers cannot satisfy the accuracy
but too many layers are hard to calculate.

The most important is to decide the weights ai in different layers, which depends
on the distance and angle with camera. In the paper, the ai is defined as:

ai =
H tan αi

L
, ð5Þ

where the L is the length of the detection area and the H is the height of the camera.

Fig. 4 Detect the crowed density separately
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In different layers, the number of edge pixels is different, which is supposed Ti0.
Compared with threshold number of edge pixels Ti, the detecting area density ρi can
be obtained.

ρi =
Ti0
Ti

ð6Þ

Finally, it is easy to have the whole crowed density by weighted average.

ρ= ∑
5

i=1
ai × ρið0< ai <1, ai+1 > aiÞ, ð7Þ

where ai is the weight of different areas, decided by the angle and distance between
camera and detecting area.

Fig. 5 Detection for low density situation
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4 Experiment and Results

To illustrate the effectiveness of the proposed approach, an experiment of crowed
density abnormal detection is conducted on the playground. Based on the Microsoft
Visual Studio 2010, the experiment can be finished.

Figure 5 shows the detection for low density situation.
Among them, Fig. 5-1a, 2a and 3a are different low density situations on dif-

ferent time. Correspondingly, Fig. 5-1b, 2b and 3b are divided into two layers to

Table 1 Detection results for low density situation

Low density Reference density p ̸m2 0 layers p ̸m2 2 layers p ̸m2 4 layers p ̸m2

Situation 1 0.08 0.12 0.12 0.10
Situation 2 0.13 0.15 0.13 0.11

Situation 3 0.09 0.14 0.16 0.12

Fig. 6 Detection for high density situation
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detect. Meanwhile, Fig. 5-1c, 2c and 3c are divided into four layers to detect. The
following table shows the detecting results (Table 1).

In the low density situation, dividing images into several layers can improve the
accuracy, however, it is not obviously that more layers lead to more accurate.

Figure 6 shows the detection for high density situation.
Among them, Fig. 6-1a, 2a and 3a are different low density situations on dif-

ferent time. Correspondingly, Fig. 6-1b, 2b and 3b are divided into two layers to
detect. Meanwhile, Fig. 6-1c, 2c and 3c are divided into four layers to detect. The
following table shows the detecting results (Table 2).

In the high density situation, more layers are efficient to detect the situation more
accurately. Averagely, the error date decreases by 25 % with four layers.

5 Conclusion and Discussion

In this paper, an intelligent surveillance system is designed for crowed abnormal
density detection for campus. This system can detect population density based on
pixel features. Importantly, the system can detect the area layer-by-layer to improve
the accuracy. In the high density situation, the error date decreases by 25 % with
four layers. But averagely, the error date only decreases by 8 % with four layers and
there is no difference in different layers. In addition, the system also provides a
warning mechanism based on the detection results to help enhance the efficiency of
public safety management. The experiments illustrate that this system has a good
performance, like high accuracy of detection and rapidity of warning mechanism.

The more layers result in the more accurate detection results, however, leading to
the more complex calculation. In this system, the proper layers are four or five
according to the experiment. But it is not a universal choice in any other situations.
A method to find the proper layers for every situation in needed in the further time.
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and frontier technologies (cstc2015jcyjB0569), China Central Universities Foundation
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(201510611063).

Table 2 Detection results for high density situation

High density Reference density p ̸m2 0 layers p ̸m2 2 layers p ̸m2 4 layers p ̸m2

Situation 1 0.25 0.35 0.31 0.24
Situation 2 0.38 0.49 0.41 0.37

Situation 3 0.28 0.34 0.32 0.29
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The Active Disturbance Rejection Control
with a Square-Root Amplifier
for Non-minimum Phase System

Tong Wu, Weicun Zhang and Weidong Li

Abstract This paper adopts the active disturbance rejection control (ADRC)
technology to control the non-minimum phase system (NMP). A new amplifier
called square-root amplifier (SQF) is added in the ADRC to reduce the undershoot
and the settling times of the step response. Simulation results are given to verify the
effectiveness of the proposed scheme.

Keywords Non-minimum phase system ⋅ Active disturbance rejection control ⋅
Square-root amplifier

1 Introduction

Non-minimum phase system is a kind of system with poles or zeros in the right-half
plane (RHP). It is well known that the terrible characteristic is caused by the
unstable zeros or the zeros in the right-half plane (RHP) [1]. For NMP system, the
undershoot in the step response is always a headache, which means the
high-frequency gain and low-frequency gain of the system have opposite signs [2].
To deal with the NMP system, the undershoot is to be reduced along with the
system to be stabilized and the overshoot as well as the settling time to be reduced.

Active Disturbance Rejection Control (ADRC) technique as an emerging tech-
nique has been widely used in solving various types of control problems [3]. And
the applications of this technology are mostly confined to minimum phase system
[2], while there are lots of non-minimum phase (NMP) system in the real world,
such as flexible manipulators, vessels, aircrafts [4], and hydraulic turbines.
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The non-minimum phase behavior is generally determined by the system’s dynamic
characteristics. In the real world we cannot just neglect the NMP phenomenon. The
new control strategy, Active Disturbance Rejection Control, will be used to control
the NMP system in the following parts.

To achieve a better performance of NMP control systems, a new kind of
amplifier called square-root amplifier (SQF) is added in the ADRC technique. The
past researches have shown that the SQF can be used to improve the system’s
rapidity without leading to a big overshoot [5], which means the rapidity of a
system can be improved by SQF without strengthening the control force. Also the
NMP system is wanted a smooth control signal which is usually coupled with a
longer settling time. Maybe the SQF will bring us some good luck.

2 Active Disturbance Rejection Control Technique

ADRC technique is a new control technique using extended state observer (ESO) to
estimate the total disturbance and cancel it with a feedback compensation strategy.
It makes the controller design much easier, as the plant is approximately reduced to
a double integrator using ESO [6].

2.1 Extended State Observer (ESO)

The extended state observer is a talent reform of the observer, of which the
extended state is used to estimate the internal and external disturbance or uncer-
tainty. The good estimation is followed by a compensation employing the feedback
technique to cancel the total disturbance in the input. Considering a second-order
plant like (1), its extended state observer is usually designed as (2) [7]

x1̇ = x2
x2̇ = f ðx1, x2Þ+ fd + bu

ð1Þ

z1̇ = z2̇ − β1ðz1 − yÞ
z2̇ = z3̇ + bu− β2ðz1 − yÞ
z3̇ = − β3ðz1 − yÞ

ð2Þ

The states in the ESO can be a good estimation for the states of the plant to be
controlled and the total disturbance if the observer estimation error is small enough
to be neglected. Of course the states in the observer can be used in the control
algorithm in the place of the real states of the plant to be controlled. Also the
extended state is feedback to the input part to cancel the total disturbance reshaping
the original plant into a double integrator [8], which means the plant to be
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controlled is always an approximate double integrator when the real model is a
second-order plant. The following part of controller design benefits a lot from this
approximation.

x ̇1 = x2
x2̇ = f ðx1, x2Þ+ fd + b u0 − z3

b

�
ð3Þ

⇒

x1̇ = x2
x2̇ = u0

�
ð4Þ

2.2 Parameterization of Extended State Observer

The observer gain vector, ½β1, β2, β3�, is usually obtained using the pole placement
technique. Assigning all eigenvalues at ωo as (5) is a simple way to get a good
speed at which the observer tracks the states while coupling with a minimum
sensitivity to the sensor noises [9].

λðsÞ= s3 + β1s
2 + β2s+ β3 = ðs+ωoÞ3 ð5Þ

That is

β1 = 3ωo, β2 = 3ω2
o, β3 =ω3

o ð6Þ

2.3 The Extended State Observer for NMP System

Consider a NMP system (7),

x1̇ = x2
x2̇ = f ðx1, x2Þ+ fd + b0u ̇+ bu

ð7Þ

where the value of b0 is negative. Assuming the NMP system is a minimum phase
system as (8), using low-frequency gain b in the ESO design, taking the derivative
of its input signal as a part of the total disturbance, the corresponding extended state
observer can be designed as (2).

y ̈= f ðy, y ̈, uÞ+ bu ð8Þ
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2.4 Controller Design

The PD controller has many good performances such as accelerating the system’s
response rate and increasing the stability of the system. But usually a PD controller
is not a good choice for a system because there always exist some noise in the
output. The noise is amplified when we try to get the derivative of the output.
However, the noise is not mixed into the derivative part in ADRC for the derivative
of the output is obtained from z2, the estimation of the output’s derivative com-
ponent. In the ADRC control system the PD controller can be securely designed as
(9) to achieve the control requirements for a NMP system.

u0 = kpðr− z1Þ− kdz2

u=
u0 − z3

b

ð9Þ

3 Square-Root Amplifier (SQF)

Square-root amplifier is a new nonlinear amplifier proposed to improve the quality
indicators of optimal control systems [5]. It is generally used in improving the
rapidity of the system without introducing big overshoot. The SQF is used for
ADRC design-making the control law as (10)

u0 =±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kpðr− ð±

ffiffiffiffiffiffiffi
z1j j

p
ÞÞ− kdz2

��� ���
r

u=
u0 − z3

b

ð10Þ

A square-root amplifier like (11) has the characteristic that it gives a much larger
output when the value of the input u is 0 < uj j<1, a much less output when the
value of the input u is uj j>1. The decrease and increase of the input value are much
more significant as uj j is far away from 1, while they are less significant as uj j is
close to 1.

y=±
ffiffiffiffiffiffi
uj j

p
=

→±1, 0 < uj j<1
→±1, uj j>1

�
ð11Þ
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4 Simulation

4.1 Hydraulic Turbine 1

The second-order hydraulic turbine model is written as (12) [10]

GðsÞ= 5ð1− 0.8sÞ
ð1+ 0.4sÞð1+ 4.8sÞ ð12Þ

PID, ADRC, ADRC with SQF methods are applied to control the plant, with
tracking-differentiator (TD) used in ADRC and ADRC with SQF [10]. The transfer
function of tracking-differentiator is (13)

Gtd =
ω2

s2 + 2ζω+ω2

αωðn− 2Þ
s+ αωðn− 2Þ

� �n− 2

ð13Þ

where ω=1.5, ζ=1, n=2, α=5.
The step response of control systems are shown in Fig. 1. The drawing of partial

enlargement for Fig. 1 is shown in Fig. 2. Under the same overshoot of the step
response, the ADRC with SQF has the minimum settling time along with a small
undershoot.

4.2 Hydraulic Turbine 2

The third-order hydraulic turbine model is written as (14) [11]

1
1+ 0.2s

1− 0.8s
1+ 0.5 × 0.8s

1
0.2 + 0.96s

ð14Þ

Fig. 1 Step response of the hydraulic turbine 1 control systems
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ADRC, ADRC with SQF methods are applied to control the plant, with
tracking-differentiator (TD) used in ADRC and ADRC with SQF [10]. The transfer
function of tracking-differentiator is the same with Eq. (13); where ω=1.5, ζ=1,
n=2, α=5.

The step response of control systems are shown in Fig. 3. The drawing of partial
enlargement for Fig. 3 is shown in Fig. 4. Under the same overshoot of the step
response, the ADRC with SQF has the minimum settling time along with a small
undershoot.

Fig. 2 Partial enlargement for Fig. 1

Fig. 3 Step response of the hydraulic turbine 2 control systems
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5 Conclusion

In this paper, a new amplifier is added in the ADRC to improve the control effect
for the NMP phase system. Simulation results have shown that the step response of
the system controlled by ADRC with SQF amplifier has the minimum settling time
compared with regular ADRC and PID, along with a small undershoot.
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Human Action Recognition Based
on Multifeature Fusion

Shasha Zhang, Weicun Zhang and Yunluo Li

Abstract A human action recognition method based on histogram of oriented
gradient (HOG) of motion history image (MHI) and Speeded Up Robust Features
(SURF) is presented in this paper. The method overcomes the shortcomings of the
algorithm based only on HOG of motion history image. The experiment results
show that the new method improves recognition rate and has a promising
performance.

Keywords Histogram of oriented gradient (HOG) ⋅ Motion histogram image
(MHI) ⋅ Speeded Up Robust Features (SURF) ⋅ Action recognition

1 Introduction

In recent years, human action recognition based on video has been attracting more
and more attention, and many applications are reported, such as video surveillance
in public places, the natural human–computer interaction, elderly and healthcare
analysis. Many effective recognition algorithms for human action recognition have
been proposed. Ke et al. [1] commented the current video-based human motion
recognition process, which includes major algorithm of action recognition, the
action recognition system, and application environment of action recognition
technology. Aggarwal et al. [2] compared the advantages and disadvantages of
various advanced action recognition algorithms and the applicable range of various
algorithms. Xu et al. [3] summarized the features representation of action and the
latest developments of action recognition methods.

The most common method of human action recognition is feature extraction
from a sequence of images, following by classification. Actually, the process of
feature extraction is the representation of the original image sequence which is
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conducive to the movement classification. At present, the common methods of
image sequence representation are divided into two kinds, i.e., global representation
and local representation [4]. Global representation encodes the human region of
interest (ROI) as a whole, and the main global representation includes silhouette,
contour, optical flow, and so on. Bobick and Davis [5] proposed the motion energy
image (MEI) and the motion history image (MHI). Ali and Shah [6] extracted a
series of motion features from optical flow diagram. In local representation, an
image sequence is represented as a local descriptor or local block, then the statistic
character of which is regarded as the final human action descriptors. Local block is
extracted through intensive sampling or spatiotemporal interest points corre-
sponding to location of interest action. Williams et al. [7] put forward Hessian
detector. Hessian temporal points of interest are searched through maximizing the
row-column of 3D Hessian matrix. Laptev et al. [8] expanded Harris 2D detector
into Harris 3D detector. Up to now, many efforts have been devoted to describe the
spatiotemporal interest points. Laptev [9] put forwarded HOG/HOF descriptor to
describe spatial and temporal points of interest.

This paper thus proposes a novel method which combines the histogram of
oriented gradient (HOG) of the MHI with SURF to enhance the action recognition
rate. The block diagram of the proposed method is shown in Fig. 1. First, we
calculate a motion history image from the frame difference of an action video and
the HOG feature from the image. Second, the action occurrence region is obtained
by integral projection, and the interest points of action occurrence region are
obtained. And these interest points are represented by SURF descriptor. Third, the
HOG feature of MHI and the information of interest points of action occurrence
region are combined. Finally, the combined feature is fed into support vector
machine (SVM) classifier for recognizing human action types.

Fig. 1 The block diagram of the proposed method
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2 Feature Extraction Based on MHI-HOG

Human actions include information of time and space, and motion histogram image
(MHI) reflects not only the spatial position of action but also the order of move-
ment. MHI as a global feature extraction can be a good representation of human
action. Compared with other feature description method, histogram of oriented
gradients (HOG) features has an optical invariance in the image, which is good to
overcome the MHI shortcomings. Huang et al. [10] proposed a method called
MHI-HOG [11], in which they extracted the HOG feature of MHI to recognize
human action. Therefore, this method can improve the accuracy of the
classification.

2.1 Motion History Image (MHI)

MHI is mainly used to describe the movement trend of action and has a good
description of temporal information of action. The MHI of each frame in a given
video can be obtained through the following steps. (a) Extract a binary image
sequence DIiðx, yÞ which indicates the regions of motion. DIiðx, yÞ can be obtained
by frame difference. (b) Based on DIiðx, yÞ, MHI is defined as:

Hτðx, y, tÞ= τ DIiðx, yÞ≥ T
Maxð0,Hτðx, y, t− 1Þ− 1Þ DIiðx, yÞ< T

� �
, ð1Þ

where τ is duration of the temporal extent of a movement. Figure 2 shows an
example of the motion history image when a person is jacking.

Fig. 2 Motion history image

Human Action Recognition Based on Multifeature Fusion 185



2.2 Histogram of Oriented Gradient (HOG) Feature of MHI

Although the MHI includes temporal information, it is too sensitive to background
noise and can only be used for relatively simple action. And the information of MHI
is likely to be covered by the previous information. What is more, when silhouette
is incomplete or fuzzy, the correct rate of classification action will be significantly
reduced. In computer vision and image processing, HOG is a feature descriptor
used for object detection. The descriptor is obtained by calculating gradient his-
togram of image in local area. HOG is represented by an edge (gradient) of the
structural features, and it can suppress the influence of the translation and rotation to
some extent caused by the quantization of the spatial position and orientation. The
method of dividing image into blocks makes the relationship between the local
image pixels characterized better. In order to attack the drawbacks, we can calculate
the HOG feature of MHI. The method does not need to extract the silhouette
images. Specific method following five steps:

(a) The MHI is normalized.
(b) We use Eqs. (2) and (3) to calculate the gradient of each pixel point.

Gxðx, yÞ=Hðx+1, yÞ−Hðx− 1, yÞ ð2Þ

Gyðx, yÞ=Hðx, y+1Þ−Hðx, y− 1Þ ð3Þ

where Gxðx, yÞ, Gyðx, yÞ, Hðx, yÞ represents horizontal gradient, vertical
gradient, and pixel value, respectively. Calculate the orientation and
magnitude of the gradient of each pixel as follow:

Gðx, yÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gxðx, yÞ2 +Gyðx, yÞ2

q
ð4Þ

αðx, yÞ= tan− 1 Gyðx, yÞ
Gxðx, yÞ

� �
ð5Þ

(c) Construct gradient orientation histograms for each cell

The image is divided into a number of cells, and then the number of gradient
histogram for each cell is counted.

(d) Collect HOG features

Combining feature vectors of all cells within a block, HOG features of the block
will be got. In order to ensure speed, the MHI of each frame is divided into 4 * 2
cells, and the gradient orientation of each cell is quantized into nine angles.
The HOG features of MHI are obtained by collecting the feature of all the cells, and
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feature dimension of each frame image is 288. The extracted features will be used
for subsequent classification.

3 SURF Feature Points Detection

In machine vision, the feature points are widely used, which is because that it can
show the characteristics variation of the location in space and time, and it is also
widely used to describe the action in the video. The method, SURF feature point
detection, has the good rapidity and efficiency. So, it is more popular than others in
recent years. SURF (Speeded Up Robust Features) was first proposed by Bay [12]
in 2006. SURF is obtained by improving SIFT algorithm. Thus, standard SURF can
run three times faster than SIFT in generally, and it has the stability in multiple
photos. The most important feature of SURF is that the Haar features and the
concept of the integral image are used, which greatly reduces the running time of
the program.

The strongest feature points can be detected very well by SURF. However, video
background noise and body without movement can produce a lot of useless feature
points, which will increase the amount of calculation. In this paper, a method,
combining integral projection with SURF, is presented. That is

Step 1: The frame differential method and morphology are used to get the binary
image of the video sequence;

Step 2: Based on the binary image in step 1, the motion area can be obtained by
integral projection, as shown in Fig. 3.

Fig. 3 Result of motion area
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Step 3: The feature points of motion area are got by SURF, as shown in Fig. 4.
Figure 4 shows the examples of our interest point detection results (circle

points). It is evident that our detected interest points are much less compared to
those detected by the whole image.

4 Action Representation

4.1 SURF Descriptor

Although we have got the feature points of the motion region in Sect. 3, the feature
points using SURF feature descriptors should be expressed before delivering them
to SVM. The method of constructing SURF descriptor is shown as following. First,
feature point is set to the center, and the main direction of the feature points is set to
the x-axis direction; then, a square area of 4 * 4 should be selected; next, the values
of Haar wavelet characteristic response can be obtained in the horizontal and
vertical direction (Fig. 5).

Where ∑ dx is the sum of Haar wavelet feature value in horizontal direc-
tion,∑ jdxj is the sum of Haar wavelet feature absolute value in horizontal

Fig. 4 Detection of feature
points
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direction,∑ dy is the sum of Haar wavelet feature value in vertical direction,∑ jdyj
is the sum of Haar wavelet feature absolute in value vertical direction. So each
feature point can be represented by a 4 * 4 * 4 = 64 dimensional vector.

4.2 Motion Features

In Sect. 4.1, the SURF descriptor of each interest point is a 64 dimensional vector.
If the number of interest points in each frame is N, the feature dimension of each is
N * 64. The dimension of feature is so high that it cannot reasonably combine the
HOG features obtained by Sect. 2. Therefore, the dimension of features of interest
points should be reduced before the feature fusion, shown in Fig. 6. The feature
fusion is obtained by combining the reduced features with HOG features. The
process is:

Step 1. Single frame dimension reduction. Principle component analysis is used
to perform longitudinal dimension reduction for SURF descriptor extracted from

Fig. 5 The process of
calculating the SURF
descriptor

Fig. 6 Description of motion features
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interest points in the same frame. It means that N * 64 dimension features can be
reduced to 64 dimensions by gathering principal components of all the descriptors
for each frame. Although part of information will be lost, the loss of the information
is acceptable when N is chosen as 60 in our experiment.

Step 2. Feature combination. Combine the 64 dimension spatiotemporal features
of interest points and the HOG feature of MHI in each frame; finally, we get 352
dimension features for each frame (SURF + MHI-HOG).

5 Analysis of Results

In this section, experiments are performed on the Weizmann dataset using the
combined spatiotemporal feature. The performance of the proposed algorithm is
illustrated in this section by comparing with the recent reports associated with the
related features.

SVM [13] (Support Vector Machine) is a novel small sample learning method
with intuitive geometric interpretation and good generalization ability. In the case
of limited training data set, Corinna [14] has shown that SVM has a better clas-
sification performance than BP, KNN, and Bayes. The samples of human action
recognition are generally relatively small, so SVM is selected as the data classifier.

The testing video used in the experiments is the standard Weizmann movement
dataset as shown in Fig. 7, which includes 9 people performing 10 movements–-
bending, jacking, jumping, pjumping, running, siding, skipping, walking, waving1,
waving2.

The “leave-one-out” cross validation is used to evaluate the recognition rate of
action classifier in our experiment. One actions of each actor is used in turn as test
samples, and the rest of all the actions are used as the training samples. The test
process continues until all the actions have been completely tested. The experi-
mental results are shown in Tables 1 and 2.

According to the results, the method based on MHI-HOG + SURF achieves a
higher accuracy rate than the method based on MHI-HOG. However, the method
proposed in this paper shows a relatively low recognition rates when the action is
occurred at a faster frequency, like running and siding.

Fig. 7 Weizmann samples
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6 Conclusions and Future Work

In this paper, a method for human action recognition based on MHI-HOG + SURF
features is presented. The experiment results show that this method has a better
performance than that one based the HOG of MHI. High recognition rate has been
achieved for static movement or actions at a slower frequency in our experiments.
However, dynamic movements or actions at a faster frequency are too difficult to be
recognized by this method. Therefore, the future research will be focused on
dynamic movements.
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Table 1 Confusion matrix of MHI-HOG

Bend Jack Jump Pjump Run Side Skip Walk Wave1 Wave2

Bend 1 0 0 0 0 0 0 0 0 0
Jack 0.02 0.89 0.02 0 0 0 0.05 0 0.02 0
Jump 0.08 0 0.71 0.06 0 0.05 0.08 0.08 0 0
Pjump 0.05 0.05 0 0.86 0 0 0 0 0.04 0
Run 0 0 0 0 0.64 0 0.16 0.2 0 0
Side 0 0 0.1 0 0 0.65 0.15 0.1 0 0
Skip 0 0 0 0 0 0.03 0.79 0.18 0 0
Walk 0 0 0 0 0.08 0.06 0 0.86 0 0
Wave1 0 0 0 0 0 0 0 0 0.84 0.16
Wave2 0 0 0 0 0 0 0 0 0.18 0.82

Table 2 Confusion matrix of MHI-HOG + SURF

Bend Jack Jump Pjump Run Side Skip Walk Wave1 Wave2

Bend 1 0 0 0 0 0 0 0 0 0
Jack 0.02 0.96 0 0 0 0 0 0 0.02 0
Jump 0.06 0 0.73 0.06 0 0 0.07 0.07 0 0
Pjump 0.01 0 0 0.96 0 0 0 0 0.03 0
Run 0 0 0 0 0.72 0 0.14 0.14 0 0
Side 0 0 0.1 0 0 0.76 0.1 0.04 0 0
Skip 0 0 0 0 0 0 0.82 0.18 0 0
Walk 0 0 0 0 0.08 0 0 0.92 0 0
Wave1 0 0 0 0 0 0 0 0 0.98 0.02
Wave2 0 0 0 0 0 0 0 0 0.04 0.96
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Adaptive Blocks-Based Target Tracking
Method Fusing Color Histogram
and SURF Features

Ruilin Cao, Qing Li, Weicun Zhang, Zhao Pei and Yichang Liu

Abstract In order to solve the object tracking problem under occlusion, this paper
proposes an adaptive weighted tracking algorithm based on color features.The
target is divided into pieces according to the features of color in this algorithm.
SURF features are used to regulate the existing tracking results to improve tracking
accuracy. In the tracking process, we can judge the occlusion by the degree of
matching, and adaptively adjust the weight of each block to achieve accurately
tracking. Simulation results show the effectiveness of the proposed algorithm.

Keywords Adaptive weighted ⋅ Object tracking ⋅ Color histogram ⋅ SURF
features

1 Introduction

Moving object tracking, integrating computer vision, and pattern recognition
technology, is widely used in intelligent control, human–computer interaction, and
vehicle navigation, and other fields [1–3]. In the real environment, the deformation
and occlusion problems of tracking target may lead to inaccurate result, even losses
of the tracking target. Therefore, how to effectively deal with target occlusion and
deformation is the difficulty [4, 5]. There are many block-target tracking research
results based on detection of occlusion have been reported. Reference [6] divided
the target template into several subblock evenly. It matched with color histogram
and did an exhaustive search to determine the target position in the current frame by
weighted votes, which is a good solution to the problem of occlusion and perfor-
mance changing. But the calculation amount of exhaustive search is very large.
Reference [7] divided the template binary image into blocks through the horizontal
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and vertical projection, characterized by the color histogram. However, there will
be a drift when the subblock is similar to background color. Hossain et al. [8] used
the local invariant features of SIFT (Scale Invariant Feature Transform) to achieve
the target tracking, due to the local region feature invariance of the light, scale, and
rotation invariance. But SIFT feature matching computes complex, which cannot
meet the real-time tracking requirements.

To solve the above problems, this paper presents an adaptive block color his-
togram fusing SURF target tracking method. We will divide target into blocks with
color projection. Each subblock using the color histogram and SURF characteri-
zation, not only can judge occlusion, also overcome similar color target interfer-
ence. SURF can also correct the tracking window.

2 Color-Based Adaptive Segmentation

The occluded part of the target includes a little information of target, while
unobstructed part saves a lot of target information. By combining block informa-
tion, target can be effectively tracked. The fixed number of block was unable to
adapt the diversity of the target. The color distribution of the target tends to have
high similarity in the local small scale. So dividing the target directly from color
distribution can be considered. First, the image block should be distinguished from
the selected feature space. The excessively similarity between the image blocks will
lead the tracker to the similar image blocks, which cannot reflect the true trajectory
of the target. Second, too many blocks will affect the real-time computing of the
image. And at the same time, too few blocks will reduce the ability of
anti-occluding. In this paper, we will use the method based on adaptive blocks to
improve the tracking ability of anti-occluding.

In the paper, AðM,NÞ is the target rectangle area, M is the target height and Nis
the width, Cði, jÞ is the color value of the target point ði, jÞ. Extract of the vertical

projection of the target CH = Ch
j =

1
N∑

N
i=1 Cði, jÞ, j=1, 2, . . . ,M

n o
. Select the

threshold Tc of vertical projection and judge the projection image: if
jCh

j+1 −Ch
j j< Tc, then Ch

j+1 and Ch
j will be divided into the same block. Assume

that the vertical direction projection is divided into K subblocks, then each subblock

will be projected, respectively in horizontal CV ðkÞ= Cv
i =

1
M∑M

j=1 Cði, jÞ,
n

i=1, 2, . . . ,Ng. The threshold for each subblock is determined in the same way. If
jCv

i+1 −Cv
i j< Tc, Cv

i+1 and Cv
i will be included into the same block.

In order to enhance the target representation capability, we can refer to the block
method in Ref. [6] and [9]. Then each subblock is divided into two blocks in left
and right or up and down, consisting the ultimate target subblock sets P= fP2Ig.
Each subblock is expressed Pj = fdx, dy,w, hg. ðdx, dyÞ is the offset for the current
block from the center. w is the block width and h is the height. According to the

194 R. Cao et al.



result of adaptive block, a target model,PT = fpTi ,wpig, i=1, 2, . . . , k, can be built.
k is the number of subblock, pTi is the ith block histogram. wpi is the corresponding
subblock weight.

3 Improved Target Segmented Tracking Fusing SURF
Feature

3.1 The Adaptive Block Fusing Based on Color Histogram

The purpose of tracking is to find the target in the current frame image. The target
template has a few blocks, so we can get the color histogram. And we also get the
candidate region. We can define a similarity measure function.

ρ ̂ðyÞ= ρðpð̂kÞ, qð̂kÞÞ= ∑
m

n=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
puðyÞqu

p
, ð1Þ

where qð̂kÞ
� �

k=1, ...,K is histogram of the template, and q ̂ðkÞ
� �

is histogram of the
template, k is the number of blocks. The formula (1) uses Bhattacharyya coefficient
expresses similarity between qð̂kÞ

� �
and pð̂kÞ.

There are some blocks, merging them with adaptive weights can make a good
tracking. So a merging frame is defined.

ρ ̂ðyÞ= λð1Þρð1Þ +⋯+ λðkÞρðkÞ +⋯+ λðKÞρðKÞ = ∑
K

k =1
λðkÞρðkÞ, ð2Þ

where λðkÞ is the weight of the block. The higher weight value λðkÞ, the more
important block. The weights are satisfied with ∑K

k=1 λ
ðkÞ =1. The formula (2) is

the similarity measure function between the template and candidate target.
Reference [7] put forwarded the weight sum into the mean shift, and provided a

target tracking frame. The position of target is given by formula (3) and (4).

y ̂=
∑
N

i=1
∑
nðiÞ

j=1
λiω

j
i ðy jj −ΔyiÞg jj yi0 − y j

i
hi

jj2
� �

∑
N

i=1
∑
nðiÞ

j=1
λiω

j
i g jj yi0 − y j

i
hi

jj2
� � , ð3Þ

ω j
i = ∑

M

u=1
δ bðy ji Þ− u
� � ffiffiffiffiffiffiffiffiffiffiffiffiffi

qiu
piuðyi0Þ

s
, ð4Þ
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where n(i) is the number of pixels of the subblock. y ji is the coordinate; yi0 is the
position center of each subblock in last frame. Δyi is the center offset relative to the
overall target; hi is the bandwidth of kernel function; qiu is probability distribution
of the template block i; piuðyi0Þ is probability distribution target of subblock i in the
center of the candidate region.

3.2 The Extraction and Matching of SURF Feature Points

The SURF algorithm has made many improvements based on SIFT. By using the
approximate image of box filtering in integration, the speed of feature extraction is
greatly improved. And also it has the features of rotation invariant and scale
invariant. In this paper, the target can be effectively described and the location
performance can be better achieved by using target tracking.

Through extracting the SURF feature points of each image block from the target
in the initial frame, the information on the scale of the image block is obtained.
Then, all the image blocks are matched with feature points. The paper uses
approximate nearest neighborhood (ANN) algorithm. Through SURF, feature
points sets S1 for template A and S2 for current frame B, are collected. Calculate the
Euclidean distance between each point p1i in S1 and all points in S2. We can get the
smallest distance d1 and second smallest distance d2, and the corresponding feature
points p2i and p

0
2i in S2. If d1 ≤ αd2 (α is the ratio of minimum distance and second

smallest distance, and it is 0.65 in this paper), we would conclude that p2i and p1i
are matched. Otherwise that point would be discarded. Meanwhile, we will con-
clude that there is no point matched with p1i in S2.

3.3 Image Block Weights Update and Occlusion Judging

During tracking, the target may be segmented, the occluded block cannot match
SURF feature points, but unobstructed image block will play a significant role in
the process of matching and tracking. Therefore, the subblock of the target role is
not the same. We should configure for each subblock weights based on the color
similarity and SURF feature matching number. In the trace, the subblock makes a
larger contribution, then the weight become lager. Conversely, the subblock has a
smaller weight. Adaptive weights are updated as follows:

(1) If color similarity between the ith subblock and corresponding subtemplate
block is greater than a given threshold, and SURF feature matching number is
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the same as above. So its weight λit = λit− 1 + βλit− 1 should be increased,
where β is a positive integer, λit− 1 is the weight at time t− 1.

(2) If color similarity between the ith subblocks and corresponding subtemplate
block is less than a given threshold, but SURF feature matching number is
greater than the given threshold, subblock color maybe change. Keep the
weight unchanged. We think the light maybe changed.

(3) If color similarity between the ith subblocks and corresponding subtemplate
block is greater than a given threshold, but SURF feature matching number is
less than the given threshold. We conclude that the position of the subblock is
offset. Then the weight of the subblock reduces.

(4) If color similarity between the ith subblocks and corresponding subtemplate
block and SURF feature matching number are less than a given threshold, so it
may be segmented. Then the subblock weight is assigned a smaller weight.

(5) For weight of each subblock, normalization is done.

3.4 Algorithm Steps

This article proposes an adaptive tracking algorithm based on color block, it also
combines the SURF feature matching. Figure 1 is a flowchart of the tracking
algorithm. Tracking algorithm description is given as follow.

Step 1 initialization phase

(1) According to the above method, the target template is divided into N blocks.
(2) Calculate the center position and scale information for each subblock.
(3) Establish a histogram vector for each subblock and calculate the SURF feature

points.
(4) Initialize each subblock weight: λi =1 ̸N, where N is the total number of

subblock.

Step 2 tracking phase

(1) The initial target position of each frame is the previous target position. Cal-
culate the subblock color similarity between candidate target and the template,
and the SURF feature matching numbers.

(2) According to the color similarity and the SURF feature matching numbers
from (1), the occlusion can be judged.

(3) By matching the feature point sets, a region of interest and a back projection
can be obtained.

(4) The tracking window is returned by using Cam Shift tracking algorithm.
(5) Update each image block weight, and go on the next frame tracking.
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4 Experiment Results

To test the effectiveness of this algorithm, this paper carries out some experiments
for multiple situations. Case 1 is to test the algorithm in scale adaption. And case 2
is to test the algorithm in occlusion.

Case 1: Scale adaption in tracking with Cam Shift.
The Fig. 2 shows the tracking result. The four images are four frames from the

video. The background of video is simple and the target is not occluded.

Fig. 1 Tracking flow chart
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We can see the scale of the person in video is varying, but the tracking effect is
still good, which proves the algorithm has scale adaptation.

Case 2:
The following video is in order to test the algorithm tracking effect in occlusion

situations. The target in the course of the video sometimes is segmented, but not
completely segmented. But the algorithm still achieves a good tracking. After the
occlusion, the target is still kept a well tracking (Fig. 3).

Fig. 2 Tracking result in scale change

Fig. 3 Tracking result in occlusion
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5 Conclusions and Future Work

Based on the target segment tracking of Cam shift, this paper puts forward the
fusion of SURF matching. The block method based on the color is adaptive, which
is good for tracking. Through judging occlusion and adjusting block weight, the
problem of tracking drift in the occlusion is improved. Experimental results show
that the proposed algorithm can keep good tracking performance in the occlusion
and object scale change scenarios. However, there are some problems in this
algorithm. When the template is extracted, it also contains the background. Then
the SURF matching and the tracking effect will be influenced. The next we also
need to improve the algorithm to reduce the impact of background on the template.
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Study on Camera Calibration
for Binocular Stereovision Based
on Matlab

Haibo Liu, Yujie Dong and Fuzhong Wang

Abstract Camera calibration is designed to build a 3D word coordinates and the
corresponding relationship between the 2D image coordinates. It is the foundation
of binocular stereo measurement system, and the calibration precision also affects
the measuring precision of whole system eventually. This paper proposes an
improved plane calibration method based on studies of existing calibration method.
First of all, the method used camera pinhole model for calculating initial interior
and exterior parameters, then the radial and tangent distortion were introduced, and
the nonlinear optimizing method was used to solve distortion coefficients. Finally, a
simulation example is provided to prove the effectiveness of the conclusion.

Keywords Camera calibration ⋅ Binocular stereo vision ⋅ Camera model ⋅
Matlab

1 Introduction

Camera calibration is the indispensable premise and foundation of binocular stereo
vision system, accurate to calculate interior and exterior parameters of the camera,
and the radial and tangential distortion is not only can improve the accuracy of 3D
restore directly, and can lay good foundation for the subsequent feature matching,
which is one of the hot issues in the field of stereo vision research [1, 2].

Camera calibration is to determine the mapping relationship between the world
coordinate system for three-dimensional objects and the camera image coordinate,
including calibration for interior and exterior the geometric and optical parameters
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of camera imaging system, and the relative position between the two cameras
calibration. Existing camera calibration techniques can be roughly divided into the
traditional methods of camera calibration and camera self-calibration method.
Traditional calibration method need to use the machined calibration block, through
the establishment of 3D coordinate of known points on the calibration block and its
corresponding image point to calculate interior and exterior parameters for the
camera [3]. This method can achieve high accuracy, but time-consuming for cali-
bration process. Camera self-calibration does not need calibration, calibrating
directly rely on the relationship between the corresponding points of many images.
The Flexibility of method is strong, which is mainly used in place of accuracy is not
high. Two-step method proposed by Zhang Zhengyou is a compromise between
self-calibration and traditional calibration methods; it is to avoid the high equipment
requirement and complicated faults of the traditional methods, and it is of high
accuracy and better robustness than self-calibration, therefore has been widely
applied. But in the case of a wide-angle lens distortion larger, the correction results
deviation is larger. To this end, this paper puts forward an improved plane cali-
bration method.

2 The Camera Imaging Model

One of the basic tasks of binocular stereo vision is to calculate the geometry
information of target in the three-dimensional space from the goal of image
information obtained by the camera, and rebuild and locate the target. The inter-
relation between the three-dimensional geometry position of point on the space
target surface and the corresponding points in the image is determined by the
geometrical model of camera imaging. The camera imaging model is divided into
linear model and nonlinear model.

3 Linear Model

Linear model is refers to the pinhole imaging model, as shown in Fig. 1. p is
projection point on the image from space point P, which is intersection point with
OP and image plane. Projecting from three-dimensional space on a two-
dimensional image plane involves four coordinate conversions [4].

cY

cX

cZ
O o

x

y
'P

P

f wO

wx
wy

wz

Fig. 1 Pinhole model of
camera
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(1) The world coordinate system Xw-Yw-Zw: the real coordinate system is the
absolute coordinates of the objective world, and can describe the location of
the cameras or any other object.

(2) The camera coordinate system Xc-Yc-Zc: the camera light heart Oc is the origin,
Xc, Yc axis is respectively parallel to x and y, Zc is camera optical axis, OcO is
the camera focal length.

(3) The image plane coordinate system x- y: the origin O is intersection point for
optical axis and the image plane, x, y is respectively parallel to u and v, in mm
for unit.

(4) Computer image plane coordinate system u-v: each digital image is expressed
as M × N matrix inside a computer, (u, v) is said as rows and columns of
pixels in the matrix, the origin of coordinates is on the upper left corner for
image, in Pixels for unit.

Camera calibration is to solve the conversion between computer image coordi-
nates (u, v) and the world coordinate system (Xw, Yw, Zw). According to the prin-
ciple of pinhole imaging, the conversion relation is as follow.

S
u
v
1

2
4

3
5=F R T½ �

xw
yw
zw
1

2
664

3
775=M

xw
yw
zw
1

2
664

3
775 ð1Þ

On the type, S is scale factor, F is the interior parameter matrices, [R T] is the
camera exterior parameter matrix, R and T is respectively rotation and translation
components for the camera coordinate system relative to the world coordinate
system. F, R, and T is defined respectively as follow.

F =
fx 0 Cx

0 fy Cy

0 0 1

2
4

3
5,R=

r1, 1 r1, 2 r1, 3
r2, 1 r2, 2 r2, 3
r3, 1 r3, 2 r3, 3

2
4

3
5,T =

r1, 4
r2, 4
r3, 4

2
4

3
5 ð2Þ

On the type, fx, fy is denote respectively the focal length in the direction of x, y;
Cx, Cy is denote respectively the computer image coordinates of intersection point
for the main optical axis and image plane. The task of camera calibration is obtained
interior and exterior parameter matrix.

4 Nonlinear Model

The ideal camera model is pinhole model, its object and image is to meet similar
triangle relations, while the actual camera does not meet this condition [5]. Because
the camera optical system has processing error and assembling error, there are radial
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distortion and tangential two main error of optical distortion between real and ideal
imaging. The radial distortion is symmetric about main optical axis of camera lens,
but tangential distortion is not. Although there is actually issue such as no central
and thin mirror image aberration, but too much distortion parameters not only can
not improve the calibration accuracy, it will make the calibration result is unstable,
so generally consider only radial distortion and tangential distortion. Sets the
physical coordinates of ideal imaging point to (xu, yu), (xd, yd) is the physical
coordinates after the distortion, the relationship is as follow.

xd = xu + δxðxu, yuÞ
yd = xu + δyðxu, yuÞ

�
ð3Þ

On the type, δx(xu, yu), δy(xu, yu) is denote respectively the amount of distortion
in the direction of x, y, the expression is:

δx xu, yuð Þ= xu k1ρ2 + k2ρ4ð Þ+ p1ð3x2u + y2uÞ+2p2xuyu
δy xu, yuð Þ= yu k1ρ2 + k2ρ4ð Þ+2p1xuyu + p2ðx2u +3y2uÞ

�
ð4Þ

On the type, ρ=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2u + y2u

p
, k1 and k2 is respectively the first-and second-order

radial distortion coefficient; p1 and p2 is respectively the first-and second-order
tangential distortion coefficient.

The linear model and nonlinear model has its own advantages and disadvan-
tages. Linear model computing speed is fast, but because regardless of the distor-
tion, the accuracy is not high. Nonlinear model accuracy is higher, but a large
number of nonlinear equations are solved, computing speed is slow [6]. This paper
obtained the initial internal and external parameters matrix of camera through the
linear model, then the radial and tangential distortion are introduced, the distortion
parameters are get through a nonlinear optimization algorithm.

5 Improved Method of Camera Calibration

Calibration algorithm is divided into two steps, one is to calculate interior and
exterior parameters matrix of camera through improved plane calibration method;
the second is calculate structural parameters of binocular vision system by using the
internal and external parameter matrix of camera [7].

According to plane calibration method, the template plane is seen as Xw-Yw
plane of the world coordinate system, type 1 can be simplified as follow.

S
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On the type, H is called single matrix. To calculate the internal and external
parameters is converted into calculating H. According to the principle of the linear
imaging model, it can get two linear equation correspond to each pair of the known
world coordinates and computer image coordinates, H is obtained when there are
enough corresponding points, then decomposed to get the internal and external
parameters. Optimization process is divided into two steps on the whole.

(1) Regardless local optimization of the distortion

Regardless of distortion is ignored radial distortion and tangential distortion of
camera calibration in the process of optimization. Local optimization refers to the
selection of corresponding points, not adopt all point in the image, but considering
the due to ignore the influence of distortion, so only choose less distortion point
near the image center as a corresponding points to optimize, thus reducing the error,
make the optimized PARAMETERS in the first step as accurate as possible. When
selecting points are near the image center, due to its distortion volume is small, so
cannot consider distortion, evaluation criterion for optimization model is estab-
lished according to the ideal perspective model.

min= ∑
n

i=1
∑
li

j=1
m

0
i, j −m F,Ri,Ti,mi, j

� ���� ��� ð6Þ

On the type, m
0
i, j is image coordinates of j point in image i, mi, j is for the

corresponding world coordinates; li is the number of point for image ii. Constraint
equation is that Ri should satisfy the six orthogonally equation. The purpose for
optimization model is put F, Ri and T as the initial value of optimizing function, the
optimization algorithm is Levenberg–Marquardt for its optimization.

(2) To obtain precise camera model parameters, it should consider all of world
coordinate points and the corresponding image points, and establish the
optimization model to optimize all internal and external parameters. Leven-
berg–Marquardt algorithm is adopted to establish the optimization model.

min = ∑
n

i=1
∑
li

j=1
m

0
i, j −m k1, k2, p1, p2,F,Ri,Ti,mi, j

� ���� ��� ð7Þ

The distortion coefficient k1, k2, p1, p2 is very small, so the initial value can be set
to 0. The initial value of model is parameters values and the initial distortion
coefficient for the first step to calculate. Internal parameter matrix, external
parameter matrix, and distortion coefficient are obtained by two-step optimization,
which is as a result of the camera calibration.

In a binocular vision system, it should get interior and exterior parameters of the
camera and know the relative positions between the two cameras, structure
parameters of the system are rotation matrix R and translation vector T.
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Exterior parameters of the left and right camera in binocular vision system are
respectively Rl, Tl and Rr, Tr, Rl and Tl is the relative position of the world coor-
dinate system and the left camera; Rr, Tr is the relative position of the world
coordinate system and the right camera; x coordinate for any point in space is
respectively xw, xl, xr in the world coordinate system, the left and right camera
coordinate system.

x1 =R1xw +T1
xr =Rrxw + Tr

�
ð8Þ

Therefore, the relative geometric relationship between two cameras is as follow.

R=RrR− 1
1

T = Tr −RrR− 1
1 T1

�
ð9Þ

6 Simulation Experiment

The checkerboard is used as 2D plane targets in experiment, selected the
checkerboard vertices as feature point to calibrate camera parameters, which is as
shown in Fig. 2. Assume that the internal parameters of camera are constant; put the
2D plane targets in some position in the measurement volume. In the measurement
volume, the 2D plane targets can move free, do not need to know the parameters of
the movement. The CCD camera shoot 28 groups plane target images for different
position and angle. Considering the orthogonally of rotation matrix, camera
parameters are obtained. In the process of calibration, assuming that the internal
parameters of camera is constant whether the camera shoot targets from which
angle, only the external parameters changed.

In this binocular vision measurement system, the internal and external
parameters of two cameras are:

Fig. 2 2D plane targets
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(1) Internal parameters for left camera

fcl = 594.22, 591.74½ �,Ccl = 154.33, 254.46½ �,
k1l = − 0.14, k2l =0.26, p1l = − 3.1 × 10− 3, p2l = − 8.7 × 10− 4.

(2) Internal parameters for right camera

fcr = 3675.41, 3670.17½ �,Ccr = 806.61, 612.92½ �,
k1r = − 0.17, k2r =0.88, p1r = − 1.72 × 10− 3, p2r =1.13 × 10− 3.

According the calculated camera parameters, it reconstructed the location
relationship between the camera and different location targets, which is as shown in
Fig. 3.

The internal and external parameters of two CCD cameras are processed by
stereo calibration toolbox in MATLAB. According to the relationship between the
camera coordinate system and world coordinate system, stereo calibration is made
to get the location relationship for two CCD camera coordinate systems, which is as
shown in Fig. 4. The calibration results of the binocular stereo vision measurement
system are as follows.

R= ½− 2.9 × 10− 2, 0.38, − 1.17 × 10− 3�,
T = ½− 200.34, 100.35, 150.75�.

The standard model of stage is placed in measuring volume of binocular vision
measurement system, the left of the model is composed of multiple parallel plane;
the spacing between adjacent plane are 1.00 mm, the right is a standard cant. A 3D
reconstruction result of the stage model is shown in Fig. 5, using the least squares
fitting plane equation, the distance between the adjacent parallel planes is 0.99 mm
by calculating.

Fig. 3 Location relationship
between the camera and
targets
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7 Conclusion

The camera calibration is one of the key technology for binocular vision mea-
surement system, this paper used camera pinhole model for calculating initial
interior and exterior parameters, then the radial and tangent distortion were intro-
duced, and the nonlinear optimizing method was used to solve distortion coeffi-
cients. The interior and exterior parameters of CCD cameras are processed by stereo
calibration toolbox in MATLAB, so that it can get the relationship poison of two
cameras. Finally, a standard model of stage is measured, and its three-dimensional
shape is restored. The experimental results verify the accuracy and stability of this
method.

Fig. 4 Stereo calibration
results

Fig. 5 Measurement results
of stage model
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The Structure Shaping of ITAE Optimal
Control System Base on PSO

Yuzhen Zhang, Qing Li, Weicun Zhang, Yichang Liu and Zhao Pei

Abstract A method, structure shaping, based on the standard form of ITAE
optimal control, is presented in the paper. First, structure shaping is related to
adjusting the factors of local feedback and open-loop amplification; second, the
PSO is used to obtain the optimal result of structure shaping. The results show that
after structure shaping, tracking response, stability and robustness have been greatly
improved, which possess a high practical value in engineering.

Keywords Standard form ⋅ ITAE optimal control ⋅ PSO ⋅ Structure shaping

1 Introduction

The standard form of closed-loop system transfer function, satisfying ITAE optimal
control, was pointed out by Dunstan Graham and R. C. Lathrop in the 1950s [1, 2].
After a period of silence, it was gradually applied in engineering [3]. Actually, to
the best of the authors’ knowledge, Ref. [4] showed the ITAE optimal regulation
law in SCR direct current drives systems. Reference [5] provided the ITAE optimal
control digital servo system of type III. Twice optimum control for time delay
system was referred to [6, 7]. In order to design the twice optimum control for a
kind of second-order systems with deadtime, the new standard forms of ITAE
optimum transfer function were given in [8] with the better performance index than
before. The application proved that the ITAE optimal control law can be suitable for
application in engineering with good performance.

On the basis of ITAE optimal control system, in order to strengthen the system
damping in the middle band, the value of local feedback should be increased,
improving stability and robustness, but followed by slowing down the rising speed
inevitably [9]. Correspondingly, the open-loop amplification factor also needs to be
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increased to ensure the smoother and faster system response process. This approach
is called structure shaping [9].

Particle Swarm Optimization (PSO) is a kind of evolutionary computation
technology, proposed in 1995 by Dr. Eberhart and Dr. Kennedy [10]. It is originated
from research on bird flock preying behavior [10, 11]. The basic idea of particle
swarm optimization algorithm is to find the optimal solution, through collaboration
and information sharing between individuals in the group. The advantages of PSO
are simple and easy to achieve without many parameters to be adjusted.

In the paper, in order to complete the structure shaping with the optimal factor,
the PSO is introduced. Based on the ITAE optimal standard form, the PSO is used
to obtain the result of structure shaping.

2 Particle Swarm Optimization

The basic idea of PSO can be described as following. Consider the search space
S ∈ Rn and the particle swarm M ∈ Rm consisting of m particles, the position of
each particle Xi = Xi1,Xi2, . . . ,Xinð Þ represents a candidate solution for one ques-
tion. The quality of these solutions is determined by the value of the fitness
function. Fitness function relates to the objective function of the specific problem.
Particle jumps in the search space S at the speed of Vi = Vi1,Vi2, . . . ,Vinð Þ. In the
process, the best position of every particle can be expressed as Pi = Pi1,ð
Pi2, . . . ,PinÞ. Individual particles record themselves the optimum results Pi in the
search process, meanwhile recording the global optimum result Pg = ðPg1,
Pg2, . . . ,PgnÞ. Then, individual particles update Xi and Vi based on the Pi and Pg.
Through iteration searching, the optimal solution can be found finally.

PSO has the following advantages: a. realized easily; b. relatively few param-
eters; c. fast convergence.

2.1 PSO Process

Initialization. Generating m particles’ random position vectors xiðtÞ, i=1, 2, . . . ,m,
in the search space, then the velocity vector viðtÞ= v1i , v

2
i , . . . , v

n
i

� �
, i=1, 2, . . . ,m

can be obtain by the position. Set the maximum value of iterations Tmax and
accelerated constant C1, C2.

The fitness function FðxiÞ is calculated, thus the quality of the particle fitness can
be evaluated.

For each particle, its current fitness function value is compared with its previous
best fitness value pbest. If the current value is superior to the original value, the
original value will be replaced by the current value. The position of the particle Pi

consists with its fitness value.
Similar to the previous step, the global optimal fitness value gbest of particle

swarm also can be updated.
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Each particle’s speed and position is updated, then, the cycle continues execu-
tion until the termination condition is satisfied.

From the above, the PSO is completed, as shown in Fig. 1, thus we got the
optimal solution for the problem.

2.2 PSO Design

Consider the search space S∈Rn and the particle swarm M ∈ Rm, the position of
each particle is given by

xiðt+1Þ= xiðtÞ+ viðt+1Þ ð1Þ

Further, define the velocity of each particle, that is,

viðt+1Þ=ωðtÞviðtÞ+C1ðtÞr1ðpiðtÞ− xiðtÞÞ+C2ðtÞr2ðpgðtÞ− xiðtÞÞ ð2Þ

where inertia weight ω controls the impact of the velocity at last moment on the
current velocity. It balances the global search ability and the local search ability of

Start

Initialize the position and 
speed of the particle swarm

Calculate the fitness 
function

F(xi) is 
superior to 

pbest

Pi=Xi

Termination 
condition

F(xi) is 
superior to 

gbest

Pg=Xi

End

Y

Y

Y

N

N

N

Fig. 1 PSO flow chart
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the algorithm. In this paper, inertia weight is set as variable, decreasing gradually.
Thus, the exploration and exploitation is better than the constant one.

Learning factor C1ðtÞ indicates the cognitive ability of particles themselves
experience, adjusting step length forward the best position. Learning factor C2ðtÞ
represents the cognitive ability of the social experience, regulating step length to
the global best particle position. Further, we set the learning factors as variable,
those are,

C1ðtÞ= c1f −
2 * t
Tmax

ð3Þ

C2ðtÞ= c2f +
2 * t
Tmax

ð4Þ

where c1f and c2f are constant.
r1 and r2 are both random number, which is to allow particles can go forward

with equal probability of acceleration. Thus particles fly to the best position
themselves and the global best position. The iteration, t=1, 2, 3, . . ., is satisfied
with t≤Tmax.

In addition, the maximum velocity Vmax limits particle’s biggest displacement
distance. If Vmax is too large, the optimal solution may be skipped. On the contrary,
the result is a local optimal solution.

3 Structure Shaping

For a system, there are several optimum control laws. Through comparative anal-
ysis, the ITAE optimum control law is more practical and selective than others [12].
However, the system with good dynamic property the performance can be
improved further by structure shaping. As structure shaping is an engineering term,
practical examples can show the conclusion obviously. In order to achieve a more
pronounced effect, the standard form of transfer function, satisfying ITAE optimal
control, is used to implement structure shaping.

Through analysis and discussion, on the basis of ITAE optimal control system,
in order to improve stability and robustness of the system, the system damping in
the middle band should be strengthened. It requires that feedback coefficient can be
introduced. Meanwhile, most controller parameters are unchanged. So, the value of
local feedback coefficient is increased. But it slows down the rising speed inevi-
tably. Correspondingly, the open-loop amplification factor is also need to increase
to ensure the smoother and faster system response process. This approach is called
structure shaping. For more details, the reader is referred to [9].

From the above, we can know that the standard form of closed-loop system
transfer function, satisfying ITAE optimal control has good generality. For the
transfer function, structure shaping is completed by adjusting the molecules and the
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denominator coefficients of the transfer function. From this point of view, some
simulation experiments can be done. Meanwhile, the results can show the superi-
ority of the system performance after structure shaping obviously. The simulation
results are presented in the next section.

4 Simulation Results

Consider the transfer function standard form of ITAE optimal control system,
which is presented in Ref. [12]. In the author’s opinion, the generic form of con-
trolled object after structure shaping can be shown as

GðsÞ= b
sn + a1 * sn− 1 +⋯+ an− 1s+ an

ð5Þ

where a1, a2, . . . , an, b are the adjustable factors.
Based on MATLAB/Simulink platform, PSO is accomplished by M-file, and the

simulation control model is established. Appropriate fitness function is used iter-
atively to search the best transfer function form after structure shaping.

It is worth noting that the integral bound of ITAE is zero to the limited time,
rather than zero to infinity. Besides, the system performance index J is not the ITAE
optimum control law simply, but the overshoot σ is considered. That is

J = ð1+ a * σÞ *
Zτ

0

τ eðτÞj jdτ ð6Þ

where a is weighting coefficient, eðτÞ is the error.

Case 1
The second-order ITAE optimal control system is shown in Fig. 2a. On this
occasion, there are two factors should be adjusted. The transfer function after
structure shaping is also presented in Fig. 2a. The reference signal and the output
signal yðtÞ are shown in Fig. 2b.

From the Fig. 2b, after structure shaping, response speed has been greatly
improved. To some extent, system stability has improved.

Case 2
The third-order ITAE optimal control system is shown in Fig. 3a. According to the
generic form, as formula (5) shown, there are three factors should be adjusted. The
transfer function after structure shaping is also presented in Fig. 3a. The reference
signal and the output signal yðtÞ are shown in Fig. 3b.

As shown in Fig. 3b, after structure shaping, response speed has been greatly
improved obviously. However, comparing to the Case 1, the effect of the performance
improvement is decreased slightly. To some extent, system stability has improved.
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Case 3
Similar to the above, the fourth-order ITAE optimal control system is shown in
Fig. 4a. Then, there are four factors should be adjusted. The transfer function after
structure shaping is also presented in Fig. 4a. The reference signal and the output
signal yðtÞ are shown in Fig. 4b.

Similar to the above, system performance has been greatly improved obviously.
However, compare to the Case 1, the effect of the performance improvement is
decreased slightly.
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Fig. 2 s-order system structure and its response. a Contrasting system structure of Case 1. b Set
value and output yðtÞ of Case 1
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Fig. 3 Third-order system structure and its response. a Contrasting system structure of Case 2.
b Set value and output yðtÞ of Case 2
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Fig. 4 Fourth-order system structure and its response. a Contrasting system structure of Case 3.
b Set value and output yðtÞ of Case 2
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In summary, as shown in Figs. 2, 3 and 4, after structure shaping, tracking
response has improved. However, through the comparison, we also can find that, to
some extent, the effect is decreased as the increase of system order.

5 Conclusions and Future Work

With the help of PSO, the parameter tuning issue on the structure shaping has been
addressed with the simple methods, satisfying ITAE optimal control law. The
results show that after structure shaping, tracking response and stability of the
systems have improved.

However, in the author’s opinion, the fitness function could be more appropriate
and accurate. To a certain extent, structure shaping possesses a high practical value
in engineering. Thus, the future research will be focused on the practical application
in motor control.
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Vehicle Queue Detection Method Based
on Aerial Video Image Processing

Haiyang Yu, Yawen Hu and Hongyu Guo

Abstract Vehicle queue length is one of the important traffic parameters in
intelligent traffic management system. High-altitude video monitoring avoids
environmental object barrier and has advantages of dynamic video monitoring like
larger view range, multi-angle and high precision, at the same time, it provides
technical support for the vehicle queue length detection at the intersection. In order
to detect the vehicle queue length in real time and apply it to the management of
intelligent traffic system, a new algorithm based on video vehicle queue length
detection is proposed in this paper. First, the frame difference method is used to
construct the background of the image so that the background modeling error of
moving objects could be reduced. On this basis, relief operation is taken to the
image background and the current frame image in order to avoid the impact of light
changes on the algorithm. Finally, the two-value image is analyzed to obtain the
real queue length. The experimental results show that the improved method is
simple to achieve and it can obtain a more accurate queue length.

Keywords Intelligent transportation ⋅ Vehicle queue length ⋅ Frame difference
method ⋅ High-altitude video image ⋅ Two-value image analysis
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1 Introduction

In recent years, the increasing number of vehicles makes the city intersection
congestion increasingly more serious. It also makes the intelligent transportation
system (Intelligent transportation system, ITS) gradually become one of the
inevitable trends of traffic management in the future. Intelligent transportation
system utilizes effective combination with advanced information technology,
computer technology, sensor technology, communication technology, and control
technology to carry out an accurate, efficient, and scientific management system for
the transportation.

Vehicle queue length is one of the important traffic parameters in intelligent
traffic management system [2]. The traditional way of loop detector is easy to count,
but it is difficult to detect the specific length of the vehicle. Most of the domestic
traffic intersections use the timing control of traffic signal lamp as the fixed time,
there are also part of the intersections using piecewise control which means
according to the preestimated traffic peak, the allocated time of traffic lights is
designed in advance. However, the way of fixed time allocation is difficult to adapt
to the random variation of traffic flow. Intelligent traffic signal machine command
system should distribute the time of traffic signal lamp accurately in real time
according to the change of vehicle queue length in intersection [3], and satisfy the
road passing guarantee to the greatest extent, which can greatly improve the
intersection congestion phenomenon. High-altitude video monitoring avoid envi-
ronmental object barrier and has advantages of dynamic video monitoring like
larger view range, multi-angle, and high precision, at the same time, it provides
technical support for the vehicle queue length detection at the intersection. With the
rapid development of computer vision technology, the application of image pro-
cessing technology in the field of intelligent transportation systems is more and
more widely used. At present, the methods of vehicle queue length automatic
extraction commonly used based on image processing are: (1) the optical flow
method: the method is built on the assumption that the background gray scale
changes smaller, and the time and space of the image are analyzed in optical flow
field to segment the moving object boundaries, but the algorithm has complex
realization, a great mount of computation, and it is difficult to compute in real time.
(2) frame difference method: the method usually calculate the difference image of
the front and back frames directly and segment the moving object region by setting
the threshold, but when the vehicle speed at the intersection is slow or stop, it will
lead to the failure of the method; (3) background method: this method is the
difference between the current frame and background image to extract the vehicle,
which is susceptible to illumination changes and shadows [1]; (4) object extraction
method: such as the application of edge detection algorithm to segment the number
of vehicles in the image, and the effect of background information of the image is
great on the algorithm, which leads to the increasing of its implementation com-
plexity, and the calculation error of queue length caused by vehicle mutual
occlusion is large [4].
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The real time, accurate, and effective vehicle queue length automatic extraction
method is very few now, this is because the complex changes in urban traffic
environment seriously affect the effectiveness and real time of the algorithm. In
order to detect the length of the vehicle accurately and in real time and be applied to
the intelligent transportation system management. A new algorithm based on video
vehicle queue length detection is proposed in this paper. The algorithm is divided
into three parts. At first, the sample information on time series is trained for a period
of time, and the frame difference accumulation method is used to establish a clean
image background. Then the current frame image and the background template are
pretreated by relief, and the motion template is extracted by the image background
method. Finally, the two-value target template obtained is carried on logical
operation to extract the relevant parameters of the queue length for mathematical
statistical modeling analysis.

2 Background Building

The frame difference detection algorithm has the strong robustness to the light
variation in traffic environment, which can quickly extract the movement area.
Therefore, this paper uses the frame difference method to construct the background
image. The thought of constructing the image background by frame difference
method is that the gray scale of background pixel points changes relatively slowly,
and the gray scale of moving regions in front and back frames will have more
obvious changes. Through two frames subtraction, the absolute value image of
brightness difference is obtained, and moving object region is extracted by setting
the threshold segmentation. We assume that Iðx, y, tÞ represents the current frame at
time t, and Iðx, y, t− 1Þ represents the front frame at time t − 1. The relation
operation of frame difference image and the two-value template image between the
two adjacent frames is as follows:

Bðx, y, tÞ= α× Iðx, y, tÞ+ ð1− αÞ× Iðx, y, t− 1Þ Iðx, y, tÞ− Iðx, y, t− 1Þj j> T
ð1− αÞ× Iðx, y, tÞ+ α× Iðx, y, t− 1Þ Iðx, y, tÞ− Iðx, y, t− 1Þj j≤ T

�

ð1Þ

In the formula, α∈ 0, 1ð Þ is the weight parameter which should be taken the
smaller value. T is a predetermined threshold. Bðx, y, tÞ is the pixel value of image
background at time t.

From the formula (1), we can know that the image Bðx, y, tÞ fully utilizes the
information of the front and back frames image, focus on conserving the back-
ground information which is the part of the front and back frames whose change is
smaller, and suppress vehicle movement area which is the part of the frame dif-
ference that has the larger change. By calculating the background image sequence
Bðx, y, tÞ in the time [0, T], the mean value of the cumulative value in time (t[0, T])
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is calculated to express the image background BGðx, yÞ. This paper adopts the
method of extracting image interest to improve the running speed of the algorithm
and avoid the influence of illumination change on the model. Figure 1 is the interest
lane extraction, Fig. 2 is the image background obtained by frame difference
method.

3 Moving Segmentation

In this paper, moving target extraction is divided into two processes. First, relief
operation is taken to the image background and the current frame image in order to
reduce the influence of illumination and shadow on the algorithm. Finally,

Fig. 2 Frame difference
background image

Fig. 1 Interested lane
extraction
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background subtraction method is used on the preprocessing image to separate the
motion region, and the template image is analyzed so that the real queue detection
results can be obtained.

3.1 Image Relief Operation

The complex changes of traffic environment such as light and shadow have a great
influence on the detection model, and the literature [6], and so on give the illu-
mination robustness detection algorithm and the method of reducing the shadow
effect. But these methods are only designed for monitoring high-definition image at
close quarters. For the high-altitude monitoring images, light effect is more obvious,
which greatly reduces the effectiveness of the detection model based on color
information. In order to avoid complex calculation, this paper uses simple image
relief operation, and the convolution is as follows:

BGnewðx, yÞ=
Z Z

Ω

K ×BGðx, yÞdxdy+128 ð2Þ

In the formula, Ω is the whole image region, K =
1 0
0 − 1

� �
is the convolution

kernel.
Figure 3 is a relief image of the current frame, Fig. 4 is the background relief

image. After analyzing and processing the image we can know that, the effect of
relief image treatment is to strengthen the object boundary, which greatly increases
the part of interest border and weakens the influence of illumination on image, and
the ideal treatment effect is achieved.

Fig. 3 Relief image of the
current frame
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3.2 Threshold Segmentation

After image relief operation, the light and shadow or other external environment
influence are greatly reduced. In this paper, the background subtraction method is
used to extract the moving object, and the difference image Diff between the current
frame and the background image is obtained.

Diff = Inew −BGnewj j ð3Þ

The difference image Diff is carried on Otsu threshold segmentation to achieve
automatic target segmentation and avoid the weakness of artificial selected
threshold. We assume that the image has L gray levels, the pixel number of gray
scale i is ni, the total number of pixels is N, the occurrence probability of each gray
value is pi = ni N̸. And assume that there is a threshold T that segments the image
into two regions which are the background class A= ð0, 1, 2, . . . ,TÞ and target class
B= ðT ,T +1, T +2, . . . ,L− 1Þ. The each occurrence probability of the two classes
is,

pA = ∑
T

i=0
pi, pB = ∑

L− 1

i= T +1
pi ð4Þ

The calculation of gray mean values of A and B are,

Fig. 4 background relief
image
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ωA = ∑
T

i=0
ipi p̸A, ωB = ∑

L− 1

i= T +1
ipi p̸B ð5Þ

The whole image gray mean value is further get

ω0 = pAωA + pBωB = ∑
L− 1

i=0
ipi ð6Þ

So the inter-class variance between two regions of A and B can be obtained,

σ2 = pA ωA −ω0ð Þ2 + pB ωB −ω0ð Þ2 ð7Þ

Because the larger the inter class variance, the bigger the gray level difference of
two classes. The optimal threshold Tbest is obtained by the maximum type (7),

Tbest = argmax
0≤ T ≤ L− 1

pA ωA −ω0ð Þ2 + pB ωB −ω0ð Þ2 ð8Þ

The difference image Diff is segmented by threshold Tbest to obtain the two-value
image Object,

Objectðx, yÞ= 1 Diffðx, yÞ>Tbest
0 Diffðx, yÞ<Tbest

�
ð10Þ

4 Queue Detection

Motion detection two-value template is an important analysis object of the fol-
lowing vehicle detection or other tasks [5]. Two-value template takes the noise of
the foreground region in the case of keeping the foreground information, this paper
hopes that the information of the image can get the minimum loss and achieve the
purpose of removing noise.

The first goal of this paper is to eliminate the noise points in the foreground
region, and to eliminate the boundary points of the foreground object by using the
erosion operation, which makes the boundary interior shrink, and at the same time,
the object smaller than the structural elements can be removed. In practice, the
whole object needs to be obtained, not only the independent pixels after erosion.
Finally, the foreground boundary points are expanded by expansion, which is
effective to fill the void of object after the image segmentation. After processing the
two-value template filling such as the void of the moving object, the boundary and
noise of the moving object are smoothed, which lay the foundation for the
follow-up target analysis. Figure 5 is the threshold segmentation image, Fig. 6 is
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the image after corrosion and expansion, from them we can see that the processed
image better reflects the moving target.

Figure 7 is the setting of temple center line image of interest lane. From the
geometric characteristics of the lane at intersection we can know that, lane geometry
is approximated as rectangular. And in this paper, the length of temple center line is
considered approximate to the length of the vehicle lane. Figure 8 is the intersection

Fig. 5 Threshold
segmentation image

Fig. 6 Image after corrosion
expansion
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of the temple center line image of the lane and the image after processing, and the
virtual queue length can be obtained which is the length between the first goal and
the last one. In this paper, we set the length of the real queue which is the sum value
of the length of the moving target in Fig. 8.

Fig. 7 Interested template
center line

Fig. 8 Queue length
extraction
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5 Experimental Results and Analysis

In this paper, the experimental test hardware are P4/3.0 GHz CPU,1 GB memory,
WinXP system, and VC development environment. In order to further verify the
results of this algorithm, this paper uses the following three parameters to illustrate
the performance of this algorithm.

S1 = real detection length/interest template length;
S2 = real detection length/virtual length ratio;
S3 = error length/interest template length, length of error = Virtual length
ratio − real detection length.

Figure 9 is the queue detection results of intersection obtained by the method in
this paper. Figure 9a–d are the images of 500 frames test results in total in different

Fig. 9 Test results of the method in this paper
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period. From them, the red line represents the actual queue length, the blue solid
box represents virtual queue length. Figure 10 is about the variation curves of
parameter S1, S2, and S3 in detection results of this paper. The analysis of Figs. 7
and 8 shows that, when the new target enters in interest lane, as is shown in Fig. 10,
vehicle queue length increases at first, the curve of parameter S1 begins to grow and
then tends to be stable, the curve of parameter S2 decreases sharply at first and then
increases steadily, the curve of parameter S3 first increases sharply and then
gradually decreases. This is because the virtual queue length increases first and then
decreases. When the new target drives out of interest lane, the curves of parameters
S1, S2, and S3 return to the start state.

Figure 11 is the queue detection results of morning peak obtained by the method
in this paper. Figure 11a–d are the images of 500 frames test results in total in
different period. Figure 12 is about the variation curves of parameter S1, S2, and S3
in morning peak queue. The analysis of Figs. 11 and 12 shows that, when the new
vehicle enters in target region, the real queue length increases constantly, the dif-
ference value of virtual queue length and the real queue length continues to

(a) (b)

(c)

Fig. 10 Variation curves of parameter s1, s2, and s3 in test results. a Variation curve of parameter
s1, b Variation curve of parameter s2, c Variation curve of parameter s3
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decrease. When another new target enters in the target region, the real queue length
also increases constantly, but the difference value of virtual queue length and the
real queue length begins to increase first and then decrease. So the curve of
parameter S1 increases constantly, the curve of parameter S2 increases first and
then decreases and finally increases again, the curve of parameter S3 decreases first
and then increases and finally decreases again.

Figure 13 is the queue detection results of evening peak obtained by the method
in this paper. Figure 13a–d are the images of 500 frames test results in total in
different period. Figure 14 is about the variation curves of parameter S1, S2 and S3

Fig. 11 Test results of queue in morning peak
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in evening peak queue. The analysis of Figs. 13 and 14 shows that, when the new
vehicle enters in target region constantly, the real queue length increases, the dif-
ference value of virtual queue length and the real queue length increases first and
then decreases constantly which means the oscillation phenomenon. So the curve of
parameter S1 increases constantly, the curve of parameter S2 shows the oscillation
phenomenon that decreases first and then increases constantly, the curve of
parameter S3 firstly increases first and then decreases and performs the repeated
alternation.

6 Conclusions

A new algorithm based on video vehicle queue length detection is proposed in this
paper. The algorithm uses the frame difference method to extract the background of
the image, and reduces the influence of motion blur and noise or other factors on the
background modeling. The image preprocessing is carried on the relief operation,
which reduces the impact of light change on the model, thus greatly improves the

(a) (b)

(c)

Fig. 12 Variation curves of parameter s1, s2, and s3 in morning peak queue. a Variation curve of
parameter s1, b Variation curve of parameter s2, c Variation curve of parameter s3
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accuracy of the algorithm. Finally, the real queue length is extracted by two-value
image analysis. By analyzing the experimental detection results in the morning and
evening peak, we can see that the improved method is simple to achieve and has
good practicability and accuracy.

Fig. 13 Test results of queue in evening peak
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The Design and Application
of a Manipulator’s Motion Controller
for Changing CNC Machine Tools

Wenhao Tong, Weicun Zhang and Weidong Li

Abstract Computer numerical control (CNC) machine is one of the most impor-
tant processing means in the manufacturing industry right now. The paper presents
and designs a motion controller of manipulator which is used to change the tools for
the CNC machine. First, the paper describes the necessity and significance of
automatic tools change for CNC machine. Then the details about the hardware and
function of the motion controller of manipulator for tools change are introduced. In
the end, the paper analyses the data clearly about the whole system when the
manipulator is working.

Keywords Manipulator ⋅ Computer numerical control machine tools ⋅ Tools
change ⋅ Motion controller

1 Introduction

The first CNC machine in the world was invented at Massachusetts Institute of
Technology in 1952 [1]. With the widely utilizing of CNC machine in machinery
manufacturing industry, especially in automotive industry, aerospace and military
[2], computer numerical control technology are developing rapidly in hardware and
software [3]. In 1956, the Fujitsu invented the Numerical Control Turret Punch
Press (NCT). The company IBM of America invented AP machining center at the
same time. The company KT of America had invented the Auto Tool Change
(ATC) in 1958. And our country started researching the CNC in 1958 [4].
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With the rapid development of modern industry, various machines’ automation
and intelligence having been improved rapidly [5]. And it promotes the usage rate
of the CNC machine. Tools are the one of the most important part of the CNC
machine [6], and it is frail. In addition, the lifetime of the tools has serious impact
on reliability of CNC machine [7]. When the CNC machine is running, the con-
dition of machining and the hardness of the work are always changing [8]. And this
could cause low accuracy of the work. In order to ensure high accuracy of the work
and save machining time, the CNC machine needs to change tools timely. Because
of the consumption of the tools, it is frequently needed to change tools.

The manipulator of the CNC machine is very important for tools change. In this
paper, the manipulator has four free degrees. This manipulator can carry two tools
at the same time. And one is the old tool, another one is the new tool. So, it can
install the new tool after taking out the old tool.

The paper mainly talks about how to design a motion controller for manipulator
of CNC machine which is used to change tools. And the system mainly contains
communication technology and motor driving technology.

2 System Description

The structure block diagram of the motion controller for manipulator of CNC
machine is described in Fig. 1.

Human-computer
interface

232
serial 

communica on

Mo on
controller

232
Serial

communica on

IO interface
expansion board

485
signal

communica on

Two servo
motors

Four solenoid
valve

M
anipulator

Fig. 1 The structure of the
system
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(1) Human–computer interface: workers enter the instructions into PC. PC sends
these instructions to motion controller through serial port. The instructions
contain some information, such as speed, the number of pulse, direction of the
motion, the command of tools changing, and the command of solenoid valve.

(2) Motion controller: the core chip of the motion controller is TMS320F28335,
which produced by Texas Instrument. The chip can manage a large number of
data. The clock frequency of the chip is up to 150 MHz. Its single precision
floating point operation unit with IEEE-754 standard. It has 16 × 16 and
32 × 32 multiplication accumulation operation. It has Harvard bus architec-
ture with rapid interrupt response and processing. The code has high effi-
ciency. Therefore, this motion controller could realize more difficult algorithm
and logic calculation in software. And it also prepares for the motion con-
troller’s upgrade. The work of the controller is analyzing the order from the
PC. On one hand, it sends the control commands to the driver, and receives the
feedback message at the same time which means the position of the two servo
motors. And it also represents the position of the manipulator. On the other
hand, it sends the solenoid valve control command to the IO interface
expansion board, and these commands are used to control the motion of the
manipulator with four free degree. And at the same time, the controller reads
the position of each free degree feedback from the IO interface expansion
board, which can avoid the fault when the manipulator is running.

(3) IO interface expansion board: the board receives the instrument from con-
troller to control the solenoid valves directly. And it sends the position of the
solenoid valves to controller timely.

(4) 232 serial’s communication: this communication mode is full duplex, with
high speed and good stability. It has far transmission distance, and it is used in
the industrial field with bad environment.

(5) AC servo motor: the Panasonic AC servo motor is accurate. And its task is to
move the manipulator installed on the CNC. In order to adjust the position of
the manipulator, it also needs to send the position information of the manip-
ulator to the controller.

(6) Manipulator: there are four solenoid valves. The first one is used to rotate the
manipulator, and the second one moves the manipulator up and down. The
third one is linked to the finger 1, and the fourth one is linked to the finger 2.
And the two fingers’ functions are taking tools and changing tools.

An interface is retained, which can achieve with 485 communication protocol.
And it can do some software test.
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3 Mechanism of the Manipulator

As we can see in Fig. 2, at the top of the picture, there are two black axes driven
by two servo motors. And the two axes could move the manipulator to the desti-
nation. The manipulator is installed below the axes, with four free degrees that are
already described above. Because the degree of the manipulator is controlled by the
solenoid valve, each degree of the manipulator could only realize two actions.
The axis of rotation can only be rotated 180°. The vertical axis can only be moved
up and down in a fixed distance. And the finger 1 and 2 can only open and close.

4 Hardware Circuit Design

The controller is the heart of the system. And it must have these functions: input
differential signal; output differential signal; two path of 232 serial communication.
The paper chooses TMS320F28335 as the core chip. For this controller, it mainly

Fig. 2 The physical map of
the manipulator
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contains the power module, communication module, and input/output signal
module. The functional block diagram of the control board is described in Fig. 3.

(1) The power supply is 24 V. 24 V through the chip LM2596 could be changed
to 5 V. And the core chip needs 3.3 and 1.9 V power supply. 5 V through the
chip PS767D301 could be changed to 3.3 and 1.9 V.

(2) Serial communication module. This module uses a chip MAX3232 which can
achieve two path of serial communication.

(3) The output differential signal is 5 V. So that the controller uses the chip
MC3487 which can output 5 V differential signal. And the chip can transform
the unilateral 5 V TTL signal into bilateral 5 V differential signal.

(4) The input differential signal needs to be transformed into TTL signal.
Therefore, the paper chooses chip 6N137 which can transform 5 V differential
signal into 5 V TTL signal. Then the core chip can receive the signal.

(5) There is a very important circuit besides all above. The core chip can only
receive the signal with 3.3 V. So the TTL signal with 5 V must be changed, or
the signal with 5 V will damage the core chip [9]. The paper choses chip
SN74LVC4345. This chip can achieve two-way transformation.

power

TMS320F28335

232 serial 
communica on

Human-computer
interface

Output differen al
signal

232 serial 
communica on

Input differen al
signal

IO interface 
expansion board

Fig. 3 The functional block
diagram of the control board
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5 Software Process

The controller is waiting for the data from the PC. If PC sent data to the controller,
the serial port interrupt will be triggered. Then the core chip will save these data to
its register. Then the controller will analyze and open these data. Because part of
them- motor code will be used to be sent to the servo driver. Then the driver will
follow the order to drive the motors. And at the same time, servo driver will send
the position of the motors timely to the controller. And the rest data will be sent to
IO interface expansion board. Then the board could control the solenoid valve
independently and logically. And it means the action of manipulator could act
correctly. And besides, the controller will send the message that contains manip-
ulator’s position to PC to be saved and read (Fig. 4).

Human-computer 
interface

Serial port 
interrupt

Yes

Analyze and open 
data from PC

No

Servo driver

IO interface 
expansion board

Motor codeposi on

motors

data

Four solenoid valve

Manipulator ac on

Fig. 4 Software process
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6 Test Results

There is a group of data. It represents the action that the manipulator is taking tools.
The computer gets these data every 0.5 s. The unit in the table of the paper is
millimeter.

Because there is no difference between taking tools and changing tools in trace, I
just collect the data of taking tools. The only difference between them is that the
action of changing tools has one more action the rotation axis will rotate.

7 Analysis of Experimental Results

In this part, the paper shows the error line between the standard values with the
actual values.

We can see that the manipulator’s trace from the Table 1: first, the manipulator
moves in x axis. Then it moves in y axis. When the y axis is static which means that
the motor is static, there are errors. It could because of mechanical vibration. And it
is the same as x axis. Besides, when the motor is running, there are also some
errors. It is reasonable because of the error are negligible.

They some error that cannot be able to show through table or figure. For
example, if the finger 1 or 2 be abraded, it will cause a failure of changing or taking
tools. Generally speaking, the error is controlled in a good range.

Besides all above, there are some points that need to be promoted. For example,
it is short of the check of the solenoid valve. And the controller does not have the
limitation of the motor. So my next research is about perfecting the controller and
making it more reliable (Figs. 5 and 6).

Table 1 Taking tools

Position Standard (0, 0) (200, 0) (400, 0) (600, 0)
Actual (0, 0) (200.003,

0.001)
(400.001,
0.005)

(599.997,
0.001)

Standard (800, 0) (800, 100) (800, 200) (800, 300)
Actual (800.002,

0.002)
(800.001,
99.996)

(800.001,
200.001)

(800.002,
299.999)

Standard (800, 400) (800, 500) (800, 600)
Actual (800.001,

400.000)
(800.001,
500.001)

(800.001,
600.000)
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Adaptive Terminal Sliding Mode Control
for Servo Systems with Nonlinear
Compensation

Tianyi Zeng, Xuemei Ren, Wei Zhao and Shubo Wang

Abstract To achieve high accurate position tracking of servo systems with
backlash and friction nonlinearity, a terminal sliding mode controller with adaptive
compensation is proposed in this paper. The nonlinear backlash model is converted
into the linear expression in order to simplify the system for control-oriented
design. The presented controller consists two parts, which are position tracking
controller and nonlinear compensator. A novel terminal sliding mode controller is
proposed by adopting a terminal sliding mode manifold, while making sure the
control system could reach the sliding surface and converge to equilibrium point in
finite time. The adaptive compensator is used to compensate the error caused by
linearization and friction including static friction and viscous dissipation. Simula-
tion results verify the reliability and effectiveness of the proposed method.

Keywords Servo system ⋅ Terminal sliding mode control ⋅ Adaptive control ⋅
Nonlinear compensation

1 Introduction

Servo systems have been widely used in the fields of military and industry appli-
cations. To satisfy the industry requirement, servo systems should be qualified for
high-tracking speed and high-accuracy performance. Furthermore, compared with
other control systems, nonlinearity of gear backlash and friction always existed in
servo system control problem.

Terminal sliding mode control proposed by Venkataraman [1] can converge to
equilibrium in finite time. Feng [2] developed a kind of hybrid terminal sliding
mode observer in order to achieve better performance in rotor position and speed
estimation of permanent-magnet synchronous motor control system. A new form of
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terminal sliding mode is used in [3] for rigid robotic manipulators, which can
achieve faster and high-precision tracking performance. In [4], terminal sliding
mode control and its homogeneity are researched and used in design proposal for
general finite time switching manifolds. Yan [5] designed a new terminal sliding
mode controller for MEMS gyroscopes, which can make the control system reach
sliding surface in finite time. In [6], a novel approach of adaptive fuzzy hierarchical
terminal sliding mode controller is designed to make the error converge to zero in
finite time. Obviously a variety of terminal sliding mode control methods are
adopted in servo system control, especially for position tracking problems, in order
to achieve higher control precision.

The system performance is affected significantly by the nonlinearity of gear
backlash and friction. Adaptive compensate methods are widely used as the treat-
ment for nonlinear characteristic. In [7], to estimate the optimal bound of the
lumped uncertainty, a fuzzy inference mechanism with center adaptation of the
membership functions was proposed. To achieve high precision and robustness of
rocket launcher servo system, Wu [8] adopted Chebyshev neural network to
identify the system’s Jacobian information. In [9], a novel adaptive law was
designed which can provide fast adaptation and chattering reduction in the vicinity
of sliding manifold. Bartolini [10] proposed an adaptation strategy with uncertainty
compensation which can adjust the control magnitude online. To deal with a class
of uncertain nonlinear MIMO systems, Li [11] adopted an adaptive tuning law to
estimate the unknown system uncertainties which are bounded.

In this paper, we study the servo system with nonlinearity of backlash and
friction. The terminal sliding mode control is used to achieve position tracking,
where the adaptive method is introduced to compensate the bounded errors caused
by linearization and uncertain parameters of friction model.

The rest of the paper is organized as follows. In Sect. 2, the servo system and its
linearized form are described; the state space model is also given in this section. In
Sect. 3, an adaptive terminal sliding mode controller is designed to guarantee
tracking performance and deal with the nonlinearity. In Sect. 4, the stability and
convergence of the closed-loop system based on the control method proposed are
analyzed. Finally, the simulation results are given in Sect. 5 to illustrate the
effectiveness of the proposed control method.

2 Problem Formulation

The motor driving servo system can be described as follows:

Jmθ ̈+ bmθ ̇= u−Tm
Jlθl̈ + flðθl̇Þ= Tl

, ð1Þ
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where θ and θl are the angle position of motor and load, respectively; Jm and Jl are
the moments of inertia of motor and load, respectively; Tm and Tl are the input and
output of the gear box, respectively; fl θl̇ð Þ is the friction torque.

The backlash nonlinearity of gears can be usually defined as follows:

TlðtÞ=
n Tm − αð Þ, Tṁ >0
n Tm + αð Þ, Tṁ <0
Tl t−ð Þ, otherwise

8<
: ð2Þ

where α is the backlash distance; n is gear ratio.
The backlash nonlinearity model (2) function can usually be transformed as

follows [12]:

TlðtÞ= nTmðtÞ+ d, ð3Þ

where n is gear ratio; d is a nonlinear function on Tm and bounded as dj j≤ ξ, ξ is a
positive constant, which can be handled in the following research.

To simplify the controller design, the system (1) can be replaced by the fol-
lowing form according to [13]:

n2Jm + Jl
� �

θl̇ + n2bmθl̇ = nu+ f θl̇ð Þ+ d ð4Þ

The original friction models are discontinuous or piecewise continuous which
may cause the problems of deriving smooth control actions. Furthermore, the
friction model parameters are difficult to be identified. A novel continuously friction
model which is also differentiable is adopted in this paper, where the friction torque
f ðθ ̈Þ can be expressed as follows:

f θl̇ð Þ=A1 tanh β1θl̇ð Þ− tanh β2θl̇ð Þð Þ+A2 tanh β3θl̇ð Þ+A3θl̇, ð5Þ

where A1,A2,A3, β1, β2 and β3 are positive parameters. A1 and A2 stand for the static
friction coefficients; the Stribeck effect can be described by tanh β1θ ̇ð Þ− tanh β2θ ̇ð Þ;
A2 tanh β3θ ̇ð Þ is the Coulomb friction; A3θ stands for the viscous dissipation. Further
information can be referred to [14]. It is different from general friction models, (5) is
a continuously and differentiable form which can be controlled more flexible.

The state variables x1 and x2 are defined as

x1 = θl
x2 = θl̇

�
ð6Þ

Then the state space equation is expressed as

x1̇ = x2
x2̇ = 1

n2Jm + Jl
ðnu+ f ðx2Þ− bmn2x2 + dÞ

�
. ð7Þ
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Consequently, the purpose of this paper is to control the system output tracking a
desired reference signal with satisfactory transient performance under the nonlin-
earity of backlash and friction.

3 Controller Design

To guarantee the tracking output performance, a terminal sliding mode controller
with adaptive compensation is designed. The tracking error is defined as

eðtÞ= yðtÞ− ydðtÞ. ð8Þ

Then

e ̇= x2 − yḋ . ð9Þ

e ̈= x2̇ − yd̈ . ð10Þ

The sliding mode surface is defined as

s= e ̇+ c1e+ c2λðeÞ, ð11Þ

where c1, c2 > 0 are constants, λðeÞ is defined as

λðeÞ= e
p
q, s ̄=0 or s ̄≠ 0, ej j≥ ε
τ1e+ τ2sgnðeÞe2, s ̄≠ 0, ej j≤ ε

�
, ð12Þ

where p> q are positive odd integers, s̄= e ̇+ c1e+ c2e
p
q, ε is a small positive con-

stant, τ1 = 2− p
q

� �
ε
p
q− 1, τ2 =

p
q − 1

� �
ε
p
q− 2. Taking the derivative of λðeÞ along with

(12) yields

λðeÞ=
p
q e

p
q− 1e ̇, s ̄=0 or s ̄≠ 0, ej j≥ ε

τ1e ̇+2τ2 sgnðeÞee ̇, s ̄≠ 0, ej j≤ ε

�
ð13Þ

Then the following equation can be obtained:

s ̇= e ̈+ c1e ̇+ c2λðeÞ, ð14Þ

where (14) is a continuous function.
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The controller us can be designed as follows:

us = y ̈d − c1e ̇− c2λðeÞ− k1s½ � n2Jm + Jl
� �

+ bmn2x2 ð15Þ

An adaptive strategy is adopted in order to deal with the unknown parameters of
friction model (5), and compensate the error caused by linearization.

The adaptive friction compensator is designed as

uf = − bA1f1 + bA2f2 + bA3f3
� �

, ð16Þ

where f1 = tanh β1θl̇ð Þ− tanh β2θl̇ð Þ, f2 = tanh β3θl̇ð Þ, f3 = θl̇; bA1, bA2 and bA3 are the
estimates of the uncertain parameters A1,A2 and A3, respectively.

The adaptive error compensator is designed as

un = − ξ ̂sgnðΛÞ, ð17Þ

where ξ ̂ is the estimation of the uncertain bound ξ; Λ= 1+ k2k3ð Þδ1 +
k2 + k3ð Þδ2 + δ3, δ1 =

R
θ− θrð Þdt, δ2 = θ− θr, δ3 = θ− θr. k2 and k3 are positive

constant.
The adaptive update law is given as follows:

ψ ̂̇= − γðϕs+ kψ ̂Þ ð18Þ

where ψ ̂̇= Ȧ̂1 Ȧ̂2 A ̂3̇ ξ ̂̇
� �T

, γ= γ1 γ2 γ3 γ4½ �, γ1, γ2, γ3, γ4 and k are

adaptive tuning parameters, ϕ= f1 f2 f3 sgnðΛÞ½ �T.
According to (20), (15), (16), and (17), the Eq. (14) can be rewritten as

s ̇= − k1s−
1

n2Jm + Jl
ψ ̃Tϕ, ð19Þ

where ψ ̃=ψ −ψ ̂ is the weight error.
Consequently, the controller can be expressed as follows:

u= us + un + uf , ð20Þ

where us, un and uf are controlling quantities of sliding mode controller, nonlin-
earity compensator, and friction compensator, respectively.

The proposed controller consists of a sliding mode controller for position
tracking, adaptive nonlinearity compensators for the bounded error of linearization,
and nonlinear friction function (5). The structure of the controller is shown in
Fig. 1.
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4 Stability Analysis

Theorem 1 For system (7), the control u is designed as (20) and the adaptive
update law (18) is adopted, the weight error ψ ̃, the sliding mode manifold s, and the
tracking error e are uniformly ultimately bounded.

Proof The Lyapunov function is chosen as

V =
1
2
s2 +

1
2
ψ ̃TΓψ ̃, ð21Þ

where Γ= 1
n2Jm + Jl

γ − 1. Taking the derivative of V along with (21) yields

V ̇= sṡ−ψ ̃TΓ− 1ψ ̂̇

= − k1s2 −
1

Jm − nJl
ψ ̃Tϕs+ψ ̃TΓ− 1ðϕs+ kψ ̂Þ

= − k1s2 + kψ ̃Tψ ̂.

ð22Þ

Fig. 1 Controller structure of servo system
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Consider the inequality as follow:

ψ ̃Tψ ̂=ψ ̃Tðψ −ψ ̃Þ= ⟨ψ ̃,ψ⟩− ψ ̃k k2F
≤ ψk kF ψ ̃k kF − ψ ̃k k2F ≤ ψ ̃k kFψN − ψ ̃k k2F
= − ψ ̃k kF −

1
2
ψN

	 
2

+
1
4
ψ2
N

ð23Þ

where ψ ̃k k2F = tr ψ ̃Tψ ̃ð Þ is the Frobenius norm, ψN is positive constant and
ψk k≤ψN .
Then (22) can be rewritten as

V ̇= − k1s2 + kψ ̃Tψ ̂≤ − k1s2 − k ψ ̃k kF −
1
2
ψN

	 
2

−
1
4
ψ2
N

" #
. ð24Þ

To make the system stable, V ̇<0 is needed, which means

ψ ̃k kF ≥ψN . ð25Þ

sj j≥ ψ2
N

4k1
. ð26Þ

Under the conditions above, the closed-loop system is uniformly ultimately
bounded according to Lyapunov theorem. Furthermore, ψ ̃ and s are bounded, which
means ψ ̃ and s converge to a compact set near zero. So the tracking error e can be
guaranteed bounded according to (11).

5 Simulation Results

In this section, the controller designed above will be tested to demonstrate the
effectiveness. The physical parameters of the system are listed in Table 1.

The parameters of the controller are designed as k1 = 9, k2 = 0.9, k3 = 0.2,
c1 = 50, c2 = 55, p=7, q=3, γ1 = γ2 = γ3 = γ4 = 0.5, k = 20. The initial states are
set as θ= θ=0. The initial conditions of adaptive parameters are adopted as
Â1ð0Þ=0.2, Â2ð0Þ=0.5, Â3ð0Þ=0.01, ξ ̂ð0Þ=0.6.

Table 1 System parameters Parameter Value Unit

Jm 0.185 kg ⋅m2

Jl 0.028 kg ⋅m2

bm 1.2 Nm ⋅ s r̸ad
n 7/60 /
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The reference signal is adopted as yd =2 sinðtÞ rad. The simulation results are
shown as follows.

It can be seen from the simulation results in Fig. 2 that the proposed controller
can track the reference signal with limited tracking error. The amplitude of control
torque is in a reasonable range.

Change the reference signal as yd =3 rad, the simulation results are depicted as
follows.

It can be seen in Fig. 3 that the controller can track the reference signal.
However, the amplitude of control torque can reach as high as 150 Nm, which is
unrealistic in real physical systems. Make the amplitude limited below 35 Nm, the
simulation results are illustrated as follows

Fig. 2 Tracking profiles for yd =2 sinðtÞ rad

Fig. 3 Tracking profiles for yd =3 rad
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Figure 4 shows the position tracking response when yd =3 and the control
torque limitation is 35 Nm. The controller can still track the reference signal, but the
rising time is relative long.

6 Conclusions

An adaptive terminal sliding mode control algorithm was proposed for servo sys-
tems with backlash nonlinearity and uncertain friction. The system with backlash
nonlinearity was simplified for controller design, and a kind of continuously dif-
ferentiable friction model was adopted to describe the friction dynamics. An
adaptive terminal sliding mode controller was designed to guarantee tracking per-
formance and deal with the nonlinearity of backlash and friction. The stability and
convergence of the closed-loop system based on the control method proposed were
analyzed. The simulation results illustrated the control performance of servo
systems.
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Two-Stage Recursive Least Squares
Parameter Identification for Cascade
Systems with Dead Zone

Linwei Li, Xuemei Ren, Wei Zhao and Minlin Wang

Abstract In this paper, two-stage recursive least squares algorithm (TS-RLS) is
investigated for parameter identification of cascade systems with dead zone. In
order to estimate the slopes and endpoints of the dead zone, switching functions are
presented to reconstruct the expression of dead zone. All the parameters of linear
subsystems and dead zone are separated by using the key term separation principle,
which is applied to convert the cascade systems into a quasilinear model. The
proposed identification algorithm not only estimates all the parameters of the cas-
cade systems, but also reduces the computation cost of identification process. The
result of the simulation illustrates the flexibility and efficiency of proposed iden-
tification algorithm.

Keywords Parameter identification ⋅ Dead zone ⋅ Two-stage algorithm ⋅
Cascade systems

1 Introduction

The cascade systems are block-oriented nonlinear system as shown in Fig. 1, which
consists of three parts, f ð ⋅ Þ denotes the dead zone nonlinear function, L1 and L2
represent the two linear dynamic blocks. It is noted that this model can approximate
general industrial processes,. e.g., DC servo motor, electrical devices, electrically
stimulated muscle, copper convert slag, and x-y positioning tables [1]. So, the
parameters estimation of cascade model is a hotspot problem.

There are some methods to estimate the parameters of the cascade system with
dead zone [2–5].Wang [6] proposed the corresponding noise estimation to replace the
unmeasurable noise term, and an extended stochastic gradient identification on basis
of the over-parameterization method was derived for cascade systems. Dong [7]
handled the backlash by using the subgradient, and reported a recursive identification
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for cascade systems with backlash-like hysteresis. Li [8] applied Newton iteration for
Hammerstein nonlinear controlled autoregressivemoving average systems. Vörös [9]
provided decomposition technique to handle the effect of backlash, and presented
iterative parameter identification for three block cascade model. Gomez [10] pre-
sented the subspace-based identification algorithm, in which two steps were applied
to estimate the parameters of the multivariable Hammerstein and Wiener model.
However, the identification systems of above literatures are mainly Hammerstein or
Hammerstein-Wiener model. The identification algorithm has a large of computation
cost.

In this paper, a recursive approach for the cascade systems with dead zone is
proposed. Inspired by [11], some switching functions are applied to reconstruct the
expression of dead zone, the parameters of linear subsystems and dead zone are
separated by using the key term separation principle, which is applied to convert the
cascade systems into a special model. In order to decrease the computation cost of
identification algorithm, a TS-RLS algorithm is developed.

The paper is organized as follows. Section 2 describes dead zone model and
linear subsystem. A two-stage identification algorithm is derived based on the
interactive technology in Sect. 3. Section 4 provides a simulation to validate the
effectiveness of the proposed algorithm. Finally, conclusions are offered in Sect. 5.

2 Model of Cascade Systems with Dead Zone

It is well known that the cascade systems consist of the two linear subsystems
around a nonlinear block. On the one hand, the dead zone is described based on the
switching function. On the other hand, the linear system is transformed into an
output equation.

2.1 Dead Zone Model

Consider a dead zone model in Fig. 2, where xðtÞ and vðtÞ are the deadzone input
and output, ml and mr are slope. bl and br are left endpoint and right endpoint. The
dead zone mathematical model is described by

1L ( )f 2L
( )u t ( )x t ( )v t ( )y t

Fig. 1 The structure of cascade systems
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vðtÞ=
ml xðtÞ+ blð Þ if x(t)≤ − bl
0 if − bl < x(t) < br
mr xðtÞ− brð Þ if x(t)≥ br

8<
: ð1Þ

According to formula (1), it can be seen that the dead zone model is unsuitable
for parameter identification of the dead zone. Thus, it is necessary that dead zone
model is transformed into an easy analysis of mathematical expression. This
expression is linear or quasilinear. In the previous work [12], the switching function
can be defined as

gðsÞ= 0 if s>0
1 if s≤ 0

�
ð2Þ

In order to describe piecewise characteristics of (1), it is desirable to define the
left side of dead zone

f1ðtÞ= g xðtÞ− bl½ � ð3Þ

Define the right side of dead zone

f2ðtÞ= g br − xðtÞ½ � ð4Þ

The middle section of the dead zone can be described by f1ðtÞ and f2ðtÞ. Now the
dead zone (1) can be rewritten as

vðtÞ=mlxðtÞf1ðtÞ+mlblf1ðtÞ+mrxðtÞf2ðtÞ−mrbrf2ðtÞ ð5Þ

whose the input–output characteristic (5) is equal to function (1).

2.2 Cascade Systems with Dead Zone

In Fig. 1, the cascade systems consist of three parts, where dead zone nonlinear lies
between the linear subsystem L1 and linear subsystem L2.

( )v t

( )x t
lb

rb
lm

rm

Fig. 2 Dead zone
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The linear subsystem L1 can be expressed as

B z− 1� �
x(t) =A z− 1� �

u(t), ð6Þ

where uðtÞ and xðtÞ are input and output of the linear subsystem L1, respectively.
B z− 1ð Þ and A z− 1ð Þ are polynomial in the shift operator z− 1 z− 1yðtÞ= yðt− 1Þð Þ, and
defined as

A z− 1� �
= a1z− 1 + a2z− 2 +⋯+ anaz

− na ð7Þ

B z− 1� �
=1+ b1z− 1 + b2z− 2 +⋯+ anbz

− nb ð8Þ

Assume that the orders na, nb are known, the parameters a1, a2, . . . , ana ,
b1, b2, . . . , bnb are unknown and uðtÞ=0, xðtÞ=0 for t≤ 0.

The linear subsystem L2 can be described by

D z− 1� �
yðtÞ=C z− 1� �

vðtÞ, ð9Þ

where vðtÞ, yðtÞ are input and output of the linear subsystem L2, respectively.
D z− 1ð Þ and C z− 1ð Þ are polynomial, and given by

C z− 1� �
= c1z− 1 + c2z− 2 +⋯+ cncz

− nc ð10Þ

D z− 1� �
=1+ d1z− 1 + d2z− 2 +⋯+ dnd z

− nd ð11Þ

The degrees nc, nd are known, the parameters c1, c2, . . . , cnc , d1, d2, . . . , dnd are
unknown.vðtÞ=0, yðtÞ=0 for t≤ 0.

The formulas (5), (6), and (9) can be rewritten as

xðtÞ= ∑
na

i=1
aiuðt− iÞ− ∑

nb

j=1
bjxðt− jÞ ð12Þ

vðtÞ=mlxðtÞf1ðtÞ+mlblf1ðtÞ+mrxðtÞf2ðtÞ−mrbrf2ðtÞ ð13Þ

yðtÞ= ∑
nc

m=1
cmvðt−mÞ− ∑

nd

n=1
dnyðt− nÞ+ dðtÞ, ð14Þ

where dðtÞ is a white noise with zero mean. The output model of the whole system
is obtained by a direct substitution of (12), (13) into (14), but it will lead to a
complex output equation. Thus, the key term separation principle is introduced to
simplify output equation and separate the parameters of nonlinear part and linear
subsystem.
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By half-substituting (12) into (13), vðtÞ is rewritten as

vðtÞ=mlf1ðtÞ ∑
na

i=1
aiuðt− iÞ−mlf1ðtÞ ∑

nb

j=1
bjxðt− jÞ

+mlblf1ðtÞ+mrxðtÞf2ðtÞ−mrbrf2ðtÞ
ð15Þ

Then, half-substituting (15) into (14), it yields

yðtÞ=mlc1f1ðt− 1Þ ∑
na

i=1
aiuðt− i− 1Þ−mlc1f1ðt− 1Þ ∑

nb

j=1
bjxðt− j− 1Þ

+mlblc1f1ðt− 1Þ+mrc1xðt− 1Þf2ðt− 1Þ
−mrbrc1f2ðt− 1Þ+ ∑

nc

m=2
cmvðt−mÞ− ∑

nd

n=1
dnyðt− nÞ+ dðtÞ

ð16Þ

Therefore, the particular form of the cascade systems is constructed by (12),
(13), (14), (15), and (16). Even though the output Eq. (16) is nonlinear in variables,
all the model parameters are separated.

3 The Identification Method

In the previous section, xðtÞ and vðtÞ are not available and must be estimated. So,
the TS-RLS [13] is considered. This algorithm is able to estimate the parameters of
the output expression (16) during the identification process. The output Eq. (16)
can be arranged as

yðtÞ=mlc1f1ðt− 1Þa1uðt− 2Þ+mlc1f1ðt− 1Þa2uðt− 3Þ+⋯
+mlc1f1ðt− 1Þanauðt− na − 1Þ−mlc1f1ðt− 1Þb1xðt− 2Þ
−mlc1f1ðt− 1Þb2xðt− 3Þ−⋯−mlc1f1ðt− 1Þbnbxðt− nb − 1Þ
+mlblc1f1ðt− 1Þ+mrc1xðt− 1Þf2ðt− 1Þ−mrbrc1f2ðt− 1Þ
+ c2vðt− 2Þ+ c3vðt− 3Þ+⋯+ cncvðt− ncÞ− d1yðt− 1Þ
− d2yðt− 2Þ−⋯− dndyðt− ndÞ + dðtÞ

ð17Þ

Form the above-mentioned results, a recursive least squares(RLS) is applied to
estimate all the model parameters, which would lead to a large calculated cost.
Therefore, we can decompose the Eq. (17) into two subsystems shown as

yðtÞ=φT
a ðtÞθa +φT

b ðtÞθb + dðtÞ
=φTðtÞθ+ dðtÞ ð18Þ
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Define

φðtÞ= φaðtÞ,φbðtÞ½ �T, θ= θa, θb½ �T,

where

φaðtÞ= ½f1ðt− 1Þuðt− 2Þ , f1ðt− 1Þuðt− 3Þ, . . . , f1ðt− 1Þuðt− na − 1Þ,
− f1ðt− 1Þxðt− 2Þ, − f1ðt− 1Þxðt− 3Þ, . . . , f1ðt− 1Þxðt− nb − 1Þ,
f1ðt− 1Þ, f2ðt− 1Þxðt− 1Þ, − f2ðt− 1Þ�T

θa = mlc1a1, mlc1a2, . . . ,mlc1ana ,mlc1b1,mlc1b2, . . .½ ,

mlc1bnb ,mlblc1,mrc1,mrbrc1�T

φbðtÞ= ½vðt− 2Þ, vðt− 3Þ , . . . , vðt− ncÞ, − yðt− 1Þ, − yðt− 2Þ, . . . , − y t− ndð Þ�T

θb = c1, c2, c3, . . . , cnc , d1, d2, . . . , dnd½ �T,

where φaðtÞ,φbðtÞ include the unknown variables xðtÞ, vðtÞ. Hence, defining
x ̂ðtÞ, v ̂ðtÞ as the estimate of xðtÞ, vðtÞ. Similarly, θâðt− 1Þ, θb̂ðt− 1Þ are the estimate
of θaðtÞ, θbðtÞ. Thus, the TS-RLS estimation algorithm can be summarized as
follows:

θâðtÞ= θâðt− 1Þ+ LaðtÞ yðtÞ−φ ̂TðtÞθâðt− 1Þ� � ð19Þ

LaðtÞ=Paðt− 1ÞφâðtÞ 1+φ ̂Ta ðtÞPaðt− 1ÞφâðtÞ
� �− 1 ð20Þ

PaðtÞ= I − LaðtÞφ ̂Ta ðtÞ
� �

Paðt− 1Þ,Pað0Þ= p0I, ð21Þ

where

φâðtÞ= ½f1ðt− 1Þuðt− 2Þ , f1ðt− 1Þuðt− 3Þ, . . . , f1ðt− 1Þuðt− na − 1Þ,
− f1ðt− 1Þx ̂ðt− 2Þ, − f1ðt− 1Þx ̂ðt− 3Þ, . . . ,
f1ðt− 1Þx ̂ðt− nb − 1Þ, f1ðt− 1Þ, f2ðt− 1Þx ̂ðt− 1Þ, − f2ðt− 1Þ�T

ð22Þ

x ̂ðtÞ= ∑
na

i=1
aiuðt− iÞ− ∑

nb

j=1
bjx ̂ðt− jÞ ð23Þ

Similar algorithm is used in the parameters estimation of θb, it yields

θb̂ðtÞ= θb̂ðt− 1Þ+LbðtÞ½yðtÞ−φ ̂TðtÞθb̂ðt− 1Þ� ð24Þ

LbðtÞ=Pbðt− 1Þφb̂ðtÞ 1+φ ̂Tb ðtÞPbðt− 1Þφb̂ðtÞ
� �− 1 ð25Þ
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PbðtÞ= I − LbðtÞφ ̂Tb ðtÞ
� �

Pbðt− 1Þ,Pbð0Þ= p0I ð26Þ

where

φb̂ðtÞ= v ̂ðt− 2Þ, v ̂ðt− 3Þ, . . . , v ̂ðt− ncÞ, − yðt− 1Þ, − yðt− 2Þ, . . . , − yðt− ndÞ½ �T
ð27Þ

v ̂ðtÞ=mlx ̂ðtÞf1ðtÞ+mlblf1ðtÞ+mrx ̂ðtÞf2ðtÞ−mrbrf2ðtÞ ð28Þ

The steps of the TS-RLS algorithm is summarized as follows:

Step 1: Let t = 1, set the initial values θað0Þ, θbð0Þ as small positive vectors.
p0 = 106, v ̂ðtÞ=0, x ̂ðtÞ=0, yðtÞ=0, for t≤ 0.
Step 2: Collect the input data uðtÞ and the output data yðtÞ, Compute φâðtÞ by (22),
φb̂ðtÞ by (27), φ ̂ðtÞ by (18).
Step 3: Compute LaðtÞ by (20), LbðtÞ by (25), PaðtÞ by (21), PbðtÞ by (26).
Step 4: Update θaðtÞ by (19), θbðtÞ by (24).
Step 5: Increase t by 1 and go to Step 2.

4 The Simulation

In this section, an example is given to validate the proposed algorithm. Without loss
of generality, the coefficient a1 = 1, c1 = 1 is set. Consider the following cascade
systems, where dead zone model parameters are given by ml =0.8,

mr =0.8, bl =0.2, br =0.2 and the two linear subsytems are described by

L1: xðtÞ= uðt− 1Þ+0.3uðt− 2Þ− 0.4xðt− 1Þ− 0.64xðt− 2Þ
L2: yðtÞ= vðt− 1Þ+0.5vðt− 2Þ− 0.45yðt− 1Þ− 0.4yðt− 2Þ

In simulation, uðtÞ is zero mean and unit variance random, and the noise dðtÞ is a
white noise with zero mean and variance σ2 = 0.12. Signal noise ratio SNR = 15.14
is added to the output. Data length is 3000. The initial parameters of the proposed
algorithm are show as, θb̂ð0Þ= ½0.001, 0.001, 0.001�T, p0 = 106

θb̂ð0Þ= ½0.001, 0.001, 0.001�T.

The results of parameters identification are shown in Figs. 3, 4 and 5. Figure 3 is
the parameters estimation curve of linear subsystem L1. The parameters identifi-
cation curve of dead zone is shown in Fig. 4. The parameter estimation curve of
linear subsystem L2 is displayed in Fig. 5. The parameter estimation and corre-
sponding errors δ= θðtÞ− θk k ̸ θk kð Þ are shown in Tables 1 and 2. The computation
cost of the TS-RLS and RLS at each recursive identification is shown in Table 3,
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where the numbers in the brackets represent the computation cost for
na =1, nb =2, nc =1 and nd =2.

From Figs. 3, 4 and 5, Tables 1, 2 and 3, it can be seen that the parameters
estimation values can converge to their true values by the TS-RLS algorithm and
estimation errors become small with the increasing of data length. Although the
parameters estimation accuracy of the TS-RLS is less than that the RLS, the RLS
needs more computation cost than the TS-RLS. These results show that the TS-RLS
algorithm is effective for estimating the parameters of the cascade systems.
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Table 1 Estimation results of the TS-RLS

Algorithms t a2 b1 b2 c2 d1 d2
TS-RLS 500 0.30204 0.39952 0.67656 0.49276 0.44394 0.38388

1000 0.30258 0.39947 0.66878 0.49458 0.44478 0.38585
2000 0.30182 0.39923 0.66294 0.49620 0.44550 0.38743
3000 0.30195 0.39948 0.66075 0.49708 0.44591 0.38837

RLS 500 0.29998 0.40000 0.64006 0.50002 0.44998 0.39996
1000 0.30004 0.39994 0.64005 0.50002 0.45003 0.40000
2000 0.30003 0.39996 0.64005 0.49995 0.44998 0.40001
3000 0.30002 0.39997 0.64004 0.49995 0.44999 0.40001
Ture values 0.30000 0.40000 0.64000 0.50000 0.45000 0.40000

Table 2 Estimation results of the TS-RLS

t br bl mr ml δ (%)

TS-RLS 500 0.19627 0.19740 0.80973 0.79374 2.64706
1000 0.19713 0.19888 0.80968 0.79671 2.14065
2000 0.19772 0.19945 0.80830 0.79860 1.74237
3000 0.19831 0.19947 0.80784 0.79904 1.58416

RLS
Ture
values

500 0.19991 0.20002 0.80004 0.80004 0.11488
1000 0.19991 0.20001 0.79996 0.80004 0.00891
2000 0.19997 0.20003 0.79998 0.80000 0.00625
3000 0.19997 0.20000 0.79997 0.79998 0.00565

0.20000 0.20000 0.80000 0.80000
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5 Conclusions

This paper proposes the two stage recursive parameter identification algorithm to
identify the cascade systems with dead zone. The cascade systems are transformed
into a special form by using the key term separation principle and interactive
estimation method. The proposed identification algorithm not only estimates all the
parameters of the cascade systems, but also reduces the computation cost of
identification process. Simulation results illustrate the efficiency of the proposed
algorithm.
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Robust Tracking Control for Flexible Space
End Effector

Yi Li, Xiaodong Zhao and Yingmin Jia

Abstract In this paper, a robust tracking control strategy is proposed for flexible

space end effector. First, a flexible end effector is designed for the purpose of decreas-

ing the rigid collision caused by the contact between space manipulator with the

target. Permanent magnet spherical motor (PMSM) combining yaw, pitch, and roll

motions in a single joint is employed to track the trajectory of the end effector. Then,

the dynamic model of PMSM rotor is built according to the second Lagrange equa-

tion and the Cardan angle coordinate transformation. Finally, based on computed

torque method, a robust control strategy is presented to reject the external distur-

bance. The simulation results illustrate the strong robustness of proposed control

scheme.

Keywords Robust control ⋅ Flexible end effector ⋅ PMSM ⋅ Computed torque

method

1 Introduction

With the development of space explorations, the success of capturing the target is the

key of on-orbit service techniques, such as space repairing, rescuing, and refueling

failed satellites. In [1–3], space manipulator end effector was employed to capture the

target, which would cause violent rigid collision. The ROGER system was used as an

end effector to haul defunct satellites or space debris into grave orbit [4]. However,

this design is only suitable for capturing small targets by large space system, and the

process of capturing is uncontrollable.

As a brand-new motor, spherical motor has special three-dimensional

structure, thus it’s difficult to establish appropriate dynamic model and design a high-
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performance trajectory tracking controller. Lee et al. [5] presented the effects of

a variable-reluctance spherical motor (VRSM). A robust back-stepping controller

was developed to compensate for uncertainties account for imperfect modeling and

intentional computational simplification. In order to restrain the effects of the exter-

nal disturbances and parameter variations, an adaptive back-stepping sliding mode

controller was investigated in [6], but the chattering of variable structure controller

is a problem. With the development of intelligent control theory, [7] modeled the

dynamic of PMSM and put forward a dynamic decoupling control algorithm of the

motor using fuzzy controllers (FCs) and a neural network identifier (NNI), this algo-

rithm improved the static and dynamic performances of the control systems with

strong robustness to uncertainties, however, it was limited to the specific engineer-

ing application because of its structure and the complexity of calculation.

In this paper, a flexible space end effector is designed for decreasing rigid col-

lision, and the process of capturing is simple and controllable. In addition, PMSM

is used to track the trajectory of the end effector, a robust control strategy based

on computed torque method is proposed. This method can effectively eliminate the

influences of inter-axis nonlinear coupling and has strong robustness.

2 Problem Formulation

2.1 Description of Flexible Space End Effector

The flexible space end effector includes gripper, ball-joint, PMSM and spring-

damper systems as shown in Fig. 1. Since the mass of the mechanism is much smaller

than the target’s, it would be bounced off when collided with the target. The ball-joint

and spring-damper system are used for buffering impact force and turning collision

into contact. Meanwhile, the end effector can realize yaw, pitch, and roll motions by

controlling PMSM.

2.2 Dynamics Modeling

The development of the methodology described in this paper is based on following

basic assumptions:

1. Non-contact position detection device will be employed in the effector, so the

dynamic model of rotor can be used here.

2. The motion state of the rotor is fully observed.

3. The effector is in microgravity environment, and the gravity is neglected.
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Fig. 1 Flexible space end effector

Actually, three-dimensional motion of the rotor in PMSM can be equivalent to

a single rigid successively rotating about three axes of the sphere center coordinate

frame.

Define the stator coordinate frame XYZ and the rotor coordinate frame xyz (iner-

tial principal axis). Based on the Cardan angle (𝛼, 𝛽, 𝛾) coordinate transformation

(showed in Fig. 2) and Lagrangian method, the PMSM rotor dynamic model is

built as

H(q)(q̈) + C(q, q̇)(q̇) = 𝜏 + 𝜔 (1)

where q = (𝛼, 𝛽, 𝛾)T, q̇ = (�̇�, �̇�, �̇�)T is the corresponding angular velocity vector,

H(q) ∈ R3×3
is a symmetric positive definite inertia matrix, C(q, q̇) ∈ R3×3

includes

the nonlinear Coriolis and centrifugal forces acting on the system, 𝜏 = (𝜏
𝛼
, 𝜏

𝛽
, 𝜏

𝛾
)T

is the control torque, and 𝜔 is the external-uncertain disturbance. Moreover,

H(q) =
⎡
⎢
⎢
⎣

J1 cos2 𝛽 + J2 sin2 𝛽 0 J2 sin 𝛽
0 J1 0

J2 sin 𝛽 0 J2

⎤
⎥
⎥
⎦

(2)
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Fig. 2 Coordinate transformation based on Cardan angle

C(q, q̇) =
⎡
⎢
⎢
⎢
⎣

(J2 − J1)S𝛽C
𝛽
�̇� (J2 − J1)S𝛽C

𝛽
�̇� + 1

2
J2C

𝛽
�̇�

1
2
J2C

𝛽
�̇�

(J1 − J2)S𝛽C
𝛽
�̇� − 1

2
J2C

𝛽
�̇� 0 −1

2
J2C

𝛽
�̇�

1
2
J2C

𝛽
�̇�

1
2
J2C

𝛽
�̇� 0

⎤
⎥
⎥
⎥
⎦

(3)

where J1 is the moment of inertia of x-y axis, and J2 is the moment of inertia of z
axis. The dynamic model bears the following properties.

Property 1 The inertia matrix H(q) is symmetric and uniformly positive definite
and satisfies the following inequalities

λI ≤ H(q) ≤ λI (4)

Property 2 The external-uncertain disturbance is norm-bounded as

‖𝜔‖ ≤ 𝜌 (5)

where λ,λ, 𝜌 are positive constants.

3 Robust Control Synthesis

Two steps are considered in the development of the robust tracking control scheme.

First, a nominal feedback controller is designed to make the nominal system (with-

out external disturbance) track the desired reference trajectory with an exponential

convergence rate. Then, a robust compensator is designed to reduce the effects of the
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external disturbance so that the output tracking error of the closed loop system with

external disturbance converges to zero.

Let qd represent the desired trajectory that the rotor of the PMSM must follow

and the output tracking error can be defined as

e = qd − q (6)

The corresponding tracking error velocity and acceleration are

ė = q̇d − q̇
ë = q̈d − q̈

(7)

where q̇d, q̈d are the velocity and acceleration of the desired reference trajectory,

respectively

Based on the computed torque method, the desired torque for the nominal system

has the following form

𝜏T = C(q, q̇)q̇ + H(q)u (8)

Substituting Eq. (8) into the nominal system and with the property 1, we obtain a

LTI system as

q̈ = u (9)

Application of the bias PD control, the control vector u is given as

u = q̈d + Kd(q̇d − q̇) + Kp(qd − q)
= q̈d + Kdė + Kpe

(10)

where Kd,Kp ∈ R3×3
are the positive definite matrices. Substituting Eq. (10) into (8)

leads to

𝜏T = C(q, q̇)q̇ + H(q)(q̈d + Kdė + Kpe) (11)

To account for the external disturbance in the sphere motor dynamics, the robust

controller takes the following form

𝜏 = C(q, q̇)q̇ + H(q)(q̈d + Kdė + Kpe)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

tracking control

+ H(q)v
⏟⏟⏟

robust compensator

(12)

Thus, using expressions (1), (6), (7) and (12), we get the error dynamic equation

ë = −Kdė − Kpe − H(q)−1𝜔 − v (13)

which can be written as
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�̇� =
[

0 I
−Kp −Kd

]

𝜁 +
[
0
−I

]

(𝜂 + v)

=∶ A𝜁 + B(𝜂 + v)
(14)

where 𝜁 =
[

e
ė

]

, 𝜂 = H(q)−1𝜔, A ∈ R6×6
,B ∈ R6×3

. Due to the inequalities (4) and

(5), 𝜂 is also norm-bounded:

‖𝜂‖ = ‖H(q)−1𝜔‖ ≤ 𝜌 (15)

In the proof of our main results, we need the following lemma:

Lemma 1 (Mei [8]) Consider the nonlinear system

ẋ = f (x, t) (16)

if a continuously differentiable positive definite V(x, t) exists and satisfies the follow-
ing hypotheses

𝜎1‖x‖2 ≤ V(x, t) ≤ 𝜎2‖x‖2 (17)

V̇(x, t) ≤ −𝜎3‖x‖2 + 𝜀exp(−𝜃t) (18)

where 𝜎1, 𝜎2, 𝜎3, 𝜀, 𝜃 are the given positive constants. Then the state of Eq. (16) con-
verges to zero with an exponential convergence rate. Moreover, the exponential con-
vergence can be expressed by the following inequality

‖x‖ ≤

{ 1
𝜎1

V(x(t0))exp(− 𝜎3
𝜎2
(t − t0)) + 𝜙 𝜃 = 𝜎3

𝜎2
1
𝜎1

V(x(t0))exp(− 𝜎3
𝜎2
(t − t0)) + 𝜓 𝜃 ≠

𝜎3
𝜎2

(19)

where 𝜙 = 𝜀

𝜎1
(t − t0))exp(− 𝜎3

𝜎2
t)

𝜓 = 𝜀exp(−𝜃t0)
𝜎1(

𝜎3
𝜎2
−𝜃)

(exp(−𝜃(t − t0) − exp(− 𝜎3
𝜎2
(t − t0))).

Theorem 1 The tracking error e(t) for the end effector system (1) with external dis-
turbance converges to zero when t → ∞ if the control input is designed such that

𝜏 = 𝜏T + H(q)v (20)

where 𝜏T is the nominal feedback controller given in expression (11) and v is the
variable structure compensator given as

v = − 𝜌
2zT

‖z‖𝜌 + 𝜖exp(−𝛿t)
(21)
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where z = 𝜁
TPB, 𝜖, 𝛿 are the given positive constants, P ∈ R6×6 is the positive defi-

nite solution of Eq. (25).

Proof Define a Lyapunov function

V = 𝜁
TP𝜁 > 0 (22)

It obviously satisfies that

λ1‖𝜁‖
2
≤ V(𝜁, t) ≤ λ2‖𝜁‖

2
(23)

where λ1,λ2 are the minimum and maximum eigenvalue of the matrix P. The time

derivative of the Lyapunov function along the trajectories of the error dynamics is

given by

V̇ = 𝜁
T (ATP + PA)𝜁 + 2𝜁TPB(𝜂 + v) (24)

For a negative definite matrix A,

ATP + PA = −Q (25)

where Q is a symmetric positive definite matrix.

Substituting Eqs. (21) and (25) into Eq. (24), we have

V̇ = −𝜁TQ𝜁 + 2𝜁TPB(𝜂 − 𝜌
2BTP𝜁

‖𝜁TPB‖𝜌 + 𝜖exp(−𝛿t)
)

≤ −𝜁TQ𝜁 + 2(‖𝜁TPB‖‖𝜂‖ − 𝜌
2
‖𝜁TPB‖2

‖𝜁TPB‖𝜌 + 𝜖exp(−𝛿t)
)

≤ −𝜁TQ𝜁 + 2(‖𝜁TPB‖𝜌 − 𝜌
2
‖𝜁TPB‖2

‖𝜁TPB‖𝜌 + 𝜖exp(−𝛿t)
)

= −𝜁TQ𝜁 +
2‖𝜁TPB‖𝜌𝜖exp(−𝛿t)
‖𝜁TPB‖𝜌 + 𝜖exp(−𝛿t)

≤ −λ ‖𝜁‖2 + 2𝜖exp(−𝛿t)

(26)

where λ is the minimum eigenvalue of matrix Q. In terms of Lemma 1, the tracking

error e(t) converges to zero with an exponential convergence rate when t → ∞. this

completes the proof.

4 Illustrative Example

In this section, we provide an example to illustrate the effectiveness of the controller

design method proposed in this paper. Here, we consider Cardan angle (sin(0.05𝜋t),
cos(0.05𝜋t), 𝜋t

50
) as the desired reference trajectory. According to the analysis software
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ADAMS, we obtain that J1 = 1.3682 kg.m2
, J2 = 1.3469 kg.m2

. Let the initial posi-

tion q(0) = (0.2, 0.3, 0.1)T , the corresponding initial angle velocity q̇(0) = (0, 0, 0)T
Assume that the external disturbance 𝜔 = (0.5 sin(0.2𝜋t),
0.5 sin(0.2𝜋t), 0.5 sin(0.2𝜋t))T . We choose the parameters of the controller Kp =
diag(10, 20, 30), Kd = diag(8, 35, 12.5), Q = 5I6×6, 𝜌 = 0.8, 𝜖 = 3, 𝛿 = 0.05 other-

wise.

Figure 3 demonstrates that the Cardan angle 𝛼, 𝛽 and 𝛾 track the reference trajec-

tory well with the effect of the robust controller.

Figure 4 shows the control torque of robust controller. Note that the fluctuation is

not chattering caused by the proposed controller as the control algorithm (1) includes

periodic term q̈d.
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Fig. 5 Tracking error with and without robust term

Figure 5 compares the performance of the controller with and without robust term.

the result shows that the robust controller is apparently better in suppressing external

disturbance.

5 Conclusion

In this paper, a flexible space end effector is designed to decrease the collision when

capturing space target, based on the computed torque method, a robust control law

is presented for tracking the trajectory of the effector. An illustrative example is pro-

vided to demonstrate that the control algorithm is robust to bounded external distur-

bance.
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Robust Control for Elliptical Orbit
Spacecraft Rendezvous Using Implicit
Lyapunov Function

Xiwen Tian, Mingdong Hou, Yingmin Jia and Changqing Chen

Abstract In this paper, a robust control scheme using implicit Lyapunov function is

proposed to solve the elliptical orbit spacecraft rendezvous problem in the presence

of parameter uncertainties and external disturbances. First, an implicit Lyapunov

function is constructed that is to be used in control design, and the finite-time con-

vergence is guaranteed by some linear matrix inequalities depending on variable

parameter and the implicit Lyapunov function. Then, an analytical feasible solution

of these inequalities is provided for practical implementation. Simulation example

is given to illustrate the effectiveness of the proposed method.

Keywords Robust control ⋅ Implicit lyapunov function ⋅ Spacecraft rendezvous

1 Introduction

Spacecraft rendezvous is an essential operational technology in many space mis-

sions, such as assembling, resupplying, exchanging of crew, repairing and docking

[1]. In close range rendezvous which starts at a range of only a few hundreds of meters

or even less, the navigation accuracy and rapidity requirements are increased. How-
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ever, in general, precise measurements of orbital parameters and perturbations are

hard to achieve. Therefore, robust control laws rejecting parameter uncertainties and

external disturbances are desirable.

Variable structure controls (VSC) were proposed for the purpose of strong robust-

ness and fast convergency, the most famous of which is sliding mode control (SMC).

SMC constrains the motion of the system to a designed manifold where the system

states slide towards the origin, and its robustness with respect to uncertainties and

disturbances is guaranteed by high-frequency switching control [2]. Nevertheless,

the consequent chattering phenomenon occurring in the actuator becomes the major

problem. High order sliding mode (HOSM), first provided by A. Levant [3], atten-

uates the effect of chattering phenomenon and achieves finite-time stability mathe-

matically. Plenty of researches based on HOSM were introduced, such as chattering

analysis [4], Lyapunov stability [5] and extensions [6–8]. Despite of these excellent

theoretical results, there are still some design problems in engineering. As Utkin [9]

pointed out, HOSM is not always better than conventional sliding model control at

chattering attenuation, and finite-time convergence is lost at the presence of unmod-

eled dynamics.

Soft VSC is a concept of intentionally precluding sliding modes to achieve con-

tinuous control and shorter settling time [10], which was first realized employing

implicit Lyapunov function (ILF) by Adamy [11]. A Lyapunov function is defined

by an implicit equation in ILF method to construct a robust control strategy, and

the parameter tuning is based on linear matrix inequalities (LMIs). Using ILF, the

finite-time and fixed-time stability were developed [12], the actuator saturation prob-

lem was solved [13], and the differentiator [14] and application for time delay sys-

tems [15] were also studied. However, the control laws designed for LTI systems in

above literatures are not suitable for elliptical orbit spacecraft rendezvous described

by LPV system [16], which motivates our present study.

In this paper, we put forward a robust control strategy using ILF for elliptical orbit

spacecraft rendezvous in the presence of parameter uncertainties and external dis-

turbances. Some linear parameter-variable matrix inequalities are given to guarantee

the finite-time stabilization, and the existence of feasible solution of these inequali-

ties is confirmed.

The rest of this paper is organized as follows: Sect. 2 summarizes the space-

craft rendezvous dynamics and some preliminaries about ILF. Section 3 presents the

robust control strategy using implicit Lyapunov function. Sections 4 and 5 demon-

strates the simulation and conclusion, respectively.

2 Problem Formulation

In this section, the dynamics of elliptical orbit spacecraft rendezvous is introduced,

and some preliminaries used for control design are provided. The bold font is denoted

as vectors or matrices, such as a or A.
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Fig. 1 The spacecraft

rendezvous system

2.1 Elliptical Orbit Spacecraft Rendezvous

The spacecraft rendezvous system is illustrated in Fig. 1. The target spacecraft is

assumed to move along an elliptical orbit, and the orbital coordinate frame is right-

handed Cartesian coordinate with the origin attached to the centroid of the target,

where the x-axis is along the vector from the earth center to the centroid of the target,

the y-axis is along the target orbit circumference and the z-axis completes the right-

handed frame. If the chaser and the target are close enough, the proximity relative

motion can be described by the following linear parameter-variable equations [16]:

⎧
⎪
⎨
⎪
⎩

ẍ = �̇�
2x + �̈�y + 2�̇�ẋ + 2𝜇

R3 x + 1
m
(fx + fdx)

ÿ = −�̈�x + �̇�
2y − 2�̇�ẏ − 𝜇

R3 x + 1
m
(fy + fdy)

z̈ = − 𝜇

R3 z + + 1
m
(fz + fdz)

(1)

where x, y and z are the components of the relative position, 𝜇 is the gravitational

constant of the Earth, 𝜃 is the true anomaly of the target, �̇� = n(1+ecos𝜃)
(1−e2)3∕2

, n =
√

𝜇

a3

is the mean motion of the target, a is the semimajor axis of the target orbit, e is

the eccentricity, R = a(1−e2)
1+ecos𝜃

is the orbital radius of the target, m is the mass of the

chaser, fi(i = x, y, z) is the ith component of the control input force and fdi is the ith
component of the external disturbances.

Let r =
[
x, y, z

]T
, v =

[
ẋ, ẏ, ż

]T
, f =

[
fx, fy, fz

]T
, and f d =

[
fdx, fdy, fdz

]T
. In view of

inaccuracy measurement of 𝜃, (1) can be rewritten as

{ ṙ = v
v̇ = [A1 + 𝛥A1]r + [A2 + 𝛥A2]v +

1
m
(f + f d)

(2)
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where A1 =
⎡
⎢
⎢
⎣

�̇�
2 + 2𝜇

R3 �̈� 0
−�̈� �̇�

2 − 𝜇

R3 0
0 0 − 𝜇

R3

⎤
⎥
⎥
⎦

, A2 =
⎡
⎢
⎢
⎣

0 2�̇� 0
−2�̇� 0 0
0 0 0

⎤
⎥
⎥
⎦

, 𝛥A1 and 𝛥A2 are the lumped

uncertainties, and the norm-bounded condition is assumed as follow.

Assumption 1 The uncertain matrices 𝛥A1, 𝛥A2 and the external disturbances are

norm-bounded as

‖𝛥A1‖2 ≤ c1, ‖𝛥A2‖2 ≤ c2, ‖f d‖2 ≤ c3 (3)

where c1, c2, and c3 are known positive constant.

2.2 Preliminaries

Consider the following system:

ẋ = f (x), x(t0) = x0 (4)

where x ∈ ℝn
is the system state, f ∶ ℝn → ℝn

is a continuous function, and the

origin is an equilibrium of (4).

Lemma 1 [12] If there exists a continuous function Q(V , x) ∶ ℝ+ ×ℝn → ℝ, and
the following conditions are satisfied

(C1) for any x ∈ ℝn∖{𝟎}, Q is continuously differentiable, and there exist V ∈ ℝ+
such that Q(V , x) = 0;

(C2) let Ω =
{
(V , x) ∈ ℝ+ ×ℝn ∶ Q(V , x) = 0

}
and

lim
x→𝟎

(V ,x)∈Ω

V = 0+, lim
V→0+
(V ,x)∈Ω

‖x‖ = 0, lim
‖x‖→+∞
(V ,x)∈Ω

V = +∞; (5)

(C3) 𝜕Q(V ,x)
𝜕V

< 0 for any V ∈ ℝ+ and x ∈ ℝn;
(C4) 𝜕Q(V ,x)

𝜕x
f (x) < 0 for any (V , x) ∈ Ω;

then the origin of system (4) is globally uniformly asymptotically stable, and an
implicit Lyapunov function is determined by the equation Q(V , x) = 0 uniquely.

Lemma 2 [17] Let x be the solution of (4). If there exists a continuous function V ∶
ℝn → ℝ, and dV(x)

dt
≤ −aVc(x) for all x ∈ ℝn and some a > 0 and c ∈ [0, 1). Then

the origin of system (4) is globally finite-time stable, and the settling time satisfies
T(x0) ≤

V1−c(x0)
a(1−c)

.
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Theorem 1 If there exists a continuous function Q(V , x) ∶ ℝ+ ×ℝn → ℝ satisfies
the conditions (C1–C3) and

(C5) 𝜕Q(V ,x)
𝜕x

f (t, x) ≤ aVc 𝜕Q(V ,x)
𝜕V

for all x ∈ ℝn and some a > 0 and c ∈ [0, 1)

then the origin of system (4) is globally finite-time stable, and the settling time sat-
isfies T(x0) ≤

V1−c(x0)
a(1−c)

.

Proof The derivative of Q(V , x) = 0 is

𝜕Q(V , x)
𝜕x

f (x) + 𝜕Q(V , x)
𝜕V

dV
dt

= 0 (6)

and condition (C3) and (C5) imply
dV
dt

≤ −aVc
. From Lemma 2, the finite-time sta-

bility is proven.

3 Main Results

3.1 Robust Control Design Using Implicit Lyapunov
Function

For elliptical orbit spacecraft rendezvous dynamics (2), the continuous function

Q(V , x) is chosen as

Q(V , x) ∶= xTD(V−1)P−1
1 D(V−1)x − 1 (7)

where V ∈ ℝ+, x =
[
rT
, vT]T

, P1 ∈ ℝ6×6
is a constant positive definite matrix,

D(V−1) =
[

V−r1I3×3 𝟎3×3
𝟎3×3 V−r2I3×3

]

, and r1 = r2 + g, r2 > g, 0 < g < 1.

The continuous control law using ILF has the form

f = mVr2−gP2(𝜃,V)P−1
1 D(V−1)x (8)

where P2(𝜃,V) ∈ ℝ3×6
is a matrix depending on the variable parameter 𝜃 and

implicit Lyapunov function V .

Theorem 2 Denote that H
𝜇
=
[
−r1I3×3 𝟎3×3
𝟎3×3 −r2I3×3

]

. Given the spacecraft rendezvous

system (2) satisfying Assumption 1, if the control law (8) is adopted and the linear
matrix inequalities
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⎧
⎪
⎨
⎪
⎩

AP1 + P1AT + BP2 + PT
2B

T + (𝛼1 + 𝛼2)P1 + 𝛽I3×3 ≤ 0
P1𝛥AT + 𝛥AP1 ≤ 𝛼2P1
−𝛾P1 ≤ P1H𝜇

+H
𝜇
P1 < 0, P1 > 0

(9)

are feasible for some 𝛼1 > 𝛽 > 0, 𝛼2 > 0, 𝛾 > 0, P1 = PT
1 ∈ ℝ6×6 and P2(𝜃,V) ∈

ℝ3×6, where

A =
[
𝟎3×3 I3×3

V2gA1 VgA2

]

,B =
[
𝟎3×3
I3×3

]

, 𝛥A =
[

𝟎3×3 𝟎3×3
V2g

𝛥A1 Vg
𝛥A2

]

(10)

and V is determined by Q(V , x) = 0 with the external disturbances f d satisfying the
following condition

fT
d f d ≤ m2

𝛽
2V2r2−2g (11)

then the system state x will converge to the desired terminal relative states xf =
[rT

f , v
T
f ]

T in finite time and the settling time T(x) ≤ 𝛾Vg(x0)
g(𝛼1−𝛽)

.

Proof The smoothness, positive definiteness and radial unboundedness of V can be

easily verified. The third inequalities of (9) guarantee the uniqueness of V , since

−𝛾V−1 = −𝛾V−1xTD(V−1)P−1
1 D(V−1)x ≤ V−1xTD(V−1)(H

𝜇
P−1
1 + P−1

1 H
𝜇
)D(V−1)

x = 𝜕Q
𝜕V

< 0. Let 𝝃1 = D(V−1)x and 𝝃2 =
1
m
D(V−1)Bf d. It can be obtained that

𝜕Q
𝜕x

ẋ =
[
𝝃1
𝝃2

]T

M
[
𝝃1
𝝃2

]

+ 𝛽
−1Vg

𝝃
T
2 𝝃2 − 𝛼1V−g

𝝃
T
1P

−1
1 𝝃1 (12)

where

M =
[

V−gN P−1
1

P−1
1 −𝛽−1VgI3×3

]

N = P−1
1 (A + 𝛥A + BP2P−1

1 ) + (A + 𝛥A + BP2P−1
1 )TP−1

1 + 𝛼1P−1
1

(13)

Applying the Schur complement to the first two matrix inequalities of (9), it

has M ≤ 0. Taking into account that 𝝃
T
1P

−1
1 𝝃1 = 1 and condition (11), we have

𝜕Q
𝜕x
ẋ ≤ −(𝛼1 − 𝛽)V−g

≤
𝛼1−𝛽
𝛾

V1−g 𝜕Q
𝜕V

. The finite-time stability is proven according to

Theorem 1.

Remark 1 In [12], by tuning the control parameters, the solution of matrix inequali-

ties can be achieved off-line. However, in this paper, the matrix inequalities (9) needs

to be solved on-line due to variable parameter 𝜃 and implicit Lyapunov function V
that is also solved on-line, which may lead to unfeasible solution at some points. The

existence of feasible solution will be discussed later.
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3.2 Practical Implementation

LMI technique is an efficient method for linear matrix inequalities, however, whether

the solution of (9) is feasible at every point should be considered. Here, we provide

an analytical solution of these inequalities.

Theorem 3 If there exist some 𝛼1 > 𝛽 > 0, 𝛼2 > 0, 𝛾 > 0, 𝜎1 > 0 and 𝜎2 > 0 such
that

𝜎1 <
2

𝛼1+𝛼2
, 𝜎2 >

g2

4r1r2
, 𝛾 > 2r1

𝜎2𝛼
2
2 − 2(2𝜎1𝛿1 + (2 + 𝜎2)𝛿2)𝛼2 − (𝜎1𝛿1 + 𝛿2)2 ≥ 0

(𝛾 − 2r1)(𝛾 − 2r2) ≥
g2

𝜎2

(14)

where 𝛿1 = c1V2g
x (x0) and 𝛿2 = c2Vg

x (x0), then

P1 =
[
P11 P12
P12 P13

]

,P2 =
[
P21 P22

]
(15)

is a feasible solution of (9), where

P11 = −𝜎1P12,P13 = −1+𝜎2
𝜎1

P12

P12 = diag{p12, p12, p12}, p12 = − 𝛽

2−(𝛼1+𝛼2)𝜎1
P21 = −P13 − Â1P11 − Â2P12 − (𝛼1 + 𝛼2)P12

P22 = −1
2
(Â1P12 + P12Â

T
1 + Â2P13 + P13Â

T
2 + (𝛼1 + 𝛼2)P13 + 𝛽I3×3)

Â1 = V2gA1, Â2 = VgA2

(16)

Proof It can be verified that (15) is a solution of the following equation

AP1 + P1AT + BP2 + PT
2B

T + (𝛼1 + 𝛼2)P1 + 𝛽I3×3 = 0 (17)

Let 𝛥1 = V2g
𝛥A1 and 𝛥2 = Vg

𝛥A2. Since V̇ < 0, they are bounded by

‖𝛥1‖2 ≤ 𝛿1, ‖𝛥2‖2 ≤ 𝛿2 (18)

where 𝛿1 = c1V2g(x0) and 𝛿2 = c2Vg(x0).
Dividing The second and second matrix inequalities of (9) are

[
−𝛼2P11 −𝛼2P12 + P11𝛥

T
1 + P12𝛥

T
2

⋆ −𝛼2P13 + 𝛥1P12 + P12𝛥
T
1 + 𝛥2P13 + P13𝛥

T
2

]

≤ 0
[
−2r1P11 −(r1 + r2)P12

⋆ −2r2P13

]

< 0
[
−(𝛾 − 2r1)P11 (−𝛾 + r1 + r2)P12

⋆ −(𝛾 − 2r2)P13

]

≤ 0

(19)
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Applying Schur complement to (19), it has

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

−𝛼2P11 ≤ 0
−𝛼2P13 + 𝛥1P12 + P12𝛥

T
1 + 𝛥2P13 + P13𝛥

T
2+

(−𝛼2P12 + 𝛥1P11 + 𝛥2P12)
1
𝛼2
P−1
11 (−𝛼2P12 + P11𝛥

T
1 + P12𝛥

T
2 ) ≤ 0

−2r1P11 < 0
−2r2P13 +

(r1+r2)2

2r1
P12P−1

11P12 < 0
−(𝛾 − 2r1)P11 ≤ 0
−(𝛾 − 2r2)P13 +

(𝛾−r1−r2)2

𝛾−2r1
P12P−1

11P12 ≤ 0

(20)

Due to the special structure of matrix P1, (20) can be simplified as

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

p12 ≤ 0
p12[

𝛼2(1+𝜎2)
𝜎1

I3×3 + 𝛥1 + 𝛥
T
1 − 1+𝜎2

𝜎1
𝛥2 −

1+𝜎2
𝜎1

𝛥
T
2−

1
𝛼2𝜎1

(𝛼2I3×3 + 𝜎1𝛥
T
1 − 𝛥

T
2 )(𝛼2I3×3 + 𝜎1𝛥

T
1 − 𝛥

T
2 )] ≤ 0

2r1r2(1 + 𝜎2) − (r1 + r2)2 > 0
−𝛾 + 2r1 ≤ 0
(𝛾 − 2r1)(𝛾 − 2r2)(1 + 𝜎2) − (𝛾 − r1 − r2)2 ≥ 0

(21)

which can be guaranteed by the scalar inequalities (14) and the norm-bounded con-

dition (18). The proof is completed.

4 Simulation

In this section, simulation example is presented to illustrate the effectiveness of

the control strategy using ILF. Consider the case that the target spacecraft is trav-

eling along an elliptical orbit with semimajor axis a = 24616 km, eccentricity e =
0.73074, and the initial true anomaly of target is 𝜃0 = 15◦. The mass of chaser is m =
300 kg, the initial relative position r(0) = [−600,−400, 200]T and velocity v(0) =
[3.4,−4.8, 5.3]T . The uncertainties of the true anomaly 𝜃 is supposed to be 10 %, and

external disturbances signal is f d = [20sin(100t), 20sin(100t), 20sin(100t)]T . The

control parameters are g = 0.5, r2 = 0.8, 𝛾 = 5, 𝛼1 = 0.6, 𝛼2 = 0.2, 𝛽 = 0.3, 𝜎1 =
1.8, 𝜎2 = 0.5. To avoid singularity at V = 0, we set a minimum value of V = V

min
=

0.1, which allows a linear continuous control near the origin and reduces the chat-

tering.

Figures 2 and 3 show the relative states response trajectories of closed-loop sys-

tem, all of which converge fast. The control force is presented in Fig. 4, in which

the chatting during the last tens of seconds is caused by periodical external dis-

turbance we assumed. The value of implicit Lyapunov function is demonstrated in

Fig. 5, which keeps decreasing until the minimum value we set.
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Fig. 2 The relative

position r
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Fig. 3 The relative

velocity v
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Fig. 4 The control force f
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The simulation results above show that the robust control strategy using implicit

Lyapunov function proposed in Sect. 3 is available and efficient, even in the presence

of parameter uncertainties and external disturbance.
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Fig. 5 The implicit

Lyapunov function V
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5 Conclusion

This paper proposes a robust control strategy for elliptical orbit spacecraft ren-

dezvous system involving parameter uncertainties and external disturbances. The

finite-time stability is guaranteed due to some linear parameter-variable matrix

inequalities which need to be solved on-line. For practical implementation, an ana-

lytical solution of these inequalities is provided to satisfy the feasibility and reduce

the on-line computation. Despite the strong robustness and fast convergence, the

obtained control scheme using ILF still has some disadvantages, such as on-line

computation of the ILF and singularity near the origin caused by finite numerical

precision, which will be tackled in the further research.
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Dynamical Behaviors in Coupled
FitzHugh-Nagumo Neural Systems
with Time Delays

Yuan Zhang, Lan Xiang and Jin Zhou

Abstract It is observed that neuron encodes and integrates information employing a

variety of complex dynamical behavior, such as spiking, bursting, periodicity, quasi-

periodicity, and chaos. Time delay is an inevitable factor in the signal transmission

between neurons, and neural system may lose its stability even for very small delay.

In this paper, a model of coupled FitzHugh-Nagumo (FHN) neural system with two

different delays is formulated, and its nonlinear dynamic behaviors such as stability,

bifurcations, and chaos are then studied. It is shown that time delays can affect the

stability of equilibrium states, and thereby lead to Hopf bifurcation and oscillation

behavior. Moreover, some complex dynamics including quasi-periodic solutions and

chaos are numerically demonstrated. Subsequently, numerical examples illustrate the

effectiveness and feasibility of the theoretical results.

Keywords FitzHugh-Nagumo neural system ⋅ Delay ⋅ Hopf bifurcation ⋅ Quasi-

periodic solution ⋅ Chaos

1 Introduction

Nonlinear phenomena appear in a wide variety of scientific applications such as

plasma physics, solid state physics, optical fibers, biology, fluid dynamics, and chem-

ical kinetics. In recent years, there has been an increase in activity and interest to

explore various types of neural systems, such as Hopeld/Cohen-Grossberg neuron

networks [1–4]. In 1952, Hodgkin and Huxley proposed a mathematical (HH) model

that approximates the electrical characteristics of excitable cells [5]. The HH model
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is strongly nonlinear and complex, and its solution can be only obtained by numer-

ical simulations. In 1961, Richard FitzHugh [6] developed an analog computer to

study impulse propagation, which led him to simplify the HH model to a simpler

one by modifying the van der Pol model. This model turned out to be similar to

the model used by Nagumo et al. [7] to study nerve conduction, which became the

famous FitzHugh-Nagumo (FHN) model. It is well known that the FHN model can

well capture the general dynamics of the HH model and plays a key role in many

theoretical studies [8–13]. As a result, the analysis and control of FHN neural sys-

tems have received much attention in recent years. For example, complete topolog-

ical and qualitative investigation of the FHN equation with a cubic nonlinearity has

been addressed by Bautin [9] and rich variety of nonlinear phenomena are observed.

The dynamics of the coupled FHN neurons with symmetric and nonsymmetric cou-

pling was considered in [10–12], in which many bifurcation behaviors for equilib-

rium point and limit cycle are investigated. For bursting in a set of coupled neuronal

oscillators, Bekbolat Medetov et al. [13] have analyzed a coupled FHN model. An

understanding of the mechanisms behind dynamical behaviors for FHN neural sys-

tems is the subject of intensive research for the last several years.

It has been observed that time delay is significant to the study of neural networks,

since in real situation, the transmission of information from one neuron to another

is not instantaneous. Moreover, time delay can induce instability and the occurrence

of periodic oscillations, quasi-periodic solution, and even leads to multistability and

chaotic motion [14–17]. Therefore, it is crucial to investigate neural networks subject

to delays. Recently, dynamics of delayed FHN neural networks have received a lot

of attentions [14, 15, 18–20]. For instance, Li et al. [14] introduced a time lag into a

FHN neural system and investigated the effects of time delay on Hopf bifurcation and

Bogdanov–Takens bifurcation. Yao and Tu [18] studied the stability switches and

Hopf bifurcation in a coupled FHN neural system with multiple delays. Buric and

Todorovic [19] studied the Hopf bifurcation (inverse and direct) and fold bifurcation

of limit cycle in the delay-coupling FHN neurons. Regarding the sum of two delays as

a parameter, Fan and Hong [20] investigated the stability and local Hopf bifurcation

in the synaptically coupled nonidentical FHN model.

It should be noted that most of these previous delayed FHN neural models have

tended to focus on stability and Hopf bifurcation analysis by normal form method

and the center manifold theorem. To the best of our knowledge, Hopf bifurcation

and chaos in delayed FHN neural systems have received little attention. Motivated

by the above discussion, in this paper, we developed a delayed FHN neural model

to explore how time delays affect the dynamic behavior quantitatively. The delayed

model is described by the following rate equations

⎧
⎪
⎪
⎨
⎪
⎪
⎩

ẋ1 = x1 −
x31
3
− y1 + 𝛾1x2(t − τ1),

ẏ1 = 𝜀1(x1 + a1),
ẋ2 = x2 −

x32
3
− y2 + 𝛾2x1(t − τ2),

ẏ2 = 𝜀2(x2 + a2),

(1)
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where xi and yi, i = 1, 2, represent the voltage across the cell membrane, and the

recovery state of the resting membrane of a neuron, respectively. a1, a2, 𝜀1, 𝜀2, 𝛾1
and 𝛾2 are parameters, and 𝛾1 and 𝛾2 are the coupling strengths between the network

elements. The small positive value of 𝜀i(i = 1, 2) ensures the separation of dynamical

timescales between xi and yi, and the value of the excitability parameter ai decides

whether the cell is in the excitatory (stable equilibrium, |ai| > 1) or in the oscillatory

(|ai| < 1) state. τ1,2 > 0 represent the time delays in signal transmission between the

neurons.

In the following, we shall discuss the stability, local Hopf bifurcation, and chaos of

system (1) continuously. By using stability theory and Hopf bifurcation techniques,

the sufficient conditions for the oscillation of the neural network are derived. Par-

ticularly, when choosing the sum of delays as bifurcation parameter, the delayed

FHN system can exhibit sustained oscillations, quasi-periodic solutions and chaotic

behaviors. This study might be helpful to the comprehension of FHN neurons and

other neural network systems.

This paper is organized as follows. In Sect. 2, we provide some basic lemmas

and obtain the main results on the stability and Hopf bifurcation in the system (1).

Numerical simulations are carried out to illustrate the theoretical prediction and to

explore the complex dynamics including chaos in Sect. 3. Conclusions are finally

drawn in Sect. 4.

2 Local Stability and Hopf Bifurcation

Oscillation is ubiquitous in biological nervous system. It plays a major role in motor,

sensory, and even cognitive function. Hopf bifurcations, including supercritical and

subcritical Hopf bifurcations, are the key principle of designing biochemical oscil-

lators. In this section, based on Hopf bifurcation theory, we investigate the effect of

the time delays on Hopf bifurcation of system (1).

Obviously, the system (1) has a unique equilibrium state at

x1∗ = −a1, y1∗ =
a31
3

− a1 − 𝛾1a2,

x2∗ = −a2, y2∗ =
a32
3

− a2 − 𝛾2a1.

Let

x1(t) = x1(t) − x1∗, y1(t) = y1(t) − y1∗,
x2(t) = x2(t) − x2∗, y2(t) = y2(t) − y2∗.

And still denote x1(t), y1(t), x2(t), y2(t) by x1(t), y1(t), x2(t), y2(t), then the system (1)

is equivalent to the following system:
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⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

ẋ1 = Mx1(t) − y1(t) + 𝛾1x2(t − τ1)
− x1∗x21(t) −

x31(t)
3
,

ẏ1 = 𝜀1x1(t),
ẋ2 = Qx2(t) − y2(t) + 𝛾2x1(t − τ2)

− x2∗x22(t) −
x32(t)
3
,

ẏ2 = 𝜀2x2(t),

(2)

where

M = 1 − x21∗, Q = 1 − x22∗.

Then the unique equilibrium (x
1∗, y1∗, x2∗, y2∗) of system (1) is transformed into the

zero equilibrium (0, 0, 0, 0) of system (2). It is easy to see that characteristic equation

of the linearization system of system (2) at the zero equilibrium (0, 0, 0, 0) is

λ
4 + B1λ

3 + B2λ
2 + B3λ + B4 + A1λ

2e−λτ = 0, (3)

where

B1 = −M − Q, B2 = MQ + 𝜀1 + 𝜀2,

B2 = −Q𝜀1 −M𝜀2, B4 = 𝜀1𝜀2,

A1 = −𝛾1𝛾2, τ = τ1 + τ2 .

In order to investigate the distribution of roots of the transcendental equation (3),

we introduce the following result from Ruan and Wei [21].

Lemma 2.1 For the transcendental equation

p(λ, e−λ τ1 ,… , e−λ τm )
= λn +p(0)1 λn−1 +⋯ + p(0)n−1 λ+p(0)n
+ [p(1)1 λn−1 +⋯ + p(1)n−1 λ+p(1)n ]e−λ τ1 +⋯
+ [p(m)1 λn−1 +⋯ + p(m)n−1 λ+p(m)n ]e−λ τm

= 0,

as (τ1, τ2,… , τm) vary, the sum of orders of the zeros of p(λ, e−λ τ1 ,… , e−λ τm) in the

open right half plane can change, and only a zero appears on or crosses the imaginary

axis.

Next, we consider the local stability of the interior equilibrium (x
1∗, y1∗, x2∗, y2∗)

and the existence of Hopf bifurcation. It is well known that the stability of the zero

equilibrium (0, 0, 0, 0) of system (2) is determined by the real parts of the roots of Eq.

(3). If all roots of Eq. (3) locate the left-half complex plane, then the zero equilibrium

(0, 0, 0, 0) of system (2) is asymptotically stable. If Eq. (3) has a root with positive



Dynamical Behaviors in Coupled FitzHugh-Nagumo Neural Systems with Time Delays 293

real part, then the zero solution is unstable. Therefore, to study the stability of the

zero equilibrium (0, 0, 0, 0) of system (2), an important problem is to investigate the

distribution of roots in the complex plane of the characteristic equation (3).

When τ = 0, the characteristic equation (3) becomes

λ
4 + B1λ

3 + (B2 + A1)λ2 + B3λ + B4 = 0. (4)

For equation (4), according to the Routh–Hurwitz criterion, we have the following

result.

Lemma 2.2 When τ = 0, A1 and Bk(k = 1, 2, 3, 4) satisfy the condition:

(H1) B1 > 0,B4 > 0, B1(B2 + A1) − B3 > 0,
B1(B2 + A1)B3 − B2

3 − B4B2
1 > 0,

then all roots of equation (3) have negative real parts, and hence the zero equilibrium
(0, 0, 0, 0) of system (2) is asymptotically stable.

Next, we consider the effects of a positive delay τ on the stability of the zero

equilibrium (0, 0, 0, 0) of system (2). Since the roots of the characteristic equation

(3) depend continuously on τ, a change of τ must lead to change of the roots of

Eq. (3). If there is a critical value of τ such that a certain root of Eq. (3) has zero

real part, then at these critical values the stability of the zero equilibrium (0, 0, 0, 0)
of system (2) will switch, and under certain conditions a family of small amplitude

periodic solutions can bifurcate from the zero equilibrium (0, 0, 0, 0); that is, a Hopf

bifurcation occurs at the zero equilibrium (0, 0, 0, 0).
Considering the transcendental equation (3), clearly, i𝜔(𝜔 > 0) is a root of the

Eq. (3) if and only if 𝜔 satisfies the following equation:

𝜔
4 − B1i𝜔3 − B2𝜔

2 + B3i𝜔 + B4
−A1𝜔

2
cos(𝜔 τ) − isin(𝜔 τ) = 0. (5)

Separating the real and imaginary parts, we have

{
𝜔
4 − B2𝜔

2 + B4 = A1𝜔
2
cos(𝜔 τ),

B1𝜔
3 − B3𝜔 = A1𝜔

2
sin(𝜔 τ). (6)

Adding up the squares of both equations of (6), we obtain

𝜔
8 + B11𝜔

6 + B12𝜔
4 + B13𝜔

2 + B14 = 0, (7)

where

B11 = B2
1 − 2B2, B12 = −A2

1 + B2
2 − 2B1B3 + 2B4,

B13 = B2
3 − 2B2B4, B14 = B2

4.



294 Y. Zhang et al.

Let z = 𝜔
2
, then Eq. (7) can be denoted simply as the following equation:

z4 + B11z3 + B12z2 + B13z + B14 = 0. (8)

In order to clearly analyze the existence and distribution of roots of Eq. (8), we

denote

h(z) = z4 + B11z3 + B12z2 + B13z + B14, (9)

from Eq. (9), we can get

h′(z) = 4z3 + 3B11z2 + 2B12z + B13. (10)

Let y = z + B11
4

, then equation 4z3 + 3B11z2 + 2B12z + B13 = 0 becomes

y3 + p1y + q1 = 0, (11)

where

p1 =
B12
2

− 3
16
B2
11, q1 =

B3
11
32

− B11B12
8

+ B13
4
.

Define

Δ = (
q1
2
)2 + (

p1
3
)3, 𝜀 = −1 + i

√
3

2
,

y1 =
3

√

−
q1
2

+
√
Δ + 3

√

−
q1
2

−
√
Δ,

y2 =
3

√

−
q1
2

+
√
Δ𝜀 + 3

√

−
q1
2

−
√
Δ𝜀2,

y3 =
3

√

−
q1
2

+
√
Δ𝜀2 + 3

√

−
q1
2

−
√
Δ𝜀.

Denote zi = yi −
B11
4
(i = 1, 2, 3). Then we can get the following lemma.

Lemma 2.3 (I) IfΔ ≥ 0, then (8) has positive roots if and only if z1 > 0 and h(z1) <
0;
(II) If Δ < 0, then (8) has positive roots if and only if there exists at least one z∗
∈ {z1, z2, z3} such that z∗ > 0 and h(z∗) ≤ 0.

Suppose that (8) has four positive roots, denoted by z∗k (k = 1, 2, 3, 4). Then (7)

has four positive roots 𝜔k =
√
z∗k (k = 1, 2, 3, 4).

Let

τ
j
k =

1
𝜔k

arccos

{
𝜔
4
k − B2𝜔

2
k + B4

𝜔
2
kA1

}

+
2j𝜋
𝜔k

,

k = 1, 2, 3, 4; j = 1, 2, 3,… .

(12)
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Therefore, ±i𝜔k is a pair of purely imaginary roots of (3) with τ = τ
j
k, and define

τ0 = mink∈{1,2,3,4}{τ0k}, 𝜔0 = 𝜔k0 .

According to the Hopf bifurcation theorem, we need to verify the transversal con-

dition, differentiating (3) with respect to τ, and noticing that λ is a function of τ, we

can obtain

(d λ

d τ
)−1 = −

−2B4 − B3 λ+B1 λ3 +2λ4

λ2(B4 + B3 λ+B2 λ2 +B1 λ3 +λ4)
− τ

λ
.

Hence, a direct calculation shows that

Re(d λ

d τ
)−1
λ=i𝜔0

> 0.

Therefore, the transversal condition holds and a Hopf bifurcation occurs at τ = τ0.

Then, we have the following results.

Theorem 2.1 For system (1), assume that (H1) is satisfied. There exists a positive
number τ0 such that the equilibrium (x

1∗, y1∗, x2∗, y2∗) is locally asymptotically stable
when τ ∈ [0, τ0) and unstable when τ > τ0. Furthermore, Eq. (1) undergoes a Hopf
bifurcation at (x

1∗, y1∗, x2∗, y2∗) when τ = τ0.

This theorem provides a sufficient time delay to generate oscillations in the neural

network. It is shown that the total delay time of τ1 and τ2 is the key determinant

of the oscillations. Moreover, the values of the other parameters provided that the

conditions for sustained oscillation are satisfied.

3 Numerical Simulations

In this section, we will give numerical simulations to show Hopf bifurcation and to

explore the possibility of quasi-periodic solutions and chaotic behavior in system

(1). Here, we consider system (1) with the coefficients a1 = 0.96684, a2 = 1.5, 𝜀1 =
𝜀2 = 0.1, 𝛾1 = 2, 𝛾2 = −0.62. That is

⎧
⎪
⎪
⎨
⎪
⎪
⎩

ẋ1 = x1 −
x31
3
− y1 + 2 × x2(t − τ1),

ẏ1 = 0.1 × (x1 + 0.96684),
ẋ2 = x2 −

x32
3
− y2 − 0.62 × x1(t − τ2),

ẏ2 = 0.1 × (x2 + 1.5).

(13)

Under the above parameter values, system (13) has an unique equilibrium (−0.96684,
−3.66558,−1.5, 0.22444). Moreover, it is easy to check that conditions (H1) is sat-

isfied.
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Fig. 1 The numerical approximations of system (13) when (τ1 + τ2) = 0.96 < τ0. The equilibrium

(x1∗, y1∗, x2∗, y2∗) is asymptotically stable
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Fig. 2 The numerical approximations of system (13) when (τ1 + τ2) = 0.98 > τ0. The equilibrium

(x1∗, y1∗, x2∗, y2∗) is unstable and a stable periodic solution bifurcates from (x1∗, y1∗, x2∗, y2∗)

Without the effects of delays (τ1 = τ2 = 0), the processes of transmission of

information from one neuron to another are instantaneous events. According to

the Routh–Hurwitz criterion, it indicates that the unique equilibrium (−0.9668,
−3.66558,−1.5, 0.22444) is asymptotically stable.

Under the regulation of delays, the time courses of x1, y1, x2, and y2 corresponding

to the parameter τ = τ1 + τ2 are shown in Figs. 1, 2, 3, 4, 5, 6 and 7. By means of the

software Mathematica 8.0, we can obtain 𝜔0 = 0.932513 and τ0 = 0.974151. From

Fig. 1, it can be seen that the equilibrium point (–0.9668, –3.66558, –1.5, 0.22444)

of system (13) is asymptotically stable when 0 < τ < τ0. As τ increases and passes

through the critical delay τ0, system (13) loses its stability and a Hopf bifurcation

occurs, i.e., a family of periodic solutions bifurcate from the equilibrium as shown

in Fig. 2, which leads to a series of sustained oscillations of x1, y1, x2 and y2.

Figures 3 and 4 respectively show that there exist stable quasi-periodic solutions

and multi-humped periodic solutions in this neural system (13). Moreover, As τ con-

tinues to increase, we can find that chaotic behaviors occur. From Figs. 5 and 6, it
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Fig. 3 Quasi-periodic solutions of system (13) with τ = 1.06
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Fig. 4 Multi-humped periodic solutions of system (13) with τ = 2.8

can be seen that the trajectory of dynamical behavior is irregular and complicated,

which is in consistence with the chaotic behaviors.

The unique character of chaotic dynamics may be seen most clearly by hyper

sensitivity to initial conditions. That is, a small difference in initial conditions may

lead to significantly different dynamic behaviors. For verifying the chaos, we per-

turbed the initial conditions to test the sensitivity of the system (13). Figure 7 shows

a comparison of the solutions for the system (13) with initial conditions (–0.9668,

–3.66557, –1.5501, 0.2244) and (–0.9668, –3.66557, –1.55, 0.2244). Near the ini-

tial time the two solutions appear to be the same, but as time increases there is a

marked difference between the solutions supporting that the system (13) behavior

is chaotic. According to the above analysis, these numerical results indicate that the

FHN neuron system can exhibit the chaotic behaviors.
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Fig. 5 Chaotic behavior of system (13) with τ = 69.5

Fig. 6 Chaotic attractor of system (13) with τ = 69.5
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Fig. 7 Sensitive dependence on initial conditions: solid line and dotted line respec-

tively represent the trajectories of system (13) (τ = 69.5) with initial conditions

(−0.9668,−3.66557,−1.55, 0.2244) and (−0.9668,−3.66557,−1.5501, 0.2244)
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4 Conclusions

In order to describe the intracellular process more precisely, we introduce time delays

on a FHN neural system to account for the processes of transmission of information

and explore how the time delays in the neural network can affect the dynamic behav-

ior quantitatively. It is shown that (from Figs. 1, 2, 3, 4, 5 and 6), with the increase of

time delay parameter, the attractor of system experience equilibrium point, periodic

solution, quasi-periodic solution, multi-humped periodic solution and chaos succes-

sively. It turns out that time delays play an important role in determining the dynamic

behavior quantitatively in the neural network. Since the transmission of information

from one neuron to another is not instantaneous, considerable time delays are ubiq-

uitous in all the neural processes. This study might provide some clues or helps to

the fields of neuroscience and biomedicine.
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A Novel Algorithm Based on Avoid
Determining Noise Threshold
in DENCLUE

Ke Zhang, Yingzhi Xiong, Lei Huang and Yi Chai

Abstract This paper focuses on density-based clustering analysis. The determi-
nation of noise threshold set in DENCLUE is studied via analyzing several typical
density-based clustering methods. An improved algorithm which does not use the
noise threshold in DENCLUE is proposed based on the estimation of points in inner
cluster. Compared to the original DENCLUE, smaller silhouette coefficients can be
obtained from the proposed algorithm via experimental verification. Meanwhile, the
noise in data sets can also be verified well in our method, which can be viewed as
an improvement for applicability and performance of DENCLUE.

Keywords Density-based clustering ⋅ DENCLUE ⋅ Noise threshold ⋅ Esti-
mation of points in inner cluster

1 Introduction

Clustering analysis is one of the most significant techniques in data mining area,
which are formed by grouping data that have maximum similarity with other
objects within the clusters, and minimum similarity with objects in other group [1].
At present, clustering analysis, a very hot research direction, is widely used in
various areas of science, theoretical research, and engineering practice.

Existing mainstream clustering methods can be divided into five types: the
clustering method based on partitioning, hierarchical-based clustering, grid-based
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clustering, model-based clustering and density-based clustering method [2, 3].
Different from other types of methods, for density-based clustering, first, different
objects are divided by their distances in metric space. Second, different clusters are
distinguished by density of the distribution of data sets. In this kind of algorithm, a
dense area is regarded as a potential clusters. Data objects are all found by seeking
for density connected region, making the clustering results complete enough.

Generally, advantages of density-based clustering are that it can discover not
only globular clusters with similar size and density or non-convex kind of cluster,
but also the clustering result can be more objective to reflect the distribution of data.
Considering the actual situation, arbitrary shape of clusters is very strong. Dense
sample points are discovered and classified to different categories by filtering out
the area of low density in density-based clustering, making the shape of the cluster
is not completely affected by data object in the metric space distance [4]. The
degree of density of sample points be considered as the benchmark of clustering,
and we can classify them as relevant clusters as long as a point of area of the density
is greater than a certain threshold.

DENCLUE is such an efficient density-based clustering. Individual data objects
are influenced by using kernel density function, and modeled by influence of point
set and the total density. Such a concentration of thinking helps to find the data
distribution of densely populated areas. Also, variable density data, irregular shape
cluster, density difference, and the common problems in clustering can be solved
well with DENCLUE. Since it is divided into clusters according to the density
attractor, it needs to find the density of each object corresponding to the step
attractor. Large amount of calculation of the estimation of each density attractor
kernel density (commonly Gaussian kernel) will be caused. Thus, computing speed
is its disadvantage.

To solve this issue, Hinneburg and Gabriel [5] proposed a method to control
slow convergence speed to avoid the problem it can not reach local maximum point
by introducing a Gaussian kernel as new mountain climbing algorithm, at the cost
of the small precision, realizing the adaptive step length. To improve the similarity
between objects, in Suganya and Nagarajan [6] proposed a DENCLUE method
based on fuzzy theory. A Chang et al. [7] proposed a strong robust DENCLUE
method without noise threshold via niching genetic algorithm. However, cluster
centers can be identified and data objects can not be divided into clusters. In [8],
Chonghui Guo optimized DENCLUE density function through introducing
nichePSO. This method can solve the problem in [7]. In Sree [9], aimed at the
problems of network information similarity measure, presented a kind of sequence
similarity measure method, combined with network access sequence and the page
information, verified the result whether DENCLUE can cluster the network infor-
mation better through the experiments. In [10], according to online data and
real-time fault diagnosis requirements, Zhu Liang solved poor robustness problem
of DENCLUE for different data by substituting distance coefficients with similarity
coefficients, which is simple and efficient in implementing and is particularly
suitable for online. In [11], for optimization problem of smoothing parameter, Yan
Jun made a probability density function can more accurately reflect the clustering
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center and the probability density change trend and got good effect of clustering by
embedding optimal window algorithm into DENCLUE. In general, in order to
improve the efficiency of DENCLUE, we want to be able to get accurate rapid
method for determining of the preset parameters.

This paper proposes an algorithm to avoid determining noise threshold in
DENCLUE. Noise threshold in DENCLUE is replaced by controlling convergence
speed and inner clusters points estimation. First, by controlling the rate of con-
vergence to complete the initial clustering, not enough dense collection (noise) can
be filtered out by the inner cluster points estimation. Second, estimation of noise
threshold can be avoided based on the inner cluster points analysis. Our method can
avoid the comparison of kernel density estimation and noise threshold, and man-
ually adjusting parameters, reducing the clustering time. Through the experiment,
silhouette coefficients in our method is more compact than the original DENCLUE
approach, noise points near the cluster are easily identified.

This paper is organized as follow. In Sect. 2, existing problems of original
DENCLUE algorithm is given out. In Sect. 3, our method is introduced in detail.
Several experiments are conducted for the original DENCLUE algorithms and the
proposed method in Sect. 4. Discussions are summarized in Sect. 5.

2 Existing Problems in DENCLUE

DENCLUE method introduces the probability and statistical problems of non-
parametric density estimation and describes the influence degree of each object to
other objects through the influence function with a kernel function. Each kernel
density estimation of objects is the sum of the object under the influence of all other
objects. Such density measure makes the object located in the densely populated
area near the center to obtain higher values. And every data object can reflect the
location and the density contribution of surrounding area to the whole data set. So,
in the case of unknown data distribution (the actual data sets is often a random
sampling of whole data sets), this evaluation method, based on grid clustering, can
objectively reflect the distribution of space object [12, 13].

DENCLUE, however, density attractor for every point has to be calculated. The
kernel density estimation also has to be computed with their density attractor; this
makes the computational complexity exponentially with the increase of data
objects. Quantity of clustering speed will be slow especially for large data sets. At
the same time, three parameters of DENCLUE need to be set: controlling con-
vergence speed δ, smoothing parameter h, noise threshold ξ, in which δ effects
seeking step length of density attractor, noise threshold will decide if density
attractor can form a cluster center, and is a key of whether two clusters can be
combined to a cluster. If the noise threshold is too large, some points within the
cluster also can be considered as noise points, can also cause cluster that should be
the same class is incorrectly divided into two categories. On the contrary, noise can
be mistaken for the point inside the cluster, if the noise threshold is too small, this
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also may cause the clusters, which were not of the same class, be classified into one
category.

Shown in Fig. 1, data set has a typical Gaussian distribution characteristic
(different color presents different cluster, black hollow point represents noise).
When noise threshold is too large, there exists points in each cluster which are
considered as noise points, cluster in top left of the regional is divided into two
clusters. When noise threshold is too small, noise points in the regional can not be
identified, and two different clusters in left side is divided into the same cluster.

According to the definition of DENCLUE, it is not hard to find that noise
threshold is constrained by smoothing parameter, and controlling convergence
speed should be adjusted when it changes. Therefore, the effectiveness of the
clustering results will be directly affected by deviation of parameters setting.
Especially in the application of large data sets, while lack of rich and powerful prior
knowledge, artificial parameter deviation will make clustering process longer, and
even lead to can not achieve results.

To solve this problem, we modify the DENCLUE. The core insight is to avoid
frequency artificial adjustment of noise threshold. This method only need to focus
on the choice of controlling convergence speed, and judgment of dense area is
determined by the distribution of data sets. Another benefit is that, reducing the
computational complexity and saving the running time of algorithm by abandoning
the noise threshold and shunning comparison between kernel density estimation and
noise threshold.

3 Methodology to Avoid Determining Noise Threshold

In three artificial parameters of DENCLUE, steep degree of kernel density esti-
mation function is affected by smoothing parameter h. The smaller h is, the more
steep the estimation function is, and vice versa [5] (see Fig. 2). In the case of

Fig. 1 The influence of different noise threshold for clustering results. a noise threshold is too
large; b noise threshold is too small
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smaller h, if the value ξ is larger, the same cluster is divided into several smaller
clusters; On the contrary, different clusters can not be effectively distinguished.
That is, in the original DENCLUE method, the size of the ξ is constrained by
smoothing parameter h, this increases the difficulty of parameters setting.

On the other hand, Noise threshold ξ and controlling convergence speed δ have
remarkable influences on the clustering results. δ is step of seeking for density
attractor, in which bigger one may miss density attractor and smaller one may lead
too much steps, making the method time consuming. The function of noise
threshold ξ mainly reflects in two aspects:

(1) Distinguish the noise points in data sets. The point is considered to be noise
point if kernel density estimation of density attractor in each point of data sets
is less than ξ.

(2) Judge whether two clusters existed density attractor can be combined into a
cluster. If there is a path between the two density attractor, kernel density
estimate is greater than or equal to ξ, then these two clusters should be
regarded as the same cluster.

In original DENCLUE, comparison between noise threshold and the kernel
density estimation is essential. It has high computational complexity when judging
density attractor of each point on the path is greater than or equal to the noise
threshold. But given such a situation: each cluster is attracted by its density
attractor, and also has interaction among different density attractor, the farther the
density attractor are, the less attractive each other does. To address this problem, the
author of DENCLUE proposed a method to judge whether two clusters can be
combined to one cluster by analyzing controlling the rate of convergence [5].
Setting a small δ as cluster distance threshold, two density attractor of the corre-
sponding cluster can be combined into one cluster if the distance between the two
density attractor is less than 2δ. But unfortunately, how to set an appropriate δ value
is still unknown in the literature.

According to this insight, controlling convergence speed is adopted to judge
whether different clusters should be combined into the same cluster instead of noise
threshold value. As for no noise data, let ξ to 0 directly, then it can get good
clustering effect by choosing an appropriate δ value. The noise threshold can be

Fig. 2 Kernel density estimation curve with different smoothing parameters. a Smaller h; b bigger h
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used to identify the noise points for data sets existing potential noise. Therefore, if
there exists a condition which can replace noise threshold value method to judge
whether the object is noise, we can avoid determining noise threshold for DEN-
CLUE. Noise is, by definition, random error or variance of measured variables, and
has significant difference with data objects within the cluster [14]. Typically, the
noise points can be recognized as outliers, and it does not belong to any cluster.
Even some noise points can be divided into a collection, the number of them should
also be very few (its density contribution is significantly small to the whole data
sets). That is, let ξ = 0 in DENCLUE, noise is divided in each sets, in which the
number of objects should be no greater than the minimum quantity of the objects
number in clusters. Therefore, noise identification can be converted into solving
problem of determining objects number within the cluster.

Estimation of cluster points is a part of the problem of cluster evaluation, the
appropriate points within the cluster can control the appropriate granularity clus-
tering analysis [1]. Existing method including elbow method, approach based on
variance in cluster and inflection point of cluster curve, information theory and
cross validation. For the case of dense distribution of noise points in the space,
inflection point or cross-validation-based method performances better. Information
theory based approach is better for actual data sets. When noise points distributed
evenly and for general far smaller than the number of objects in clusters, experience
based method can be applied. For data sets with n points, the number of cluster is
about

ffiffi
n
2

p
, each cluster has

ffiffiffiffiffi
2n

p
points if the expectation is known.

Based on the above analysis, two function of noise threshold in the DENCLUE
method can be replaced within the cluster point estimate and controlling the rate of
convergence, respectively. The steps of our approach are as follows.

(1) Calculate density attractor of each point, and density attractor of x is

x0 = x ð1Þ

xi+1 = xi + δ
∇f ̂ xið Þ
∇f ̂ xið Þ�� �� ð2Þ

where δ is parameter controlling convergence speed, ∇f ̂ xið Þ is the gradient of
f ̂ xið Þ, we have

∇f ð̂xÞ= 1

hd+2n ∑
n

i=1
K x− xi

h

� �
xi − xð Þ

ð3Þ

In the process of mountain climbing algorithm, if f ĥ xi+1ð Þ≤ f ĥ xið Þ, xi is local
maximum point, which is density attractor of x. And then, stop climbing
process.

306 K. Zhang et al.



(2) A collection is divided according to the each point corresponding to density
attractor. Then calculate the distance between the density attractor. Two
density attractor can be merged as a collection if the distance is less than 2δ,
and process stops when all set can not be merged.

(3) By using points in cluster to estimate whether the number of each set is greater
than

ffiffiffiffiffi
2n

p
, if it does, the sets is considered as a cluster; if not, all points in the

collection are considered as noise points.

4 Simulation and Discussion

This section verifies the effectiveness of the proposed method via different data sets,
and clustering evaluation method is used to compare the original DENCLUE and
our method according to the clustering quality. In order to ensure the unity of the
results, in this experiment, smoothing parameter h both in original DENCLUE and
proposed method is set to 5. Parameter that needs to be debugged in the original
DENCLUE is ξ and δ, and parameter in our method is δ.

Clustering evaluation is an inner method, which is suitable for the lack of
benchmark data. The evaluation focuses on separation between clusters and com-
pactness within a cluster, in which silhouette coefficient is viewed as ametric [15, 16].
The definitions of this evaluation method are as follows. Suppose there are n objects
in data sets D, D is divided into k clusters: C1, C2, …, Ck. a(x) presents average
distance between x and the other objects in the cluster. b(x) presents minimum
average distance between x and points which does not belong to its own cluster. The
compact degree of clusters is represented by silhouette coefficients via the following
equation.

sðxÞ= bðxÞ− aðxÞ
max aðxÞ, bðxÞf g ð4Þ

sðxÞ is mean value of silhouette coefficients for all objects. The smaller a(x) is, the
more compact cluster is, and vice is established. The bigger b(x) is, the more
detached between x and other clusters, and vice versa. s(x) has the same effect with
aðxÞ. The quality of clustering can be reflected by the three parameters.

Data sets “data_x_4xhelix_noise_824” are a two-dimensional space which
contains [0, 1] distribution and random noise, and contains four independent
Archimedes spiral data. This data set has the typical characteristics of flow pattern
and it is difficult to distinguish by using the traditional clustering.

Clustering results through debugging value of ξ and δ repeatedly in the original
DENCLUE (shown in Fig. 3). Experiments found that changing the value many
times cannot accurately identify noise (increases from 0 to 0.025, the clustering
results are the same, and with the bigger one, points in cluster will be recognized as
noise). The reason for this is that noise points are widely distributed near clusters,
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kernel density estimation of noise points, and points within clusters is very close,
even both vary widely. At the same time, the noise threshold is constrained by
smoothing parameter, and the value of rate of controlling convergence needs to be
adjusted when noise threshold changes making original DENCLUE method of
parameter adjustment very difficult.

Our result is shown in Fig. 4 (different δ). When the δ value is small, part of the
point in cluster will be mistaken for noise (when the δ = 0.0129, points in four
parts at the end of clusters are treated as noise; when the δ = 0.0131, points that
mistaken for noise in four parts at the end of clusters are reducing). Increasing the δ
value, we can get better clustering results (when the δ = 0.0136, all points within
the cluster can be classified correctly). That is to say, the performance of our
approach is determined by δ entirely. For the noise points near the four clusters, in
the clustering processing, they will be divided into the four clusters, respectively;
therefore they can not be recognized by point estimates in clusters. For those far
from clusters, we divide a collection for them separately in our method. Compared
to the original DENCLUE, our method identifies noise more efficiently.

Fig. 3 Clustering result by
using original DENCLUE on
data sets data_x_4xhelix_
noise_824

Fig. 4 Clustering result by using the proposed method on data_x_4xhelix_noise_824 with
different controlling convergence speed
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The clustering performance of original DENCLUE and our method are com-
pared by silhouette coefficient s (s = −0.0664 in proposed method, s = −0.07959
in original DENCLUE). While distance of points in cluster is greater than minimum
distance between points in clusters and other points in clusters, this will make
silhouette coefficient negative and points in clusters incompact, which is determined
by data distribution, and the silhouette coefficient in proposed approach is bigger
than original DENCLUE, which demonstrates that a more compact clustering result
will be obtained in the method.

In addition, to evaluate the proposed method, two-dimensional data sets with
different characteristics (deformation, flow pattern, embedded, division of linear,
density differences) are used. The results of original DENCLUE are shown in upper
of Fig. 5 and the results of proposed method are shown in below of Fig. 5. For three
data sets from left to right, ξ value in original DENCLUE is set as 0.0792, 0.0790,
0.0791, δ is set as 0.0150, 0.0269, 0.0514, respectively, while δ is set as 0.0149,
0.0149, 0.0507 in our method. According to the experimental result, high error rate
of noise identification is occurred in original DENCLUE. A large amount of points
will be recognized as noise points if it comes to an inappropriate ξ. Although noise
points near cluster can not be fully identified in our method, the performance in
three kinds of data sets is obvious better than original DENCLUE. A detailed
comparison of their clustering performance with silhouette coefficient is shown in
Table 1. Moreover, for the first and third data sets, the silhouette coefficient in our
approach is bigger than original DENCLUE, leading to a better clustering result.
The clustering result intuitively reflects our clustering effect, which is better. For the

Fig. 5 Clustering result compared by the proposed method and original DENCLUE on different
data sets
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second data sets, although, the silhouette coefficient in our approach is smaller than
original DENCLUE, the reason is that most of the noise points were divided into a
category in original DENCLUE. When calculating the silhouette coefficients, this
kind of cluster contains only one object of noise point, it is very compact from the
silhouette coefficients criterion. But in fact, these noise points were not correctly
divided. It is obvious that the proposed method is better than original DENCLUE,
considering the practical significance of the clustering.

5 Conclusion and Future Direction

The performance of the original DENCLUE is restricted because many parameters
need to be set manually. A novel algorithm to avoid determining noise threshold
has been proposed. We only consider its controlling convergence speed. The
method does not calculate kernel density estimation, and focus on the setting of
distance threshold δ in clustering processing. Considering clustering time and
computational complexity, the proposed method is better than the original DEN-
CLUE. A better result can be achieved by the experimental verification. Especially
for the case that noise points close to the cluster, performance of identification of
these points is better than the original DENCLUE. On the other hand, more
compact clustering results are obtained via silhouette coefficient criterion, which
also reflects the actual distribution of the data. The future directions are as follows:

(1) How to set controlling convergence speed that needs to be set in proposed
method? Whether there exists an adaptive algorithm? For large amount of
data, running time is too long.

(2) Effectiveness for data sets with variation intensely and very closed points has
not yet been verified.

(3) Improve the accuracy of noise identification for the noise points closed to
clusters that hard to be identified.

(4) High computational complexity of DENCLUE largely due to computational
complexity of seeking density attractor and kernel density estimation. How to

Table 1 Page Margins Silhouette coefficient of the proposed method and original DENCLUE on
three different data sets

Method Data sets Silhouette coefficient

Proposed method Three circles −0.1803
Two moons 0.3302
Linear segmentation 0.6974

DENCLUE Three circles −0.2863
Two moons 0.3313
Linear segmentation 0.6158
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find density attractor quickly and select an appropriate kernel function to
improve its clustering performance are fundamental problems that need to be
solved.
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Reactive Power Predictive Compensation
Strategy for Heavy DC Hoist

CaiXia Gao, FuZhong Wang and ZiYi Fu

Abstract To deal with reactive power disturbances in power grid introduced by
speed and load changes of heavy DC hoist in operation, a reactive power predictive
compensation strategy is proposed. After analysis of reactive power absorbed by the
DC hoist in different operation stages, the work principle and the reactive power
compensation flowchart and modification module are presented with reactive power
compensation regulation based on fuzzy control. Finally, experiment results are
given to demonstrate the effectiveness and robustness of the proposed strategy in
reducing external and internal disturbances, with the power factor ranging from
0.95 to 0.98.

Keywords DC hoist ⋅ Reactive power predictive compensation ⋅ Reactive
power compensation flowchart ⋅ Fuzzy control

1 Introduction

Heavy DC hoist controlled by rectifier has been widely used in mining industry for
its wide speed range, big torque at start, braking, and at a low speed, smooth
operation, and high efficiency. However, in operation of the heavy DC hoist, the
constant change of speed and load fluctuations may cause reactive power distur-
bances, severely threatening the secure operation of power grid. Thus reactive
power compensation is needed for heavy DC hoist. There are many choices of such
device, such as static capacitor, static VAR compensator (SVC), static VAR gen-
erator (SVG), magnetic controlled dynamic reactive power compensation device,
etc. [1–5]. Unfortunately, all these compensation devices begin to work after the
measurement of changes of reactive power. That means there is at least 20 ms delay
time which will cause over-compensation or total compensation, over-voltage, or
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even security issues when the hoist transfers from one operation stage to another
operation stage.

Therefore, this paper proposes a reactive power predictive compensation strategy
in which the operation chart is firstly preorganized according to experiments; then
in operation of the DC hoist, the compensation equipment automatically selects the
operation chart and to compensate in advance (50 ms) before the transfer of
operation stages, i.e., the significant changes of working speed and reactive power
requirement, in order to avoid over-compensation or total compensation.

2 Reactive Power Analysis of the DC Hoist in Different
Operation Stages

The DC hoist works according to the operation chart as shown in Fig. 1. In different
stages, reactive power and power factor from power grid are different. Table 1
shows the power requirements of primary side of the rectifier transformer of a DC
hoist (2100 kw) at different stages [1].

From Table 1, we see that at the main acceleration stage, although the speed is
rather low, the reactive power impulse is the highest, and the apparent power taken
from the grid is also the highest; at the constant speed stage, the elevating speed is
the highest, the active power maintains at the rated value, and the reactive power is
significantly reduced, the apparent power is much lower than that at main accel-
eration stage; at the deceleration stage, the active and reactive power become further
lower owing to the reduction of current; at the creeping stage, the active and
apparent power increase a little; at the braking stage, the electromotor current
increases, but its speed reduces quickly, the reactive and active power taken from
the grid are relatively small.

By analyzing Fig. 1 and Table 1, in operation of the hoist, the reactive power
requirements introduced by speed changes may cause significant impulse to power
grid. Thus reactive power compensation equipment is needed. The regular choices

t1 t2 t3 t4 t5 t60 t
t/s

V(m/s)

v1

vc

vmax Initial acceleration stage

m
ain acceleration stage

constant speed stage

decelerating stage

creeping stage

braking stage

Fig. 1 The DC hoist operation chart
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include static capacitor, static VAR compensator (SVC), static VAR generator
(SVG), magnetic controlled dynamic reactive power compensation device, etc. All
these compensation devices begin to work after the measurement of changes of
reactive power. That means there is a delay time which will cause over-
compensation or total compensation, over-voltage, when the hoist transfers from
one operation stage to another operation stage. For example, if we want to increase
the power factor to 0.95, then the reactive power requirements are 5986 kvar at the
main acceleration stage, and 1324 kvar at the constant speed stage. In real opera-
tion, when the hoist transfer from main acceleration stage to constant speed stage,
due to the delay time of reactive power compensation, the compensation value
cannot be increased from 5986 to 1324 kvar instantly, thus over-compensation will
be induced. After the delay time, reactive power compensation will transits from
over-compensation to under-compensation via total compensation. Therefore, in the
above-mentioned transition process, we will see over-voltage, or even security
issue. Similarly, the same situation also exits when the hoist transfer from constant
speed stage to decelerating stage. Consequently, predictive compensation is needed
to avoid over-compensation and total compensation before the operation stage
transits.

3 The Basic Principle of the Reactive Power Prediction
Compensation Scheme for DC Hoist

To achieve the reactive power prediction compensation for DC hoist, this paper
designs the reactive power predictive compensation device for DC hoist shown in
Fig. 2, which is composed by reactive power compensation operation diagram
presupposition and correction module, reactive power compensation operation
diagram memory module, reactive power compensation operation diagram selec-
tion module, reactive power compensation adjustment module, and TCR thyristor

Table 1 The power requirements of primary side of the rectifier transformer of a DC hoist (2100
kw) at different stages

Power Initial
acceleration
stage

Main
acceleration
stage

Constant
speed
stage

Decelerating
stage

Creeping
stage

Braking
stage

Reactive
power
(kvar)

3170 6880 2027 1120 1390 1980

Active
power
(kw)

945 2720 2140 315 825 550

Apparent
power
(kva)

3310 7396 2950 1160 2950 2053
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trigger control module; and its working principle is as follows: First, to preset
reactive power compensation operation diagram according to the experiment and
store the generated reactive power compensation operation diagram into the
memory module of reactive power compensation; during the lifting operation, the
selection module of reactive power compensation operation diagram selects the
corresponding reactive power compensation operation diagram according to the
measured load and running direction, and then according to the selected reactive
power compensation operation diagram and SVC feedback reactive power, the
reactive power compensation adjustment module realize the adjustment of reactive
power through thyristor trigger control unit to change thyristor conduction angle in
the TCR branch. Simultaneously, detect reactive power required by the hoist and
power factor of the power-in after the compensation, analyze the compensation
effect, to modify the original reactive compensation operation diagram, and deposit
the modified one into the memory module of reactive power compensation oper-
ation diagram, for later use (Fig. 3).

Hoist
motor

TCR thyristor trigger 
control module

Reactive
power

compensation
adjustment

module

Reactive power 
compensation

operation diagram 
selection module

Reactive power

 Reactive 
power
compe-
nsation

operation
diagram
presup-
position

and
correction

module

Hoist  travel speed

Active power

TCRcircuitFC circuit

SVC
main

circuit

Power
supply

Reactive power 
compensation

operation diagram 
memory module

Power Factor 

TCRreactive
powerGiven

reactive
power

SVC feedback 
reactive power

Sig-
nal

dete-
ction
circ-
uit

Hoist load

Fig. 2 DC hoist reactive power predictive compensation device

t1 t2 t3 t4 t5 t60
t

t/s

Q(Kvar)

5986

2860
1800
1324
1119
1017

Initial
accelerati-
on stage

main
acceleration
stage

constant speed stage

decelerating
stage creeping stage

braking stage

Fig. 3 Reactive power
compensation operation
diagram for full load
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3.1 The Design of Presupposition and Correction Module
About Reactive Compensation Operation Diagram

The function of “presupposition and correction module of reactive compensation
capacity operation diagram” is to setup the reactive compensation operation dia-
gram and to correct original reactive compensation operation diagram online.

(1) The presupposition of reactive power compensation

According to Fig. 1 and Table 1, the reactive power of direct current lifter in all
working stages is related to the speed and also related to the load of lifter. However,
no matter how much the load is, the lifter runs basically in accordance with the
fixed velocity diagram. Therefore, through online experiment, we can make actual
measurement on the reactive power of the lifter in different working stages when the
lifter raises or lowers the material with all kinds of loads from full load to light load
and no load. In order to avoid over-compensation phenomenon, we can adopt
reactive power control, use the power factor as constraints, determine reactive
compensation capacity when the lifter raises or lowers with every file of load and
different speed according to formula one, produce reactive compensation running
chart(2n pieces), and deposit them in memory module of the reactive power
compensation capacity.

0.95≤COSϕ=
Pcaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P2
ca + ðQca −QcÞ2

q ≤ 0.98 ð1Þ

In formula (1), Pca represents active power of the lifter when it works, Qca

represents reactive power of the lifter when it works, and Qc represents reactive
compensation capacity. The power factor COS Ф takes 0.95 when the lifter is light
load, and takes 0.98 when the lifter is overloaded.

(2) The online correction method of reactive power compensation

According to the active power and reactive power of the lifter from the online
real-time detection, we can correct corresponding reactive power compensation
operation diagram according formula one, and deposit it in the memory module of
reactive power compensation operation diagram for next use.

3.2 The Design for Selection of Reactive Power
Compensation Diagram

According to the direction of load and running direction, the reactive power
compensation selection diagram selects the matching reactive power compensation
diagram from the memory module and outputs the reactive power compensation

Reactive Power Predictive Compensation Strategy … 317



diagram into the reactive power compensation controller module as a given value of
reactive power compensation of reactive power regulator module. Specific methods
are as follows:

In the operation of hoist, according to the actual load of hoist and the formula
(2), the selection of reactive power compensation diagram determines which file
number the load should belong to. Finally, according to the running direction, the
reactive power compensation diagram selects the corresponding reactive power
compensation diagram.

ni =
Wi

WN
× 30+0.5

� �
ð2Þ

In the formula (2),Wi—the load of the hoist operation;WN—the rated load of the
hoist.

3.3 Reactive Power Compensation Regulation Based
on Fuzzy Control

Reactive power compensation regulation module based on fuzzy control is
adjusting ahead the conduction angle of TCR thyristor triggering control module
according to the reactive power given by the selected reactive power compensation
flowchart and reactive SVC device, in order to change the reactive power, QC,
output by SVC. The specific approach is as follows: During the operation, reactive
power compensation regulation device calculates accurately the operating time of
the hoist. When the hoist, in the operation period, switches from the higher needed
reactive power compensation to the lower (like the switch, presented in the chart 3,
from the main acceleration period to the isokinetic one or from the isokinetic to the
deceleration period), switches ahead the conduction angle of the thyristor in the
branch of TCR according to the needed reactive power compensation in the next
operation period 50 ms earlier than the swift, thus changing the reactive power, QC,
output by SVC in case that the operation of the hoist will enter the excessive
compensation and complete compensation in the next operating period. The reac-
tive power compensation regulation device resorts to the fuzzy control calculations.

Fuzzy control calculations are presented in Fig. 4: Qr stands for the given
reactive power compensation by the reactive power compensation flowchart, the
reactive power by the reactive power compensation device. Fuzzy control device
chooses the compensation reactive power deviation and the changing rate, ec, as the
input variables. In addition, it chooses the output reactive power, Qtcr, needed by
TCR branch of SVC as the output variables. The reactive power of the branch of
TCR, Qtcr, controls the units by the trigger of the Crystal Gate, realized by adjusting
the thyristor angle α.
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(1) Input and output variables fuzzification: we will set the change range of the
reactive power Qtcr, which is desired by the reactive deviation rate e and its
change rate ec and TCR branch, as [–7 and interval +7], which is a continuous
variation, to make it discrete, and to form a discrete set with 15 integers, that is
{–7, –6, –5, –4, –3, –2, –1, 0, 1, 2, 3, 4, 5, 6, 7}.

We will set the variation range of e, ec, and Qtcr as [Qm, Q0], [△Qm, △Q0],
[Qtcrm, Qtcr0], respectively. The three scale factors shown in [6] are Ke = 14/
(Qm – Q0), Kec = 14/(△Qm – △Q0), Kc = (Qtcrm – Qtcr0)/14, respectively.

The language of the three input and output fuzzy is defined as {negative big
(NB), negative middle (NM), negative small (NS), zero (Zo), positive small (PS),
positive middle (PM), and positive big (PB)}, which belongs to membership
function and adopts triangle.

(2) Fuzzy Control Rules: fuzzy control rules can be described using the following
fuzzy statement:

IF A1 is NB AND A2 is NB THEN B is NM.

(3) Fuzzy Reasoning: The Mamdani reasoning is adopted. Namely: Known fuzzy
relation matrix contains the relationship A → B, for the given A′, A′ ∈ U,
then the conclusion is B′ ∈ V and B′ is [6].

B
0
= SUP

u∈U
AðuÞ

.
ΛðAðuÞΛBðuÞ

n o
ð3Þ

(4) Defuzzification: Resolving the fuzzy of the controlled elements with the
gravity center method to get the reactive power Qtcr that is needed to be output
by the TCR branch of SVC. It is calculated as follows [6]:

Qtcr =

R
μBðyÞydyR
μBðyÞdy

ð4Þ
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Fig. 4 The fuzzy controller structure
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4 Experiments

This experiment takes a coal mine 2100 kW DC hoist as the research object, whose
rectifier transformer once side voltage is 6 kV, II times side voltage is 0.78 kV.
Furthermore, this experiment uses idle work ahead forecast compensation device to
compensate for the idle work of elevator, testing SVC output of reactive power and
power factor when the hoist at full load.

Figure 5 SVC output reactive power and power factor Fig. 6 wave forms.
From Fig. 5, we can see, when front forecasting compensation device of DC

hoist with idle work is used, reactive power output by SVC can quickly compensate
for the idle work needed by the elevator, and the track effect is good, and making
the idle work output by grid side maintain at a lower level; As is shown in Fig. 6,
when front forecasting compensation device of DC hoist with idle work is used, the
power factor of grid line climb quickly, with a changing range between 0.95 and
0.98, to effectively improve the power factor of the power supply system of mine
hoisting.

t1 t2 t3 t4 t5 t60
t

t/s

Q(Kvar)

5986

2860
1800
1324
1119
1017

Initial
accelerati-
on stage

main
acceleration
stage

constant speed stage

decelerating
stage

creeping stage

braking stage

Fig. 5 The SVC reactive power diagram

t1 t2 t3 t4 t5 t60
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t/s

COSΦ
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Fig. 6 The power factor
waveform diagram
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5 Conclusion

In this paper, a new method of compensation for reactive power prediction of DC
hoist is presented, here are the following features:

(1) According to the load and running direction of the hoist (lifting or lowering),
we determine the 2n kinds of reactive power compensation operation dia-
grams, and carry out reactive power compensation control according to the
reactive power compensation operation diagram.

(2) Realize the reactive power predictive compensation. When the hoist, in the
operation period, switches from the higher needed reactive power compen-
sation to the lower (like the switch, presented in the Fig. 3, from the main
acceleration period to the isokinetic one or from the isokinetic to the decel-
eration period), switches ahead the conduction angle of the thyristor in the
branch of TCR according to the needed reactive power compensation in the
next operation period 50 ms earlier than the swift, thus changing the reactive
power, QC, output by SVC in case that the operation of the hoist will enter the
excessive compensation and complete compensation in the next operating
period.

(3) The control effect is good. The regulation of reactive power adopts the fuzzy
control algorithm to realize rapid and accurate reactive power compensation,
and has good robustness, which can effectively reduce the impact of internal
and external interference on system stability. Ensure that the power factor to
fluctuate within the range of 0.95–0.98.
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Sensorless Vector Control of PMSM Based
on Improved Sliding Mode Observer

Fangqiang Mu, Bo Xu, Guoding Shi, Wei Ji and Shihong Ding

Abstract This paper proposes a sensorless control algorithm for the permanent
magnet synchronous motor (PMSM) based on a new sliding mode observer (SMO),
which substitutes a sigmoid function for the signum function. The stability of
proposed SMO is analyzed using the Lyapunov stability theorem. Adaptive law of
switching gain is regulated with the rotor speed to expand the functional range of
SMO. A back-electromotive force (back-EMF) observer is designed to eliminate the
high frequency components of estimated back-EMF. An input-normalized
phase-locked loop (PLL) is adopted to extract the rotor position and speed for
compensating the phase lag resulted from the filter. The simulation results illustrate
the validity of the analytical approach and the efficiency of the new sensorless
control algorithm for PMSM based on the new SMO.

Keywords Permanent-magnet synchronous motor (PMSM) ⋅ Sliding mode
observer (SMO) ⋅ Phase-locked loop (PLL) ⋅ Sensorless ⋅ Sigmoid function

1 Introduction

Permanent magnet synchronous motors (PMSMs) with their small size, high effi-
ciency, large power density, and good dynamic performance are widely applied to
high-performance servo and drive areas. Effective vector control of the PMSM
requires accurate position information of rotor, since it is directly connected to the
produced torque. The rotor position can be measured with an optical encoder, a
resolver or with Hall sensors. However, such sensors installed on the rotor shaft
increase the inserted noise, the motor size, and the overall cost of the drive system.
To eliminate the need of position sensors, several sensorless control strategies have
been developed.
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In most sensorless PMSM control methods, the rotor position is estimated using
measured electrical quantities. According to the effectiveness of rotor position
estimation for PMSM in different speed ranges, sensorless control methods are
divided into two major categories: saliency-based methods and mode-based
methods. The former is valid in very low or zero speed operation, and the latter is
suitable for the rotor position estimation in medium speed and high speed operation.
The mode-based methods are mainly based on the model of the PMSM include the
direct calculation method using the stator terminal voltage and current [1, 2],
extended Kalman filter (EKF)-based methods [3, 4], model reference adaptive
system (MRAS)-based methods [5], and SMO-based methods [6–10].

Compared with other methods, SMO-based methods have advantages such as
robustness for motor parameters, rapid responses, and less computational com-
plexity. For an actual SMO, due to the time and space delay and dead zone, making
the existence of chattering in the SMO is inevitable [11]. To eliminate the chat-
tering, a boundary layer was used to solve the chattering problem and improve the
precision of rotor position estimation [12]. In [13], a SMO based on two-stage filter
for the estimation of rotor position and speed was proposed. The piecewise linear
compensation was used for the rotor position estimate error compensation. The
boundary layer methods and the filtering methods both are available to eliminate the
chattering, but when a high control precision required, the two methods cannot meet
the requirements for use in the SMO. In [14], a sigmoid function was used for the
SMO as a switching function. The observer has fast responses and the chattering,
which happens at the observer using the signum function, has been reduced
significantly.

This paper proposes a new sensorless control algorithm for PMSM based on a
new SMO which uses a sigmoid function as the switching function. It is proved that
the proposed SMO is globally asymptotically stable based on the Lyapunov sta-
bility theory. Adaptive law of switching gain is regulated with the rotor speed to
expand the functional range of SMO. The back-EMF observer, which has the
structure of an extended Kalman filter, is designed to make the estimated back-EMF
waveforms smoother. An input-normalized PLL is adopted to extract the rotor
position and speed from the estimated back-EMF to eliminate the additional
compensator for the rotor position. The superiority of proposed algorithm is proved
through the comparison of simulation results.

2 Conventional SMO

Suppose that the distribution of air-gap magnetic field is sinusoidal, eddy current
losses and hysteresis losses are negligible, and the induced EMF is sinusoidal. The
model of PMSM in the stationary reference frame is
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diα
dt = − RS

LS
iα + uα

LS
− eα

LS
diβ
dt = − RS

LS
iβ +

uβ
LS

− eβ
LS

8<
: ð1Þ

where iα, β, eα, β, and uα, β represent the stator current, back-EMF, and voltage for
each phase in the stationary reference frame, respectively. RS and LS represent the
stator resistance and inductance, respectively.

The back-EMF for each phase can be represented in the stationary reference
frame as

eα = −ωeψ f sin θe
eβ =ωeψ f cos θe

�
ð2Þ

where ψ f ,ωe, and θe represent the rotor permanent magnet flux linkage through the
stator windings, the electric rotor speed, and the rotor position, respectively.

Suppose that the speed changes slowly (ωė ≈ 0) during the one estimation period.
The dynamic behavior of back-EMF can be obtained by differentiation of (2):

deα
dt = −ωeeβ
deβ
dt =ωeeα

8<
: ð3Þ

For the sensorless vector control of PMSM, the sliding mode controller is
adopted for use in the observer design and so is named the SMO. However, there
are the shortcomings of chattering and phase lag in the traditional SMO. Figure 1
shows the traditional SMO, where the signum function is used as the switching
function and the low-pass filter (LPF) is used to eliminate the chattering. The rotor
position compensation is used for compensating the phase lag caused by the filter.

3 Proposed SMO

To eliminate the undesirable chattering, a new SMO which uses a sigmoid function
as the switching function is proposed, as shown in Fig. 2.

Sliding Mode 
Current Observer

Signum
Function

LPF,α βu ,α̂ βi

,α βi

+
−

,( )α βksign  i ,α βz
θ̂e

ω̂e

Rotor Position
Compensation

+ Rotor Position
and

Speed Calculation
arctan

Fig. 1 Block diagram of traditional SMO
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The sliding mode surface is defined as

S= Sα Sβ½ �T = ıᾱ ıβ̄½ �T ð4Þ

where ıᾱ = ıα̂ − iα and ıβ̄ = ıβ̂ − iβ are the stator current errors. The proposed current
sliding mode observer is defined as follows:

dıα̂
dt = − RS

LS
ıα̂ + uα

LS
− k

LS
Hðıα̂ − iαÞ

dıβ̂
dt = − RS

LS
ıβ̂ +

uβ
LS

− k
LS
Hðıβ̂ − iβÞ

8<
: ð5Þ

where ıα̂ and ıβ̂ are the stator current estimates, k is the switching gain, H is the
sigmoid function, which is represented as

HðxÞ= 2
ð1+ e− axÞ − 1 ð6Þ

where a is a positive constant used to regulate the slope of the sigmoid function.
Subtracting (1) from (5) yields the stator current errors equation:

dıᾱ
dt = − RS

LS
ıᾱ + 1

LS
ðeα − kHðıα̂ − iαÞÞ

dıβ̄
dt = − RS

LS
ıβ̄ + 1

LS
ðeβ − kHðıβ̂ − iβÞÞ

8<
: ð7Þ

In order to verify the stability of the SMO, the Lyapunov function V is chosen as

V =
1
2
STS ð8Þ

Its time derivative can be written as

V ̇= S
Ṫ
S= ı ̄α̇ıᾱ + ı ̄β̇ıβ̄ ð9Þ

According to the Lyapunov’s stability theory, the stabled observer must satisfy
V >0 and V ̇<0. To satisfy the condition V ̇<0, (9) is expressed as (10).

Sliding Mode 
Current Observer
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,α̂ βi

,α βi

+
−

,α βz ,α̂ βe
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θ̂e
,( )α βkH i,α βu

Fig. 2 Block diagram of proposed SMO
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V ̇= −
Rs

Ls
ı ̄2α + ı ̄2β

� �
+

1
Ls

ðeαıᾱ − kıᾱHðıᾱÞÞ+ 1
Ls

ðeβıβ̄ − kıβ̄Hðıβ̄ÞÞ<0 ð10Þ

The switching gain k can be derived from (10) as

k≥maxð eαj j, eβ
�� ��Þ= ωej jψ f ð11Þ

k must be large enough to satisfy (11), however, if it is too large the chattering
may lead to estimation errors. The following adaptive law is proposed:

k= l ωêj jψ f ð12Þ

where l=1.5 is a safety factor and ωê is the estimated speed.
Once sliding mode occurs, Sα, β =0, Sα̇, β =0.Using the equivalent control

method, the equivalent control values are

uαeq = eα = kHðıᾱÞeq
uβeq = eβ = kHðıβ̄Þeq

�
ð13Þ

For the traditional SMO, a low-pass filter is usually adopted to extract eα and eβ
from the corresponding equivalent control values in (13). Suppose that the low-pass
filter outputs are zα, zβ, however, for high-performance applications, zα, zβ cannot be
used directly due to the presence of high frequency components. In order to improve
the filter properties to obtain more accurate back-EMF, a back-EMF observer is
designed to re-estimate the back-EMF. The back-EMF observer is as follows:

e ̂α̇ = −ω ̂eeβ̂ − l1ðeα̂ − zαÞ
e ̂β̇ =ωêeα̂ − l1ðeβ̂ − zβÞ
ω ̂ė = ðeα̂ − zαÞeβ̂ − ðeβ̂ − zβÞeα̂

8<
: ð14Þ

where l1 is the observer gain, and e ̂α, eβ̂ are the estimated back-EMF. Assume
zα, β = eα, β for the rest of analysis, by subtracting (3) from (14), the mismatches in
the back-EMF equations are

e ̄α̇ = −ω ̂eeβ̂ +ωeeβ − l1ðeα̂ − eαÞ
e ̄β̇ =ωêeα̂ −ωeeα − l1ðeβ̂ − eβÞ
ω ̄ė = ðeα̂ − eαÞeβ̂ − ðeβ̂ − eβÞeα̂

8<
: ð15Þ

where e ̄α = eα̂ − eα, eβ̄ = eβ̂ − eβ,ωē =ωê −ωe are the observer errors.
To prove the convergence of the observer, a Lyapunov function is defined as

V1 =
1
2
ðe ̄2α + e ̄2β +ω ̄2eÞ ð16Þ
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The time derivative of (16) can be calculated as

V ̇1 = e ̄α̇eᾱ + e ̄β̇eβ̄ +ω ̄ėωē

=ωeeβ̄ eα̂ − eαð Þ−ωeeᾱ eβ̂ − eβ
� �

− l1 e ̄2α + e ̄2β
� �

= − l1 e ̄2α + e ̄2β
� �

≤ 0

ð17Þ

It can be shown using Lyapunov function that the estimates e ̂α and e ̂β tend to eα
and eβ asymptotically.

4 PLL for Position and Speed Extraction

An approach to rotor position estimation can be the use of an inverse trigonometric
function directly from the back-EMF space vector. Motor speed then can be
obtained as a derivative, but this commonly leads to noise issues. The technique
adopted in this case is the phase and frequency tracking by means of a PLL (Fig. 3)
operating on the estimated back-EMF,
where θe is the real rotor position, θe is the estimated rotor position, and KP and KI

are the proportional and integral (real) gains for the PLL, respectively.
According to Fig. 3, the error signal Δe can be obtained:

Δe= − e ̂α cos θe − eβ̂ sin θe =ωeψ f sinðθe − θeÞ ð18Þ

when θe − θej j< π ̸6, (18) can be simplified as

Δe≈ωeψ f ðθe − θeÞ ð19Þ

ˆ cosβ = e f ee

sin

cos

+ I
P

KK
s

1
s

ω̂e

θ̂eΔe+

−

ˆ sinα

ω ψ θ

ω ψ θ− = e f ee

Fig. 3 Block diagram of PLL
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The equivalent block diagram of the PLL is shown in Fig. 4; the PLL open-loop
transfer function can be expressed as

GPLLðsÞ=ωeψ f ðKP +
KI

s
Þ 1
s

ð20Þ

Since the loop gain is dependent on speed, different dynamical responses would
be obtained at the various speeds. To achieve a constant dynamic behavior of the
PLL in all the operating range, input normalization can be done by scaling gain
using the back-EMF vector magnitude. To reduce noise propagation, a modified
vector magnitude calculation is proposed as shown in Fig. 5.

The equivalent block diagram of the input-normalized PLL is shown in Fig. 6.
With normalized input, the error signal (19) becomes

Δe≈ θe − θe = θe ð21Þ

The PLL open-loop transfer function (20) becomes

GPLLðsÞ= ðKP +
KI

s
Þ 1
s

ð22Þ

ωe θ̂e

ω̂e

+ I
P

KK
s

1
s

1
s

ω ψe f
θe Δe+

−

Fig. 4 Equivalent block diagram of PLL
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Fig. 5 Back-EMF estimates magnitude normalization for PLL
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Thereby, the speed and position estimation method based on PLL can be
expressed as

θ ̇e =ωê +KPθe
ω ̂ė =KIθe

�
ð23Þ

Considering the speed estimator converges much faster than the speed varies, the
error dynamic equations are obtained as (24), and in matrix form (25):

θė =ωē −KPθe
ω ̄ė = −KIθe

�
ð24Þ

θė
ω ̄ė

� 	
=

−KP 1
−KI 0

� 	
θe
ωē

� 	
ð25Þ

The characteristic polynomial of (25) is

CðsÞ= s2 +KPs+KI ð26Þ

By properly selecting the gain KP and KI , a stable speed and position estimator is
acquired.

5 Simulation Results

In order to verify the validity of proposed SMO, the simulation mode of PMSM
sensorless vector control system is given in Fig. 7. The simulation parameters of
PMSM are as follows: RS =2.875 Ω, LS =8.5 mH,ψ f =0.175 Wb, J =0.01 kg.m2,
p=4.

Figure 8 shows the comparison of simulation results of the estimated back-EMF
between the traditional SMO and the proposed SMO at 500 r m̸in. It is very clear
that in the proposed SMO there are no large ripples at the estimated back-EMF; the
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θeωe Δe1
s

+ I
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KK
s

1
S
1
s

+

−

Fig. 6 Equivalent block diagram of input-normalized PLL
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high frequency components are filtered apparently. The waveforms of the estimated
back-EMF in the proposed SMO are smoother.

Figure 9 shows the comparison of simulation results of rotor position between
the traditional SMO and the proposed SMO at 500 r m̸in. It is noticed that with the
presence of the low-pass filter in the traditional SMO, even after the rotor position
compensation, the estimated rotor position still exist significant phase lag compared
with the real rotor position. After the adoption of the proposed SMO, the phase lag
can be eliminated and the estimation error becomes smaller.
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Fig. 7 Block diagram of sensorless vector control system
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Figure 10 shows the comparison of simulation results of speed between the
traditional SMO and the proposed SMO at 500 r m̸in. Simulation results show that
in the proposed SMO, the estimated speed can preferably track the change of the
real speed, and compared with the traditional SMO, the fluctuation is smaller and
the steady-state performance is better.
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6 Conclusions

This paper proposes a new sensorless control algorithm for PMSM based on a new
SMO. Using Lyapunov function theoretical analyzes the stability conditions of the
proposed SMO. The chattering problem is resolved using a sigmoid function as the
switching function and the use of the back-EMF observer. The PLL method
improves the estimation precision and reduces noise. By simulation analysis proves
that the proposed algorithms improve the observation accuracy and the steady-state
performance of the system effectively.
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Tracking Control of a Nonminimum Phase
Inverted Pendulum

Linqi Ye, Qun Zong, Xiuyun Zhang, Dandan Wang and Qi Dong

Abstract Three methods are investigated for the tracking problem of the famous
cart–pole system (a kind of planar inverted pendulum). The output is required to
track a sinusoid signal. Control design is based on the linearized model. First, we
show that using output error and states feedback, approximate tracking can be
achieved with bounded tracking error. Then exact tracking via output regulation is
investigated. By constructing a regulator equation, the equivalent input and
equivalent states which are needed to maintain output at the reference trajectory can
be calculated. We show that the tracking problem is equivalent to the stabilizing
problem in the states error coordinate. Finally, we study exact tracking via stable
system center method. Because of the nonminimum phase property, a bounded
solution for the internal dynamics is required and is estimated by stable system
center method. Then the tracking problem can also be transformed into a stabilizing
problem. Simulations are made for each method.

Keywords Tracking control ⋅ Nonminimum phase ⋅ Output regulation ⋅
Stable system center ⋅ Inverted pendulum

1 Introduction

Tracking control is much more complicated than stabilizing control, especially
when the system is nonminimum phase. Stabilizing control only requires main-
taining the output at a set-point, i.e., the equilibrium. For linear system, the stabi-
lizing control theory has already been very perfect. Through proper coordinate
change, the equilibrium can be moved to zero, and then various linear control
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methods such as pole assignment and LQR can be used. So to say, it is not difficult
for an engineer with basic control knowledge to accomplish the task of stabilizing a
linear system. However, when it turns to the tracking problem, which aims at
keeping the output moving along a varying trajectory (such as a sinusoid signal),
things become much more challenging even for linear system.

The most widely applied methods, PID control and the basic feedback control
method, and pole assignment, are not tracking control methods. They can be used to
set-point control and achieve zero steady-state error, but when used in tracking
control, the error increases as the tracking signal frequency goes up. To eliminate
the tracking error, researchers have done amount of work in the past years. Sum-
marizing the existed literatures, we may find that inversion seems necessary for
exact tracking. Recall stabilizing control, the equilibrium to be achieved is known,
which means we know the value every state should reach. Finally, the output will
reach the set-point and other states also reach their steady values. What about
tracking control? When the output exactly moves along the reference trajectory, we
can imagine that other states should also move along certain trajectories. So this is
the case for exact tracking: every state does not converge to fixed point but con-
verges to fixed trajectory. In other words, all states as well as the input have specific
trajectories to maintain the output at the reference trajectory. If we can calculate
these trajectories, then tracking problems can be converted into stabilizing problem.
This idea is the key for exact tracking.

In a manner of speaking, exact tracking is indeed an inversion problem, that is,
giving a plant and a reference output, to calculate the equivalent input and equiv-
alent states. A similar concept, named as stable inversion, has been widely studied
[1, 2]. However, what we focused on is another method, output regulation theory
[3, 4], which aims to achieve asymptotic tracking and disturbance rejection for a
class of reference trajectories and disturbances. Suppose the reference output is
generated by a known exosystem; then regulator equation can be constructed based
on the plant and exosystem. The solution of the regulator equation directly leads to
equivalent input and equivalent states. It should be noted that, whether the system is
minimum phase or nonminimum phase, it has no influence on using output regu-
lation theory.

The application of differential geometry theory to nonlinear control [5] brings us
a new perspective to look at the problem of tracking control. Now we know that a
system is composed of external and internal states. The dynamics of the internal
states, i.e., the internal dynamics, is only driven by the external states. When it
comes to minimum phase system, the internal dynamics is naturally stable, thus we
only need to design tracking controller for the external states. This is not difficult
because the external states are derivatives of the output which implies the equivalent
external states are simply the derivatives of the reference output. But for nonmini-
mum phase system, the internal dynamics is not stable, which means the internal
states will not converge to their equivalent trajectories naturally. We need to force it.
The equivalent internal states value is a bounded solution of the internal dynamics,
and is also called ideal internal dynamics (IID). Stable system center [6, 7]
is a method to estimate the IID asymptotically. When IID is obtained, we then
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know the equivalent values of all states and the tracking problem can be transformed
into stabilizing problem.

Inverted pendulum is a classical nonlinear, unstable, nonminimum phase,
underactuated system which has been widely used in control education and research
to demonstrate the effectiveness of various control methods. References [8–13]
have studied the stabilizing problem of inverted pendulum while the tracking
problem has been studied in [14–16]. Here we will use it as an example to study
some tracking control methods. Our methods are based on the linearized model.

2 Model Description

The cart–pole system consists of a cart and an inverted pendulum as shown in
Fig. 1.

Here u is an external force that moves the cart in the horizontal plane, s is the cart
position, θ is the pole angle, M is the mass of cart, m is the mass of pole, and l is the
half length of pole. According to [8], the motion equations of the inverted pen-
dulum are

M +mð Þs ̈−ml cos θθ ̈+ml sin θθ2̈ = u

Iθ ̈−ml cos θs ̈−mgl sin θ=0
ð1Þ

where I =4ml2 ̸3 is the moment of inertia of the pendulum with respect to the pivot.
Define v= s ̇,ω= θ as the cart velocity and angle acceleration, where (1) can be
written in state space form

s ̇= v, v ̇=
mg sin θ cos θ− 4mlω2 sin θ 3̸

4 M +mð Þ 3̸−m cos2 θ
+

4 3̸
4 M +mð Þ 3̸−m cos2 θ

u

θ ̈=ω, ω ̇=
M +mð Þg sin θ−mlω2 sin θ cos θ

4 M +mð Þl 3̸−ml cos2 θ
+

cos θ
4 M +mð Þl 3̸−ml cos2 θ

u

ð2Þ

Fig. 1 Cart–pole system
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where g=9.8 m/s2 is the acceleration due to gravity, and other parameters are
selected as m=1 kg,M =10 kg, l=1m.

It can be verified that ðs*, 0, 0, 0Þ is the equilibrium set (i.e., the system is in
equilibrium when all states derivatives equal zero). The linearized model of the
nonlinear model (2) in the equilibrium ðs*, 0, 0, 0Þ is

s ̇= v, v ̇=0.7171θ+0.09756u

θ=ω, ω ̇=7.888θ+0.07317u
ð3Þ

This linearized model will be used later for tracking controller design, while the
nonlinear model is used for simulation. The control objective is to track sinusoid
trajectory for the cart position and pole angle, respectively. Two cases are con-
sidered here:

Case 1: Tracking control of the cart position with the desired trajectory sd = sinðtÞ.
Case 2: Tracking control of the pole angle with the desired trajectory
θd =0.2 sinðtÞ.

3 Approximate Tracking Control

Consider the following nth-order SISO linear system:

x ̇=Ax+Bu, y= x1 ð4Þ

where x= x1, x2, . . . , xn½ �T is the states vector, u, y∈R1 are the input and the output,
respectively. Suppose the desired tracking trajectory is yd, where yd and yḋ are
bounded, and denote the tracking error as x1̃ = y− yd.

Theorem 1 If the feedback control u= −Kx can stabilize system (4), then the
control law

u= −Kx ̃ ð5Þ

with x ̃= x1̃, x2, . . . , xn½ �T can achieve approximate tracking with bounded tracking
error for system (4).

Proof First, it indicates that A−BK is Hurwitz since u= −Kx can stabilize system
(4). And if control law u= −Kx ̃ is applied, the closed-loop system becomes

x ̃̇= A−BKð Þx ̃+ d ð6Þ

where d=AYd −Y ̇d with Yd = yd, 0, . . . , 0½ �T can be seen as a perturbation. Since
A−BK is Hurwitz, according to the input-to-state stability theorem [17], x ̃ will
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remain bounded for bounded d. Thus approximate tracking is achieved. This
completes the proof.

Remark For the inverted pendulum model (4), the first column of A equals zero
which indicates that d= − Yḋ. Thus when yd is a constant, i.e., d=0, control law
u= −Kx ̃ can achieve asymptotic tracking. However, as the frequency of yd
increases, which means the upper bound of d increases, the tracking error will go up.

For case 1, we have x ̃= s− sd, v, θ,ω½ �T , and the control gain is selected as
K = − 200.8, − 248.2, 1851.6, 590.6½ � to place the closed-loop poles at
½− 8, − 9, − 1± i�. The simulation result is shown in Fig. 2, from which we can see
there exists a serious phase lag.

For case 2, we have x ̃= s, v, θ− θd,ω½ �T and K is the same as that in case 1. The
simulation result is presented in Fig. 3. Also a phase lag is observed.

4 Exact Tracking Control via Output Regulation

As mentioned in the former section, using output error and states feedback,
approximate tracking with bounded tracking error can be achieved. In this section
we will illustrate that using output regulation theory, output tracking problem can
be transformed into a stabilizing problem.

First, let us consider how to transform a tracking problem into a stabilizing
problem. Consider the nth-order SISO linear system as follows:
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x ̇=Ax+Bu, y=Cx ð7Þ

where x= x1, x2, . . . , xn½ �T is the states vector, u, y ∈ R1 are the input and output,
respectively.

Suppose the control objective is to let y track yd. To maintain y at yd, we need
certain quantity of control input and the states should also maintain in certain
trajectories. Figuratively, we may call them equivalent input and equivalent states,
and denote by xd, ud, respectively. Obviously, xd, ud should satisfy the following
equation:

xḋ =Axd +Bud, yd =Cxd ð8Þ

Define the states tracking error x ̃= x− xd, output tracking error e= y− yd , and
new control input v= u− ud. Subtracting (8) from (7), we can obtain the stabilizing
form of the original tracking problem:

x ̃̇=Ax ̃+Bv, e=Cx ̃ ð9Þ

Therefore, the original tracking problem to let y track yd is equivalent to the
stabilizing problem of system (9). And it is interesting to note that system (9) has
identical form to the original system (7). So we may say that the tracking problem
of a linear system is nothing different from its stabilizing problem; the only thing
we need to do is to calculate the equivalent input and equivalent states, and output
regulation theory can help us realize it.

To use output regulation theory, we need to know the exosystem, which gen-
erates the reference output. We may suppose the exosystem is

ẇ= Sw, yd =Qw ð10Þ

Then the tracking problem is equivalent to the following output regulation
problem:

x ̇=Ax+Bu, e=Cx−Qw ð11Þ

The equivalent input and equivalent states ud, xd should meet

xḋ =Axd +Bud, e=Cxd −Qw ð12Þ

Assume the equivalent input and equivalent states are xd =Xw, ud =Uw, where
X,U are matrices needed to be solved. Substituting xd =Xw, ud =Uw into (12)
yields the regulator equation:

XS=AX +BU, 0 =CX −Q ð13Þ
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It is a matrix equation and can be easily solved, and then we can obtain the
equivalent input and equivalent states.

As for the stabilizing of system (9), we still use pole assignment. Letting
v= −Kx ̃ with x ̃= x− xd , and K ensures A−BK be Hurwitz. Combine v= u− ud we
can write the control law as

u= −Kx ̃+ ud ð14Þ

This yields the asymptotic stable closed-loop system x ̃̇= A−BKð Þx ̃, e=Cx ̃ .
Comparing (14) with (5), we can find that the asymptotic control law adds an
equivalent input and use error feedback of all states.

Now let us turn to the tracking problem of the inverted pendulum. The
exosystems in case 1 and case 2 are the same: ẇ1 =w2,w2 = −w1.

For case 1, we have sd =w1, i.e., Q= ½1 0�. The solution of the regulator
Eq. (13) is X = 1, 0; 0, 1; 0.0898, 0; 0, 0.0898½ �,U = − 10.9102, 0½ �. Then control
law (14) is applied with the same K as before. The simulation result is shown in
Fig. 4. We can see that almost perfect tracking is achieved.

For case 2, we have θd =0.2w1, i.e., Q= ½0.2 0�. The solution of the regulator
Eq. (13) is X = 2.2267 , 0 ; 0 , 2.2267; 0.2, 0 ; 0, 0.2½ �,U = − 24.2933, 0½ �. And
also the control law (14) is applied with the same K as before. The simulation result
is shown in Fig. 5. The tracking result is also very perfect.
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5 Exact Tracking Control via Stable System Center

Unlike output regulation method, which directly based on system (7) and solve all
the equivalent states and equivalent input by a regulator equation, we will consider
how to solve the tracking problem based on the normal form in this section. First,
let us introduce how to turn system (7) into a normal form.

For system (7), if CAi− 1B=0 i=1, . . . , r− 1ð Þ,CAr− 1B≠ 0. Then we say sys-
tem (7) has relative degree r, and y, y ̇, . . . , y r− 1ð Þ are called external states. By
taking the following coordinate change,

ξi = y i− 1ð Þ =CAi− 1x, i=1, 2, ..., r ; ηi
∈ x1, x2, ..., xnf g

∉ span ξ1, ξ2, ..., ξrf g ,
(

i=1, 2, ..., n− r

ð15Þ

System (7) can be converted into the normal form as

y rð Þ =Eξ+Fη+ αu

η̇=Rξ+ Sη+ Tu
ð16Þ

where ξ= ξ1, ξ2, . . . , ξr½ �T is the external states vector and η= η1, η2, . . . , ηn− r½ �T is
the internal states vector.

For simplicity, denote z= ξ, η½ �T ; then the normal form (16) can be written as

ż=A1z+B1u, y= z1 ð17Þ

According to the first equation of (16), when y moves along yd, the equivalent
input is given by

ud = α− 1 y rð Þ
d −Eξd −Fηd

� �
ð18Þ

with ξd = yd, yḋ, . . . , y
r− 1ð Þ
d

h i
. Substituting (18) into the second equation of (16)

yields

η ̇d =Rξd + Sηd + α− 1T y rð Þ
d −Eξd −Fηd

� �
ð19Þ

Denoting

Q= S− α− 1TF, rðtÞ=Rξd + α− 1T y rð Þ
d −Eξd

� �
ð20Þ
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then (19) becomes

η ̇d =Qηd + r tð Þ ð21Þ

This is known as the internal dynamics. It seems that by giving any initial value
ηd 0ð Þ we can obtain a solution ηd tð Þ through (21). But it should be noted that for
nonminimum phase system, system (21) is unstable and cannot be used to generate
a bounded ηd tð Þ. So this is the case: we need to calculate a bounded solution ηd tð Þ
that satisfies (21). This bounded solution is also called ideal internal dynamics
(IID). Stable system center [6, 7] provides a method to estimate the IID.

Suppose the eigenpolynomial of the exosystem which generates the reference
output yd is

sk + pk − 1sk− 1 + . . . + p1s+ p0 ð22Þ

Then the IID can be estimated by constructing the following causal equation

η ̂ kð Þ
d + ck− 1η ̂

k − 1ð Þ
d + . . . + c1 η̇̂d + c0η ̂d = − Pk− 1r k− 1ð Þ + . . . +P1r ̇+P0r

� �
ð23Þ

where ck − 1, ck− 2, . . . , c0 is a set of Hurwitz polynomial coefficients, and Pi is
defined by

Pk − 1 = I + ck− 1Q− 1 + . . . + c0Q− k� �
I + pk− 1Q− 1 + . . . + p0Q− k� �− 1 − I

Pk − 2 = ck− 2Q− 1 + . . . + c0Q− k− 1ð Þ − Pk− 1 + Ið Þ pk− 2Q− 1 + . . . + p0Q− k − 1ð Þ
� �

. . .

P1 = c1Q− 1 + c0Q− 2 − Pk− 1 + Ið Þ p1Q− 1 + p0Q− 2� �
P0 = c0Q− 1 − Pk− 1 + Ið Þp0Q− 1

ð24Þ

Remark Since the inversion of Q is used, Q must be nonsingular, which indicates
that this method can be only used to zero dynamics without zero eigenvalues.

To evaluate the estimate precision, we define

e= η ̂ḋ −Qη ̂d − r ð25Þ

as the estimate error.

Theorem 2 The estimate error e satisfies e kð Þ + ck − 1e k − 1ð Þ + . . . + c0e=0. And
since ck− 1, ck− 2, . . . , c0 is a set of Hurwitz polynomial coefficients, e will converge
to zero asymptotically.
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Proof From (22) we have y kð Þ
d + pk− 1y

k− 1ð Þ
d + . . . + p1yḋ + p0yd =0. And from (20)

we know that r is a combination of yd and its derivatives, thus r also satisfies
r kð Þ + pk − 1r k− 1ð Þ + . . . + p1r ̇+ p0r=0. According to (23) we have

η ̂ kð Þ
d + ck− 1η̂

k− 1ð Þ
d + . . . + c1 η̇̂d + c0η̂d = − Pk− 1r k− 1ð Þ + . . . +P1r ̇+P0r

� �

⇒ η ̂ k+1ð Þ
d + ck− 1η̂

kð Þ
d + . . . + c1η̂

2ð Þ
d + c0 η̇̂d = − Pk− 1r kð Þ + . . . +P1r 2ð Þ +P0r ̇

� �

ð26Þ

Combining (24), (25), and (26), it follows that

e kð Þ + ck− 1e k− 1ð Þ + . . . + c0e= η ̂ k+ 1ð Þ
d + ck − 1η ̂

kð Þ
d + . . . + c0η̂

1ð Þ
d −Q η ̂ kð Þ

d + ck − 1η ̂
k− 1ð Þ
d + . . . + c0η ̂d

� �
− r kð Þ + ck− 1r k− 1ð Þ + . . . + c0r
� �

= − Pk− 1r kð Þ + . . . +P1r 2ð Þ +P0r 1ð Þ
� �

+Q Pk− 1r k− 1ð Þ + . . . +P1r 1ð Þ +P0r
� �

− r kð Þ + ck− 1r k− 1ð Þ + . . . + c0r
� �

= − I −Pk− 1ð Þr kð Þ + QPk− 1 − ck− 1 −Pk− 2ð Þr k− 1ð Þ + . . . + QP1 − c1 −P0ð Þr 1ð Þ + QP0 − c0ð Þr
= − I + ck− 1Q− 1 + . . . + c0Q− k

� �
I + pk− 1Q− 1 + . . . + p0Q− k
� �− 1

r kð Þ + pk− 1r k− 1ð Þ + . . . + p0r
� �

=0

ð27Þ

This completes the proof.
According to (18), the estimate of the equivalent input is defined by

ud̂ = α− 1 y rð Þ
d −Eξd −Fη̂d

� �
ð28Þ

Denote the states tracking error z ̃= ξ ̃, η ̃½ �T with ξ ̃= ξ− ξd, η̃= η− η ̂d, and the
output tracking error y ̃= y− yd.

Theorem 3 The control law

u= −Kz ̃+ ud̂ ð29Þ

with A1 −B1K be Hurwitz can realize asymptotic tracking for system (17).

Proof Combining (20), (25), and (28), we will derive that

e= η̇̂d −Qη̂d − r= η̇̂d −Rξd − Sη̂d − Tud̂ ð30Þ

Define a new control input v= u− ud, then from (16) we have

yð̃rÞ =Eξ+Fη+ αu− yðrÞd =E ξ̃+ ξdð Þ+F η ̃+ η ̂dð Þ+ α v+ ud̂ð Þ− yðrÞd =Eξ ̃+Fη ̃+ αv

η̇̃=Rξ+ Sη+Tu− η ̂̇d =R ξ ̃+ ξdð Þ+ S η ̃+ η̂dð Þ+ T v+ ud̂ð Þ− η̇̂d

=Rξ ̃+ Sη ̃+Tv− η ̂ḋ −Rξd − Sη̂d −Tu ̂dð Þ=Rξ̃+ Sη ̃+ Tv− e

ð31Þ

which can be written as z ̃̇=A1z ̃+B1v− 0r; e½ � according to (17). Substituting
v= u− ud̂ = −Kz ̃ into it yields z ̃̇= A1 −B1Kð Þz̃− 0r; e½ �. Combine that A1 −B1K is
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Hurwitz and lim
t→∞

e→ 0 from Theorem 2 we can obtain that lim
t→∞

z ̃→ 0. This

completes the proof.

Consider the linearized model (3), the equivalent input and equivalent states are
defined by

sḋ = vd , v ̇d =0.7171θd +0.09756ud
θd =ωd, ω ̇d =7.888θd +0.07317ud

ð32Þ

In case 1, s and v are the external states. From the first two equations of (32) we
have ud = s ̈d − 0.7171θdð Þ ̸0.09756. Substituting it into the last two equations of
(32) yields

θd

ωḋ

" #
=

0 1
7.3502 0

� �
θd

ωd

" #
+

0

0.75sd̈

" #
ð33Þ

This is the internal dynamics with respect to output s. Since matrix
0 , 1 ; 7.3502 , 0½ � has eigenvalues ±2.7111, the internal dynamics is unstable. We
use (23) to estimate the IID, where p0 = 1, p1 = 0, rðtÞ= 0; − 0.75 sin t½ �. Choose
c0 = 1, c1 = 2, using (24) Pi is calculated as P0 = − 0.2395, 0; 0, − 0.2395½ �,
P1 = 0, 0.2395; 1.7605, 0½ �. So the IID estimator is designed as

θ ̈d +2θḋ + θd
ω ̂d̈ +2ω ̂ḋ +ωd̂

� �
=

0.1796 cos t
− 0.1796 sin t

� �
ð34Þ

This together with (29) consists of the control law. Choose the same control gain
as before and the initial value θd 0ð Þ= θ ̇d 0ð Þ=ω ̂d 0ð Þ=ω ̂̇d 0ð Þ. The simulation result
is shown in Fig. 6, from which we can see that the IID estimator error converges to
zero as well as the cart position tracking error within 10 s.
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In case 2, θ,ω are the external states. From the last two equations of (32) we
have ud = θḋ − 7.888θdð Þ ̸0.07317. Substituting it into the first two equations of
(32) yields

sḋ
vḋ

� �
=

0 1
0 0

� �
sd
vd

� �
+

0
− 9.8θd +1.333θ ̇d

� �
ð35Þ

This is the internal dynamics with respect to output θ. Since matrix 0, 1; 0, 0½ �
has zero eigenvalue, it cannot be inverted. Thus stable system center method cannot
be used in this case.

6 Conclusion

The approximate tracking method is simplest and is suitable for slow varying
trajectory tracking, but tracking error increases as the tracking frequency rises.
Output regulation and stable system center method can achieve asymptotic tracking.
They both need to know the exosystem of the reference output, and both focus on
transforming the tracking problem into stabilizing problem. Output regulation
method constructs regulator equation and calculates the equivalent input and
equivalent states. Stable system center method is based on the system normal form
and tries to estimate the ideal internal dynamics, but it can be only used to system
with zero dynamics that has no zero eigenvalues. Although simulation results
exhibit good performance, we should notice that these three methods are all based
on the linearized model. Exact tracking for wider range and higher frequency
reference signals still remain a challenge to the nonlinear inverted pendulum.
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Abstract In order to adapt to the dimming characteristics of load led lamp, and to
solve the shortcomings of slow dynamic response and poor dynamic performance
on control parameter of the traditional PI control, a sliding-mode controller based
on half-bridge LLC resonant converter with current negative feedback is studied in
this paper. Two fixed frequencies are set according to the constant current char-
acteristic of the LED lamp, and the switching of the working state under the two
operating frequencies of the LLC converter is realized by sliding-mode control.
The LED lamp dimming can be realized when the reference current is changed. In
this paper, the large-signal model of LLC resonant converter is derived based on the
extended description function method, and the sliding surface equations and control
parameters of the system are deduced according to the model of the system. Then,
the simulation circuit of 240 W LLC resonant converter with PI control and
sliding-mode control is built. According to the simulation results, when the load
current jumps, the response speed of sliding-mode control is faster than that of PI
control, the dynamic performance of sliding-mode control is higher, and the system
is more robust.
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1 Introduction

LED (light emitting diode), with small size, rich colors, and rapid response, is
energy-saving, environmentally friendly, long-life, safe, and light intensity adjus-
table. With these advantages, it has attracted global attention and has been recog-
nized as a new green light source in the world [1]. The traditional light sources, with
high power loss and low efficiency, cannot be realized the light brightness
adjustment, which not only causes the energy waste, but also affects people’s work
efficiency. Therefore, more and more attentions have been paid to the research on
the control of high-performance LED lighting circuit [2, 3]. With the increasing
requirement on the efficiency of the LED drive power supply, the LLC resonant
converter has been widely studied and concerned. LLC resonant circuit can realize
the soft-switching of the switch device on primary side and diodes on secondary
side, along with a good load regulation capability and capacity to adapt the load.
Therefore, LLC resonant circuit is in line with the requirements of high efficiency,
high power density, and high dynamic response performance on dimming driving
circuit [4, 5].

PID negative feedback control method is generally used in traditional LED
driving power supply, which has a good performance in the steady state. However,
the dynamic response performance of PID control is poor [6]. This paper designs a
sliding-mode controller based on half-bridge LLC resonant converter with current
negative feedback [7, 8]. Two fixed frequencies are set according to the constant
current characteristic of the LED lamp, and the LLC converter works in turn under
the two operating frequencies by sliding-mode control. In addition, LED light is
adjusted by the changing of the reference current.

2 Overall Scheme of Lighting Circuit

The general design scheme of LED dimming circuit is shown in Fig. 1. The
structure of the main circuit includes the AC/DC power factor correction
(PFC) module, DC/DC driving module, output current sampling module, ambient
light sampling module, and DSP control module. The PFC module realizes the
power factor correction and DC boost using the boost circuit, DC/DC driving

PFC
Module

Optical
sensor

LEDLLC
Driver module

DSP
Controller

220V
Input

PWM
Signal

Ambient
light

Output
current

sampling
DC

power
supply

Fig. 1 Block diagram of the
overall circuit design

350 K.-h. Sun et al.



circuit module adopts half-bridge LLC resonant converter topology, and the main
control circuit realizes the digital control using DSP (digital signal processing).

3 The Large-Signal Model of Half-Bridge LLC Resonant
Circuit

The structure of half-bridge LLC resonant circuit is shown in Fig. 2. Assuming that
the circuit components are ideal, the circuit structure can be equivalent as the
resonant network model shown in Fig. 3.

Select the resonant inductor current ir, the transformer primary current ip, the
resonant capacitor voltage vcr, the output filter capacitor voltage Vo as the state
variables. Nonlinear differential equations can be listed according to the equivalent
circuit model, and the characteristics of the system circuit are described in math-
ematical expressions (1):

vin = vcr + Lr dirdt + Lm
dðir − ipÞ

dt

sgnðipÞ ⋅ nvo = Lm
dðir − ipÞ

dt
ir =Cr

dvcr
dt

n ⋅ ip
�� ��=Co

dvo
dt + vo

Ro

8>>><
>>>:

ð1Þ

where vin is the equivalent input voltage of the LLC resonant converter, and n is the
transformer turn ratio.
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Fig. 2 Half-bridge LLC
resonant converter topology
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Based on the extended description function method, if we only take the fun-
damental component into consideration, the resonant inductor current ir, trans-
former current ip, and resonant capacitor voltage vcr of the resonant tank circuit can
be approximately expressed by sine fundamental component and cosine funda-
mental component [9, 10]. The resonant tank circuit variables can be approximated
to sinusoidal fundamental component amplitude and phase relative to the input
voltage vin, as shown in formula (2):

ir = ir sin sinωt+ ir cos cosωt= irs sinðωt+φrÞ
ip = ip sin sinωt+ ip cos cosωt= ips sinðωt+φpÞ
vcr = vcr sin sinωt+ vcr cos cosωt= vcrs sinðωt+φcrÞ

8<
: ð2Þ

The nonlinear variables vin, sgn(ip) and |ip| in formula (1) can be approximated to
the direct current component and the fundamental component by Fourier trans-
formation, and thus formula (3) is obtained:

vin ≈ f1ðvgÞ ⋅ sinωt
sgnðipÞ≈ f2ðφpÞ ⋅ sinωt+ f3ðφpÞ ⋅ cosωt
ip
�� ��≈ f4ðipsÞ

8<
: ð3Þ

where

f1ðvgÞ= 2
π
vg, f2ðφpÞ=

4
π
cosφp, f3ðφpÞ=

4
π
sinφp, f4ðipsÞ=

2
π
ips

According to the principle of harmonic balance, the coefficients of the corre-
sponding fundamental component on the left and right sides of the equation are
equal. Then, the large-signal model of the system can be obtained:

dirs
dt = 1

Lr
ð2π vg ⋅ cosφr − vcrs ⋅ cosðφr −φcrÞ− 4

π nvo ⋅ cosðφr −φpÞÞ
dips
dt = Lr + Lm

Lr ⋅ Lm ð Lm
Lr + Lm

⋅ 2
π vg ⋅ cosφp −

Lm
Lr + Lm

⋅ vcrs ⋅ cosðφp −φcrÞ− 4
π nvoÞ

dvcrs
dt = 1

Cr
⋅ irs ⋅ cosðφr −φcrÞ

dvo
dt = 1

Co
ð2π n ⋅ ips − vo

Ro
Þ

dφr
dt = 1

irs ⋅ Lr ð− 2
π vg ⋅ sinφr + vcrs ⋅ sinðφr −φcrÞ+ 4

π nvo ⋅ sinðφr −φpÞÞ−ω
dφp

dt = Lr + Lm
ips ⋅ Lr ⋅ Lm ð− Lm

Lr + Lm
⋅ 2
π vg ⋅ sinφp +

Lm
Lr + Lm

⋅ vcrs ⋅ sinðφp −φcrÞÞ−ω
dφcr
dt = 1

vcrs ⋅Cr
⋅ irs ⋅ sinðφr −φcrÞ−ω

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð4Þ
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4 Sliding-Mode Controller of the LLC Resonant
Converter

The sliding-mode control circuit is shown in Fig. 4. In order to enable sliding-mode
control to be applied in the LLC resonant converter, in this paper, LLC converter
only works on two specific discrete switching frequencies, and the output signal of
the sliding-mode controller is used to control the switching under these two
switching frequencies of the LLC converter. With the output current and output
filter capacitor current as feedback variables, the sliding-mode control signal u
generated by the hysteresis comparator is used to control the switching of switching
frequency [11, 12]. Thus, the following definition can be obtained as in formula (5):

f = fmax + u ⋅ ðfmin − fmaxÞ

u=
1

0

� ð5Þ

4.1 Theory of Selecting Fixed Frequency Points

LLC constant pressure design is usually adopted as formula (5) as shown by the
normalized AC gain equation, such as formula (6):

Macðfn, k,QÞ= 2nVo

Vin
=

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1+ k− k

f 2n
Þ2 +Q2ðfn − 1

fn
Þ2

q ð6Þ
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Fig. 4 Sliding-mode control scheme for LLC resonant converter
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where fn is the normalized frequency and k is the inductance coefficient. Quality
factor Q in formula (6) is shown in formula (7):

Q=
ffiffiffiffiffiffiffiffiffiffiffi
Lr C̸r

p
8n2R π̸2

ð7Þ

However, LED driver generally requires constant current output. In order to get
the constant current characteristics of the output of the LED driver, by substituting
Vo = R ⋅ Io and formula (7) into voltage gain Eq. (6), the output constant current
characteristics of LED driver can be obtained as formula (8). And the characteristic
curve of the output voltage and frequency is shown in Fig. 5, taking inductance
coefficient k as 0.25:

Vo =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− ð2nVin

Þ2ðfn − 1
fn
Þ2 π4LrI2o

64Crn4

ð2nVin
Þ2ð1+ k− k

f 2n
Þ2

vuut ð8Þ

In Fig. 5, each curve corresponds to a different output current. The horizontal
coordinate indicates the ratio of the working frequency to the resonant frequency.
The vertical coordinate indicates the value of the output voltage. The fmin and fmax

are the two fixed frequency points of the LLC converter. Known by the charac-
teristics of LLC, when the converter is at full load, it works at the resonant fre-
quency fr, with the minimum loss and highest efficiency. And the LLC circuit can
obtain the constant current output characteristics when working on the resonant
points. Therefore, the minimum operating frequency fmin is located at the resonant
frequency. For white LED load, data test and analysis conducted on the 1 W high
power LED is shown in Table 1. When the load voltage is below 2.6 V, the current

minf maxf
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flowing through the LED is already very small. As the rated output voltage of the
LED driver power supply is 30 V, the load in this paper uses nine LEDs of 1 W in
series. When voltage output on the load is 23 V, the current flowing through each
LED is substantially zero. So the maximum operating frequency point can be
determined according to the minimum voltage output of the LED load.

4.2 The Design of Sliding-Mode Surface

Usually, the sliding-mode surface uses the linear combination of the system vari-
ables, and the output voltage Vo is taken as the output control variable. Due to the
sensitive nature of the LED load to the current, the output current Io is selected as
the control variable. According to the large-signal model of the system, the relative
order of the system is 3, so it can be assumed that the response characteristic of the
output current is as formula (9):

a3
d3Io
dt3

+ a2
d3Io
dt2

+ a1
dIo
dt

+ a0ðIo − Iref Þ=0 ð9Þ

According to the large-signal model of the system, the following equation
related to Io can be deduced:

a′3
d3Io
dt3

+ a′2
d3Io
dt2

+ a′1
dIo
dt

+ a′0
d2ipm
dt2

= 0 ð10Þ

Ideally, the invariance conditions of sliding-mode region are S=0 and S ̇=0.
The sliding surface equation can be written as follows:

S= kpðIo − IrefÞ+ ki

Z
ðIo − IrefÞdt + kd

dIo
dt

+ kc
dipm
dt

ð11Þ

According to formula (11), the corresponding block diagram of sliding-mode
controller can be obtained, as shown in Fig. 6 [13, 14]. Sampling output current Io
and output filter capacitor current ic are feedback variables, and the output filter
capacitor current ic reflects the feedback variable of the transformer primary side
current ip.

Table 1 LED load characteristics

Voltage 3.3 V 3.2 V 3.0 V 2.9 V 2.8 V 2.6 V 2.5 V
Current 300 mA 247 mA 135 mA 95 mA 55 mA 5 mA 0 mA
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The sliding-mode control law of the system can be obtained by the existence
condition S ⋅ S ̇<0 of sliding-mode control:

u=
0 for S>0
1 for S<0

�
ð12Þ

But in the practical system, a hysteresis comparator is needed to ensure the
feasibility of the sliding-mode control. Therefore, the control method can be opti-
mized as

u=
0 for S> σ
1 for S< − σ

�
ð13Þ

The σ in the above formula is the hysteresis band width.

5 Simulation Results

In order to verify the feasibility and the fast transient response characteristics of the
sliding-mode control scheme, a 240 W LLC resonant converter prototype is built in
this paper. The parameters are as follows in Tables 2 and 3.
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−
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i cm
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h2
Io

+
+ +

+

−

1
c
dk

n dt

p ik k

d
dk
dt

Fig. 6 Sliding-mode control
block diagram

Table 2 Parameters of
power stage

Symbol Description Value Unit

Vin Input voltage 390−430 V
Vo Output voltage 30 V
Po Output power 240 W
n Transformer ratio 33:5 –

Cr Resonant capacitor 47 nF
Lr Resonant inductance 158 μH
Lm Magnetizing inductance 700 μH
Co Output capacitor 2000 μF
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As the load of the simulation circuit is a pure resistive load, the selection of high
fixed frequency will be larger.

The PI control and sliding-mode control are simulated on the prototype. The
sliding-mode controller is shown in Fig. 6. Figure 7 shows the waveforms of
sliding-mode control signal, the steady-state output current, and the resonant cavity
current. The feasibility of the proposed sliding-mode control scheme is verified by
the simulation waveforms.

Figure 8 shows the output current transient response simulation waveforms
using the traditional PI control, respectively, as shown in Fig. 8a, b. Figure 9 shows
the simulation waveforms of output current transient response using sliding-mode

Table 3 Parameters of pi controller and sliding-mode controller

Control mode Symbol Description Value Unit

PI
Controller

Kp Proportional gain 60 –

Ki Integral gain 600000 –

Sliding-mode
controller

Kp Proportional gain 50 –

Ki Integral gain 5000 –

Kd Differential gain 0.0001 –

Kc Current peak gain 0.006 –

σ Hysteresis band width 0.005 –

fmin Low fixed frequency 58 kHz
fmax High fixed frequency 200 kHz

U
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Fig. 7 Experimental waveforms of steady-state output current, resonant cavity current, and
sliding-mode control signal (input voltage: 430 V)
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control, respectively, as shown in Fig. 8a, b. The specific dynamic performance has
been compared in Table 3.

It can be seen from Figs. 8 and 9, and Table 4 that the response speed of
sliding-mode control is rapider than that of PI control when the output current is
changed. However, due to the chattering of the sliding-mode controller, there is a
relatively large ripple in the output steady-state waveform of the sliding-mode
controller. In order to reduce the output ripple, the capacitance value of the output
capacitor should be increased as much as possible. In addition, the selection of span
between the two fixed frequencies should be reasonable, and try to minimize the
span between the two switching frequencies at the request of the requirements of
the application.
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Fig. 8 Output current transient response waveforms with conventional PI control
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Fig. 9 Output current transient response waveforms with sliding-mode control

Table 4 Comparison of transient response between pi control and sliding-mode control

Load current
variation

Transient
response

PI
controller

Sliding-mode
controller

Unit

From 6 A to 8 A(brighten) Convergence time 2996 187 μS
Overshoot 0 0.89 A

From 8 A to 6 A(darken) Convergence time 3205 261 μS
Overshoot 0 0.03 A
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6 Conclusion

Aimed at LED dimming, a sliding-mode controller based on half-bridge LLC
resonant converter with current negative feedback is studied in this paper. In order
to realize the sliding-mode control of the LLC frequency-changing circuit, two
fixed operating frequencies are set according to the constant current characteristic of
the LED, thus realizing the switching between the two operating frequencies
through the output of the sliding-mode controller. Therefore, the large-signal model
of the system is given, and the sliding-mode surface equation of the system is
derived based on the large-signal model. The experimental results show that when
the reference current is changed, which is realized by adjusting the brightness of
LED lamp, the sliding-mode control strategy can achieve fast dynamic response and
can be more robust, thus obtaining a high-performance dimming performance.
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Globally Exponentially Stable Triangle
Formation Control of Multi-robot Systems

Qin Wang, Qingguang Hua and Zuwen Chen

Abstract In this paper, the problem of formation control for nonholonomic robots
is investigated. Based on the negative gradient method and the Lyapunov direct
method, a globally and exponentially stable control scheme for multi-robot for-
mation control system is designed. The proposed control law using the adaptive
perturbation method can guarantee the globally exponential stability of the desired
triangle and line formation, and the equilibrium set of the overall system is unique,
which is exactly the desired formation set. Finally, some simulations illustrate the
effectiveness and correctness of the proposed controllers.

Keywords Multi-robot systems ⋅ Lyapunov direct method ⋅ Globally expo-
nential stability

1 Introduction

With the development of control theory and artificial intelligence, the multi-agent
formation control has become a hot research field. The goal of formation control is
to drive multiple robots to the desired shape. It is well known that robot groups are
more successful than a single robot in many critical applications such as explo-
ration, search and rescue. In recent years, control of multi-agent system has
received increasing attention [1–3], and multi-robot with nonholonomic constraints
also gained increasing attention.

The formation control problems are categorized according to variables, there are
two research directions: position-based [4, 5] and distance-based [6, 7]. In
distance-based formation control, control law is nonlinear even if agent models are
linear, so it is a challenge to analyze the stability of the multi-agent system under a
distance-based control law. What is more, most of the mobile models have to satisfy
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nonholonomic constraints, the design of control laws for distance-based formation
is more difficult. Otherwise, there is a more challenging problem: how to design the
controller to keep formation and avoids the collision between neighboring robots.
Authors of [8] discussed triangle formation control problem with a common leader,
the result showed that three agents converge exponentially fast to a desired trian-
gular formation from any initially non-collinear position. It was also shown that
there is a thin set of initially collinear formations which remain collinear and may
drift off to infinity as t→∞. The results of [9] stated that the equilibrium set which
was the gradient of the formation control systems converged to zero, and the
equilibrium set was the union set combined by desired set of equilibrium points and
the collinear set. In [10], it was shown that the tree structure was necessary and
sufficient condition for distance-based formation stabilization with negative gradi-
ent control laws. The distributed formation control method for rigid formation
graph based on the gradient control law was proposed in [11], and it was shown that
the closed-loop system was locally asymptotically stable using the center manifold
theory. The paper [12] showed that the gradient control can stabilize an acyclic
triangular formation if the three agents are not initially collinear. The control law
proposed in [13] was based on the adaptive perturbation methods, and it can
guarantee that the equilibrium set of the overall system is unique, which exactly the
desired formation is set. However, the nonholonomic constraints of models are not
considered in the above papers.

In this paper, we consider the formation control problem for nonholonomic
unicycles. Based on potential function and adaptive perturbation method, the
globally stable formation control law is designed to guarantee the exponential
convergence of the desired triangle or line formation shape. It has higher conver-
gence rate compared with [11, 12] and there is no collision between neighboring
robots.

2 Problem Statement

Consider a system of three nonholonomic robots operating in the same work space
R2. Agent’s motion is described by the following nonholonomic kinematics:

x ̇i = ui cos θi
yi̇ = ui sin θi
θi =ωi.

ð1Þ

where ri = ½rxi , ryi�T = ½xi, yi�T and θi ∈ − π, πð � are the position and steering angle
of agent i (see Fig. 1), ui ∈ R and ωi ∈R are the translational and rotational velocity
of agent i.

The information architecture is modeled as an undirected graph G= V ,Eð Þ,
where V = 1, 2, 3f g is a set of vertices and E⊆V ×V is a set of edges. Let Ni denote
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the set of neighboring vertices of vertex i. Let each edge eij ∈E in graph G be
assigned to a scalar parameter dij = dji, representing the desired distance which
robots i, j should preserve. Where dij, ði, jÞ ∈ E are positive constants. Denote by
αij = jjrijjj2, the Euclidean distance between robots i and j with j ∈ Ni.

From the above, the problem of formation control is to design control law which
can make every trajectory of overall system starting from any position converge to
the desired formation, where lim

t→∞
ðjjrijjj− dijÞ=0. And there is no collision between

neighboring robots, which means there is no t= t1 ≥ 0, such as jjrijjj=0, i=1, 2, 3.

3 Controller Design

We give the potential function between robots i and its neighboring robots j, whose
definition had been given in [7] as follows:

Vij =
ðjjrijjj2 − d2ijÞ2

jjrijjj2
. ð2Þ

We also define

ρij =
∂Vij

∂jjrijjj2
=

jjrijjj4 − d4ij
jjrijjj4

. ρ= ½ ρ12 ρ23 ρ 31�T .

Motivated by [13], we proposed a globally stable formation control strategy for
nonholonomic robots system by adding an adaptive perturbation to the translational
velocity control of any robot.
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1
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Fig. 1 Mathematical model
of mobile robots
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Then we give the control law with adaptive perturbation as follows:

u1 = − signðRT
1∇r1V1Þjj∇r1V1jjð ∑

j∈N1

jjr1jjj2Þ− l1jρ12jða1 + signðRT
1∇r1V1ÞÞ. ð3Þ

u2 = − signðRT
2∇r2V2Þjj∇r2V2jjð ∑

j∈N2

jjr2jjj2Þ. ð4Þ

u3 = − signðRT
3∇r3V3Þjj∇r3V3jjð ∑

j∈N3

jjr3jjj2Þ. ð5Þ

θi = − kiðθi − θidÞ, i=1, 2, 3. j∈Ni ð6Þ

where ∇riVi =2 ∑
j∈Ni

ρijrij, θid = arctan2ð∇riViy,∇riVixÞ, Ri = ½ cos θi sin θi �T ,
θid ∈ − π, πð �. l1, ki are any positive constants, i=1, 2, 3. a1 is equal to sinðw1tÞ or
cosðw1tÞ and w1 is any positive constant. The arctan2 function can be expressed as
in the paper [13].

4 Stability Analysis

Theorem 1 Assume that system (1) is driven by the control law (3)–(6) with the
potential function Vij as in (2). Then, the desired formation of multi-robot systems is
globally exponentially stable, the translational and rotational velocities of three
nonholonomic robots converge to zero, and no collision between any pair of robots
occurs during the motion.

Proof Let the Lyapunov function candidate be chosen as following function:

VðrijðtÞÞ= ∑
3

i=1
∑
j∈Ni

Vij. ð7Þ

Note that function V is smooth and hence regular, its generalized gradient is a
singleton which is equal to its usual gradient everywhere in the state space. Then,
the derivation of V is as follows,

V ̇⊂− 2∑
3

i
RT
i ∇riViK½sign�ðRT

i ∇rI ViÞjj∇riVijjð ∑
j∈Ni

jjrijjj2Þ − 2l1a1RT
1∇r1V1jρ12j

− 2l1RT
1∇r1V1K½sign�ðRT

1∇r1V1Þjρ12j.
ð8Þ
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where K½f �ðxÞ is called Filippov set-valued mapping [14]. By using Theorem 1 in
[15], the inclusions of the Filippov set can be calculated, then we have
RT
i ∇riViK½sign�ðRT

i ∇riViÞ= jRT
i ∇riVij, thus it follows that

V ̇≤ − 2∑
3

i
ðRT

i ∇riViÞ2ð ∑
j∈Ni

jjrijjj2Þ≤ 0. ð9Þ

Therefore, we have the following lemmas.

Lemma 1 Consider that system (1) is driven by the control law (3)−(6) with
potential function given by (2), and starting from any initial state in
S= rijjV ≤V0 < +∞

� �
. Then it holds that 0< ζ1 ≤ jjrijðtÞjj2 ≤ ζ2.

where

ζ1 =
1
2

2d2ij +V0 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
0 + 4d2ijV

2
0

q� �
, ζ2 =

1
2

2d2ij +V0 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
0 + 4d2ijV

2
0

q� �
.

Proof For any rijð0Þ∈ S we have VðrijðtÞÞ≤Vðrijð0ÞÞ≤V0 < +∞ for all t>0, since

VðrijðtÞÞ= ∑
3

i=1
Vij, hence Vij ≤V0. So that ζ1 ≤ jjrijjj2 ≤ ζ2, where

ζ1 = 1
2 2d2ij +V0 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
0 + 4d2ijV

2
0

q� �
, It is easily seen that ζ1 is strictly positive.

Therefore, no collision occurs between any two adjacent robots.

Lemma 2 Consider system (1) is driven by the control law (3)–(6) with potential
function given by (2), and starting from any initial state in S. Then, the overall
system converges exponentially fast to the set E= rijj jjrijjj= dij, i=1, 2, 3

� �
.

Proof Since (7), we have

V ̇ ≤ − 4ρ
0
Q

0
Qρðjjr12jj2 + jjr23jj2 + jjr31jj2Þ. ð10Þ

where

Q=
− rT12R1 rT12R2 0

0 − rT23R2 rT23R3

rT31R1 0 − rT31R3

2
4

3
5

The agents will not be collinear because of adaptive perturbation [16]. So that:

rT12R1 ≠
ρ31
ρ12

rT31R1, rT23R2 ≠
ρ12
ρ23

rT12R2, rT31R3 ≠
ρ23
ρ31

rT23R3,

Thus rT12R1rT23R2rT31R3 ≠ rT12R2rT23R3rT31R1. Since Q is invertible matrix, thus QTQ
is positive definite, then we have
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V ̇≤ − 4ρTQTQρðjjr12jj2 + jjr23jj2 + jjr31jj2Þ
≤ − λðV12 +V23 +V31Þ
≤ − ðλ 2̸ÞV .

ð11Þ

where λ is the smallest eigenvalue of QTQ.
In steady state V ̇= − ðλ ̸2ÞV =0, hence jjrijjj= dij, which means the multi-robot

formation system converge exponentially fast to the unique desired set
E= rijj jjrijjj= dij, i=1, 2, 3

� �
. In view of the definition of ui, i=1, 2, 3, the

translational velocities of three robots converge to zero. Within E, the closed-loop
equations for the orientation velocities have the form θi̇ = − kiθi for all i, and hence
the orientation velocities of all robots also tend to zero.

5 Simulations

Case 1: When the initial position of three robots are r1 = ½0.2, 0.3�T , r2 = ½0.4, 0.5�T ,
r3 = ½0.6, 0.7�T , and three robots are very close. The desired distance are d12 = 3,
d23 = 4, d31 = 5. We chose k1 = k2 = k3 = 1, l1 = 10, w1 = 1.2 and a1 = cosðw1tÞ. The
movement trajectories of the robots and the distance jjrijjj shown in Figs. 2 and 3,
respectively, demonstrate that three robots achieve the desired formation and never
collide between any pair of adjacent robots. In Figs. 4 and 5, all the robots’
velocities converge to zero.

Fig. 2 The movement
trajectories of the robots
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Case 2: When the initial position of three robots are r1 = ½1, 0�T , r2 = ½2, 0�T ,
r3 = ½0, 3�T , the desired distance are d12 = 2, d23 = 3, d31 = 5, which means the
desired formation are collinear. We chose k1 = 1.4, k2 = 1.4, k3 = 1.4, l1 = 40, and
a1 = cosðw1tÞ, w1 = 1.2. The movement trajectories of the robots and the distance
jjrijjj shown in Figs. 6 and 7, respectively, demonstrate that three robots achieve the
desired formation and never collide between any pair robots. In Figs. 8 and 9, all
the robots’ velocities converge to zero.

Fig. 3 The distance of three
robots

Fig. 4 The translational
velocity of three robots
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Fig. 5 The rotational
velocity of three robots

Fig. 6 The movement
trajectories of the robots

Fig. 7 The distance of three
robots
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An Improved Algorithm for Siphons
and Minimal Siphons in Petri Nets Based
on Semi-tensor Product of Matrices

Jingjing Wang, Xiaoguang Han, Zengqiang Chen and Qing Zhang

Abstract This paper proposes an improved algorithm for enumerating siphons and
minimal siphons of Petri nets (PNs) in the framework of [18]. First, the logical
equation of each transition is converted into a matrix equation by using the
semi-tensor product (STP) of matrices, and then the matrix equation group of
the PNs is obtained. Second, an improved algorithm is proposed to calculate the
siphons and minimal siphons, respectively. Finally, two illustrative examples are
presented to show the efficiency and application of the improved algorithm.

Keywords Petri nets (PNs) ⋅ Siphons ⋅ Minimal siphons ⋅ Semi-tensor
product (STP) of matrices

1 Introduction

Petri nets (PNs) were first introduced by Petri in 1962 and then developed by some
scholars [1–3]. As graphical and mathematical tools, PNs provide a uniform
environment for modeling, analysis, and design of discrete event systems (DESs)
[4]. PNs have been successfully applied to many fields such as flexible manufac-
turing systems [5–7], communication systems [8], concurrent systems [9, 10], and
so on.

Briefly, a siphon is a subset of places whose input transitions are also output
transitions, which implies that a siphon will remain permanently unmarked once it
loses all tokens. As structural objects of PNs, siphons intimately related to liveness
[11] and deadlock-freedom [12], which are very important properties when using
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PNs to analysis real systems. For this reason, developing effective and efficient
algorithms to compute siphons is very instructive. A minimal siphon is a siphon
such that any proper subset of it is not a siphon, and the development of deadlock
control policies is closely related to the computation of minimal siphons. It is
well-known that enumerating minimal siphons for PNs is an NP-complete problem
[12, 13].

A large amount of algorithms have been proposed to calculate siphons and
minimal siphons. Siphons and traps are corresponded to the roots of some logical
equations in [14]. By resorting to binary decision diagrams (BDD), an efficient
approach to compute minimal siphons is provided in [15]. A sign incidence matrix
is introduced to compute the basis siphons in [16].

Recently, a novel approach is proposed based on semi-tensor product (STP) of
matrices in [17]. Cheng first proposed STP in [18]. STP is a generalization of the
conventional matrix product and has been successfully applied to many fields [19–
21]. By resorting to STP, the authors establish siphon equation (SE) of PNs in [17],
which can be used to calculate the siphons and minimal siphons for any PNs. The
matrix framework of calculating siphons and minimal siphons is established in [17].
However, the dimension of SM is 2 × 2n, where n denotes the number of places in
PNs, which means it suffers from exponential explosion problem. For the dimen-
sion extension property of STP, the process of establishing SE consumes a lot of
computer memory. So, it is difficult or even impossible to establish the SE when the
size of the PN is large.

An efficiency algorithm is significant when using PNs to model the real-word
systems. In a PN, the number of output places and input places of a transition is
very small, so it is easy to establish the equation which is only related to one
transition. In the framework of [18], the matrix equation group is established to
calculate the siphons and minimal siphons. The solutions of the matrix equation
group can be obtained by combining the solutions of every equation in it. On the
basis of the above discussion, an improved algorithm is proposed in this paper.

The main contributions of this paper are as follows:

(1) Convert the SE in [17] into the matrix equation group, each equation in the
matrix equation group is easy to established and solved.

(2) The solution set of the equation in the matrix equation group is represented in
a novel way, which is facilitated to get the solutions of the matrix equation
group.

(3) An improved algorithm is proposed in this paper to calculate all siphons and
minimal siphons for any ordinary PNs.

This paper is organized as follows. In Sect. 2, the definitions and related con-
cepts of STP and PNs are given, respectively. Section 3 first introduces the theo-
retical results proposed in [17], and then proposes some new theoretical results; an
improved algorithm is presented at last. In Sect. 4, two illustrative examples are
presented to show the efficiency and application of the improved algorithm, and
conclusion is obtained in Sect. 5.
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2 Preliminaries

2.1 Notations

In this subsection, we introduce some notations that will be used in this paper.

(1) Mm × n is the set of m× n real matrices.
(2) Wm× n is the set of m× n complex matrices.
(3) ColiðMÞ is the i-th column of matrix M.
(4) RowiðMÞ is the i-th row of matrix M.
(5) D: = 0, 1f g.
(6) xj j is the cardinality of set X.
(7) Rn is the set of all real vectors of dimension n.
(8) Cn is the set of all complex vectors of dimension n.
(9) Δn ≜ δ1n, δ

2
n, . . . , δ

n
n

� �
, where δkn denotes the k-th column of the identity

matrix In, k=1, 2, . . . , n. When n=2, we have Δ2 = δ12, δ
2
2

� �
. For com-

pactness, let Δ2 =Δ.
(10) L∈Mm× n is a logical matrix, and its columns are the form of δkn. Denote its

columns by ColðLÞ, and then we have ColðLÞ⊂Δm. We denote the set of
m× n logical matrices by Lm× n.
If L ∈ Lm× n, then it can be expressed as L= δi1m, δ

i2
m, . . . , δ

in
m

� �
and it is briefly

denoted as L= δm i1, i2, . . . , in½ �, ik ∈ 1, 2, . . . ,mf g.

2.2 Semi-tensor Product of Matrices

In this subsection, we introduce some preliminaries about STP, which will be used
in this paper. For more details on STP, we refer to [18].

Definition 1 ([18]) Let A∈Mm× n, B∈Mp× q. Then the semi-tensor product
(STP) of A and B is defined as

A⋉B= A⊗It n̸ð Þ B⊗It p̸
� � ð1Þ

where t= lcpðn, pÞ is the least common multiple of n and p, ⊗ is the Kronecker
product.

Remark 1 The STP is a generalization of the conventional matrix product, and
when n= p, we have A⋉B=AB. Throughout this paper the matrix product is
assumed to be the STP. We usually omit the symbol “⋉” hereinafter.
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Definition 2 ([18]) A swap matrix Wm, n½ � is a mn×mn matrix, which is defined as

Wm, n½ � = δmn 1,m+1, 2m+1, . . . , ðn− 1Þm+1,½
2,m+2, 2m+2, . . . ðn− 1Þm+2, . . .

m, 2m, 3m, . . . , nm�
ð2Þ

Remark 2 When m= n, we denote Wm, n½ � =W n½ �.

Lemma 1 ([18]) Let X ∈Rn and Y ∈Rm be two column vectors. Then

W m, n½ �XY = YX,W n,m½ �YX =XY . ð3Þ
Lemma 2 ([18]) Assume A∈Mm× n is given.

(1) Let X ∈Rt be a row vector. Then

AX =XðIt ⊗AÞ. ð4Þ

(2) Let X ∈Rt be a column vector. Then

XA= ðIt ⊗AÞX. ð5Þ

Lemma 3 ([18]) Let Mr = δ4 1, 4½ � be a power-reducing matrix. Then

X2 =MrX ð6Þ
Lemma 4 ([18]) Assume that the logical variables x, y∈Δ, the disjunction of them
is x∨ y; conjunction is x∧ y; implication is x→ y. Then

x∨ y=Mdxy; x∧ y=Mcxy; x→ y=Mixy ð7Þ

where Md = δ2 1, 1, 1, 2½ �, Mc = δ2 1, 2, 2, 2½ � and Md = δ2 1, 2, 1, 1½ �.
Lemma 5 ([18]) Assume that X = x1x2 . . . xk = δi2k and define B0: = 2k − i. Then xj
can be calculated inductively (in scalar form) as

xj = Bj− 1

2k− j

h i
Bj =Bj− 1 − xj * 2k− j, j=1, 2, . . . , k

(
ð8Þ

where a½ � is the largest integer less than or equal to a.
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2.3 Petri Nets

This subsection introduces some definitions about PNs that will be used in this
paper. For more details of PNs can be found in [1, 2].

A generalized Petri net is a 4-tuple expressed as PN = ðP,T ,F,WÞ, where
P= p1, p2, . . . , pnf g is a finite set of places. T = t1, t2, . . . , tnf g is a finite set of
transitions. F ⊆ ðP× TÞ ∪ ðT ×PÞ is a flow relation of the net, represented by arcs
with arrows from places to transitions or from transitions to places.
W :F→ 1, 2, 3, . . .f g is a weight function that assigns a weight to an arc. Moreover,
P ∩ T =�, P∪ T ≠�. If the weight functions of a PN are all equal to one, we say it
is an ordinary PN and use N = ðP,T ,FÞ to denote it. In this paper, we investigate
only ordinary PNs and its abbreviation is PNs if no confusion is raised. Assume that
x∈P∪ T , which means that x is a place or a transition in PN. Then, the preset and
the postset of x can be defined as ∙x= y∈P∪ T ðy, xÞ∈Fjf g and
x∙ = y∈P∪ T ðx, yÞ∈Fjf g, respectively. A siphon is a nonempty subset of places
S⊆P such that ∙S⊆ S∙, and a trap is a subset of places S⊆P such that S∙ ⊆ ∙S. The
number of siphons in a PN is grows exponentially with the number of the places
and the number of the transitions.

A siphon is a basis siphon if it cannot be represented as a union of other siphons.
All siphons in a PN can be generated by the union of some basis siphons. A siphon
is said to be a minimal siphon if it does not contain any other siphon.

It is obviously that siphons and traps are opposite concepts and all the above
definitions and properties hold also for traps. This paper only considers the siphons
and minimal siphons.

3 Approach of Calculating Siphons and Minimal Siphons
of Petri Nets

3.1 Some Theoretical Results Proposed in [18]

In this subsection, some theoretical results are given which have been proposed in
[17].

Let logical variables set be X = x1, x2, . . . xnf g, where xi ∈ D, i=1, 2, . . . , n,
and n= Pj j. Assume that xi =1, if and only if pi ∈ S, where S is the subset of places.
There is a bijection between X and S

f :X→ S, when xi =1, f ðxiÞ= pi ∈ S ð9Þ

Based on the above bijection, the following results can be obtained.
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Lemma 6 ([17]) All siphons in N = ðP,T ,FÞ are obtained by the roots of the
following logical equation:

∧ m
j=1ð∨ X∙

j

h i
→ ∨ Xj

� �Þ=1 ð10Þ

where m= Tj j, X∙
j and Xj denote the subsets of X corresponding to t∙j and

∙tj.

Lemma 7 ([17]) The logical Eq. (10) can be converted equivalently into the fol-
lowing matrix equation, i.e.,

Lx= b ð11Þ

where the logical matrix L∈L2× 2n is unique, x=⋉n
k=1xk, b= δ12. Equation (11) is

the siphon equation (SE) of PN, and L is the siphon matrix (SM) of PN.

Lemma 8 ([17]) Given a Petri net N = ðP,T ,FÞ in which the SE is represented by
(11). Then all siphons of N = ðP,T ,FÞ are obtained by all nonzero solutions of the
SE (11).

Lemma 9 ([17]) Let L= δ2 i1, i2, . . . , i2n½ �, and then X =⋉n
t=1xt = δk2n is a solution

of SE (11) if and only if ik =1.

3.2 Main Results for the Improved Algorithm

This subsection introduces some results which are used to propose the improved
algorithm.

It is obvious that (10) is equal to the following logical equation group:

∨ X∙
1

� �
→ ∨ X1½ �=1

∨ X∙
2

� �
→ ∨ X2½ �=1
⋮

∨ X∙
m

� �
→ ∨ Xm½ �=1

8>><
>>:

. ð12Þ

Every equation in the logical equation group (12) can be converted equivalently
into a matrix equation like (11), so from Lemmas 7 and 8, we can get

Theorem 1 All siphon in N = ðP,T ,FÞ are obtained by nonzero solutions of the
following matrix equation group:

L1x′1 = b
L2x′2 = b

⋮
Lmx′m = b

8>><
>>:

ð13Þ
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where Lix′i = b i=1, 2, . . . ,mð Þ is converted equivalently by the logical equation
∨ X∙

i

� �
→ ∨ Xi½ �=1, x′i = xi1⋉xi2⋉⋯⋉xiqi . And xi1 , xi2 , . . . xiqi are the logical vari-

ables that are contained in the union of set X∙
j and Xj, and qi is the number of the

logical variables contained in the union of set X∙
j and Xj.

By utilizing Lemma 9, the solutions of Lix′i = b i=1, 2, . . . ,mð Þ in (13) can be
obtained. Assume that the solutions of Lix′i = b are x′i = δi12qi , δ

i2
2qi , …, δik2qi . The vector

forms of them are αi1 , αi2 , …, αik by applying Lemma 5.

The logical variables xi1 , xi2 , . . . xiqi correspond to the places pi1 , pi2 , . . . , piqi in
PN. There is a bijection between αij and Sij , which is defined by the relationship as
follows:

Sij = f αij
� �

= pir ∈P xijir =1
���n o

ð14Þ

where Sij⊆P, αij = ðxiji1 , x
ij
i2 . . . , x

ij
iqi
ÞT , xijir ∈D= 0, 1f g, r=1, 2, . . . , qi.

For solution’s vector form αij = ðxiji1 , x
ij
i2 . . . , x

ij
iqi
ÞT , we know xijik =1 indicates that

pik must be contained in Sij , x
ij
ik =0 indicates that pik cannot be contained in Sij , and

xi′k ði′k ≠ i1, i2, . . . , iqiÞ respond the place that is not contained in the union of set X∙
j

and Xj, the values of them do not influence the validity of Lix′i = b. Therefore, no
matter the responding places are contained in Sij or not, ∨ X∙

i

� �
→ ∨ Xi½ �=1 holds

always. It is rational to use the combination idea to get the solutions of (12) and
calculate siphons of PNs. In order to introduce the process of the combination, the
following definitions are given.

Definition 3 A matrix Ai
ci × n ∈Wm× n is said to be the solution matrix of Lix′i = b,

where ci is the number of the solutions of Lix′i = b and Ai
ci × n is constructed as

follows:

(1) Consider the solutions of Lix′i = b and the vector forms of them are:

αij = ðxiji1 , x
ij
i2 . . . , x

ij
iqi
ÞT , j=1, 2, . . . , ci.

(2) Construct a row vector ᾱij = ðx ̄ij1, x ̄ij2, . . . , x ̄ijnÞ as follows:

x ̄ijik =1, if xijik =1

x ̄ijik = − 1, if xijik =0

x ̄ijik =1i, if ik are not contained in the union of set X∙
i and Xi

8><
>:

where 1i is the complex variable and i is the imaginary unit.
(3) Let the row vectors formed in (2) formed a matrix, and say that matrix is the

solution matrix of Lix′i = b.
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From Definition 3 we know that, for aij, ik ∈Ai
ci × n, aij, ik =1 means that pik must be

contained in Sij ; aij, ik = − 1 means that pik cannot be contained in Sij ; and aij , ik =1i
means that pik is not contained in the union of set t

∙
j and

∙tj, so pik can be contained in Sij
or not. We give the combination idea as follows to get the solutions of (12).

Definition 4 For solution matrixes A1
c1 × n, A

2
c2 × n, …, Am

cm × n the combination matrix
of them is C. And the combination matrix C is construed as follows:

(1) Rowi Cð Þ=Rows1 A1ð Þ+Rows2 A2ð Þ+⋯+Rowsm Amð Þ,
where s1 = 1, 2, . . . q1,…, sm =1, 2, . . . qm.

(2) Consider cij ∈ Rowi Cð Þ, its real part is expressed as Re cij
� �

and its imaginary
part is expressed as Im cij

� �
. Then using abs Re cij

� �� �
indicates the absolute of

Re cij
� �

. If there exist cij ∈ Rowi Cð Þ, which is not satisfies the equation as
absðRe cij

� �
+ Im cij

� �Þ≠m, then the Rowi Cð Þ will be deleted from C.

Equation (1) in Definition 4 indicates that each solution of the equation in (13) is
combined with other equations’ solutions, which means that all combinations are
considered. Equation (2) in Definition 4 indicates the combination matrix C only
includes the combinations of (1) which are no conflict exist. For example,

Rowi Cð Þ=Rows1 A1� �
+Rows2 A2� �

,

where a1s1j ∈Rows1 A1ð Þ=1, and a2s2j ∈Rows2 A2
� �

= − 1, which means that the
place pj must be contained in S1s1 but cannot be contained in S2s2 , so there exists a
conflict between S1s1 and S2s2 , which means the two solution sets cannot be com-
bined. On the other hand, a1s1j + a2s2j =0, abs Re cij

� �� �
+ Im cij

� �
<m, where

m=2,Rowi Cð Þ will be deleted from C.
Then we convert the combination matrix C into matrix D0 as following:
For Re cij

� �
>0 means that pj contained in siphon Si, we define d0ij =1, otherwise,

we define d0ij =0.

Theorem 2 The row vectors of matrix D0 are the solutions of (13).

Proof There is no isolated point exists in net, from the definition of PNs, every
place of a PN must belong to a transition’s preset or postset. So from Definition 4,
we have Re cij

� �
≠ 0. For Re cij

� �
>0 means that pj contained in siphon Si,

Re cij
� �

<0 means that pj not contained in siphon Si, so from Lemmas 8 and 9, we
know that the row vectors of matrix D0 are the solutions of (13), and we can get the
solutions of (12).

Remark 4 When the transition number m= Tj j is large, we can first divide solution
matrixes of Lix

0
i = b, i=1, 2, . . . ,mð Þ into several groups, and then we do combi-

nations in every group to get the combination matrixes. By repeating the process,
we will finally get the combination matrix C.
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Using the MATLAB function Unique on D0, we can get the solution matrix
D with unique rows and the rows of D are in sorted order, and the number of “1” in
the first row is the least, which means the places contained in S1 is the least. So,
siphon S1 must be the minimal siphon that contains the fewest places, and we can
use this property to calculate the minimal siphons.

3.3 The Design of the Improved Algorithm

In this subsection, the improved algorithm to calculate siphons and minimal siphons
in PNs is presented. The detailed steps are as follows:

Algorithm Calculating all siphons and all minimal siphons in PNs.

Step 1: Calculate the set of input and output places of transition tj, then we have
X∙
j and Xj, respectively, and construct the logical Eq. (12).

Step 2: By applying Theorem 1 convert the logical equation group (12) into the
matrix equation group (13).

Step 3: By using Definition 3, we get the solution matrix Ai
ci × n of equation

Lix
0
i = b.

Step 4: Combine the solution matrixes Ai
ci × n, i=1, 2, . . . ,mð Þ to get the com-

bination matrix C by applying Definition 4. Convert the combination
matrix C into solution matrix D0, and every nonzero row vectors of D0 is
a solution of (13).

Step 5: Using MATLAB function Unique, we get the sorted solution matrix D,
and all siphons of PN can be got by nonzero row vectors of D.

Step 6: Let Bk is the set of all siphons. That is, Bk = S1, S2, . . . , Skf g, where the
subset of places Si is a siphon of PN which is obtained by nonzero row
vector Rowi Dð Þ. We let B0 ≜ S1f g.

Step 7: For each siphon Si ∈ Bk , i= ð2, 3, . . . , kÞ, if there exist St ∈ Bi− 2, such
that St is a subset of Si, i.e., St ⊂ Si, then Bi− 1 ≜Bi− 2, otherwise
Bi− 1 ≜Bi− 2 ∪ Sif g,i=2, 3, . . . , k.

Step 8: By repeating Step 7, we can ultimately obtain the set Bk− 1, which
consists of all minimal siphons of PN.

4 The Illustrative Examples

In this section, two illustrative examples are presented. Example 1 shows the
process of the improved algorithm, and Example 2 displays the application and the
efficiency of the improved algorithm.

An Improved Algorithm for Siphons and Minimal Siphons … 379



Example 1 Consider the PN in Fig. 1, which from [22].

Step 1: By using Lemma 6 we can obtain the logical equations:

x2 → x1 = 1
ðx1 ∨ x5Þ → ðx2 ∨ x3Þ =1
x2 → x4 = 1
ðx3 ∨ x4Þ → ðx2 ∨ x5Þ =1

8>><
>>:

Step 2: Convert the logical equations into matrix equation group:

L1⋉x1⋉x2 = b
L2⋉x1⋉x2⋉x3⋉x5 = b

L3⋉x2⋉x4 = b
L4⋉x2⋉x3⋉x4⋉x5 = b

8>><
>>:

where L1 = δ2 1, 1, 2, 1½ �, L2 = δ2 1, 1, 1, 1, 1, 1, 2, 2, 1, 1, 1, 1, 1, 1, 2, 1½ �,

L3 = δ2 1, 2, 1, 1½ �, L4 = δ2 1, 1, 1, 1, 1, 1, 1, 1, 1, 2, 1, 2, 1, 2, 1, 1½ �.

The solutions of L1⋉x1⋉x2 = b as x1, x2ð Þ= ð1, 1Þ, ð1, 0Þ, ð0, 0Þ.
The solutions of L2⋉x1⋉x2⋉x3⋉x5 = b as

ðx1, x2, x3, x5Þ= 1, 1, 1, 1ð Þ, 1, 1, 1, 0ð Þ, 1, 1, 0, 1ð Þ, 1, 1, 0, 0ð Þ, 1, 0, 1, 1ð Þ, 1, 0, 1, 0ð Þ, 0, 1, 1, 1ð Þ
0, 1, 1, 0ð Þ, 0, 1, 0, 1ð Þ, 0, 1, 0, 0ð Þ, 0, 0, 1, 1ð Þ, 0, 0, 1, 0ð Þ, ð0, 0, 0, 0Þ.

The solutions of L3⋉x2⋉x4 = b as ðx2, x4Þ= 1, 1ð Þ, 0, 1ð Þ, 0, 0ð Þ.

Fig. 1 The PN of Example 1
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The solutions of L4⋉x2⋉x3⋉x4⋉x5 = b as

ðx2, x3, x4, x5Þ= 1, 1, 1, 1ð Þ, 1, 1, 1, 0ð Þ, 1, 1, 0, 1ð Þ, 1, 1, 0, 0ð Þ, 1, 0, 1, 1ð Þ, 1, 0, 1, 0ð Þ,
1, 0, 0, 1ð Þ, 1, 0, 0, 0ð Þ, 0, 1, 1, 1ð Þ, 0, 1, 0, 1ð Þ, 0, 0, 1, 1ð Þ, 0, 0, 0, 1ð Þ, ð0, 0, 0, 0Þ.

Step 3: Calculate the solution matrix Ai
ci × n of equation Lix

0
i = b, i=1, 2, 3, 4ð Þ.

For the solution of L1⋉x1⋉x2 = b as x1, x2ð Þ= ð1, 0Þ, from Definition 3, we have
x1̄ = 1 and x2̄ = − 1, and the logical variables x3,x4,x5 are not contained in x1, x2f g,
so x3̄ = x4̄ = x5̄ = 1i. So we have the row vector:

α ̄= ðx1̄, x2̄, x3̄, x4̄, x5̄Þ= 1, − 1, 1i, 1i, 1ið Þ.

Do the same operation for other solutions, we can get the solution matrix formed
by the row vectors is A1.

And other solution matrixes can be obtained at the same way.

A1 =

1 1 1i 1i 1i

1 − 1 1i 1i 1i

− 1 − 1 1i 1i 1i

2
64

3
75, A3 =

1i 1 1i 1 1i

1i − 1 1i 1 1i

1i − 1 1i − 1 1i

2
64

3
75

A2 =

1 1 1 1i 1

1 1 1 1i − 1

1 1 − 1 1i 1

1 1 − 1 1i − 1

1 − 1 1 1i 1

1 − 1 1 1i − 1

− 1 1 1 1i 1

− 1 1 1 1i − 1

− 1 1 − 1 1i 1

− 1 1 − 1 1i − 1

− 1 − 1 1 1i 1

− 1 − 1 1 1i − 1

− 1 − 1 − 1 1i − 1

2
666666666666666666666666664

3
777777777777777777777777775

. A4 =

1i 1 1 1 1

1i 1 1 1 − 1

1i 1 1 − 1 1

1i 1 1 − 1 − 1

1i 1 − 1 1 1

1i 1 − 1 1 − 1

1i 1 − 1 − 1 1

1i 1 − 1 − 1 − 1

1i − 1 1 1 1

1i − 1 1 − 1 1

1i − 1 − 1 1 1

1i − 1 − 1 − 1 1

1i − 1 − 1 − 1 − 1

2
666666666666666666666666664

3
777777777777777777777777775

Step 4: Combine the solution matrices Ai
ci × n, i=1, 2, 3, 4ð Þ and then use the

function Unique to get the solution matrix D of the matrix equation
group in Step 2:
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Consider the following combinations,

(1)
Row1 A1� �

+Row1 A2� �
+Row1 A3� �

+Row1 A4� �
= 2+ 2i 4 2+ 2i 2+ 2i 2+ 2i½ �.

For Re 2+ 2ið Þ+ Im 2+ 2ið Þ=4,Re 4ð Þ+ Im 4ð Þ=4, there is

Row1ðCÞ=Row1 A1� �
+Row1 A2� �

+Row1 A3� �
+Row1 A4� �

= 2+ 2i 4 2+ 2i 2+ 2i 2+ 2i½ �.

(2)
Row1 A1� �

+Row1 A2� �
+Row1 A3� �

+Row2 A4� �
= 2+ 2i 4 2+ 2i 2+ 2i 2+ 2i½ �

For Re 1+ 2ið Þ+ Im 1+ 2ið Þ=3≠ 4, so this row vector is not contained in solu-
tion matrix C.

Repeat the above process and we will get the solution matrix C as follows:

C=

2+2i 4 2+ 2i 2+ 2i 2+ 2i
2+ 2i 4 2+ 2i 2+ 2i − 2+ 2i
2+ 2i 4 − 2+ 2i 2+ 2i 2+ 2i
2+ 2i 4 − 2+ 2i 2+ 2i − 2+ 2i
2+ 2i − 3+ i 2+ 2i 2+ 2i 2+ 2i
2+ 2i − 4 2+ 2i − 2+ 2i 2+ 2i
− 2+ 2i − 4 2+ 2i 2+ 2i 2+ 2i
− 2+ 2i − 4 2+ 2i − 2+ 2i 2+ 2i
− 2+ 2i − 4 − 2+ 2i − 2+ 2i − 2+ 2i

2
6666666666664

3
7777777777775

Then convert combination matrix C to solution matrix D0, and use function
Unique to get the sorted matrix D.

D0 =

1 1 1 1 1
1 1 1 1 0
1 1 0 1 1
1 1 0 1 0
1 0 1 1 1
1 0 1 0 1
0 0 1 1 1
0 0 1 0 1
0 0 0 0 0

2
6666666666664

3
7777777777775

,D=

0 0 0 0 0
0 0 1 0 1
0 0 1 1 1
1 0 1 0 1
1 0 1 1 1
1 1 0 1 0
1 1 0 1 1
1 1 1 1 0
1 1 1 1 1

2
6666666666664

3
7777777777775

.

Every nonzero row vector in D is a nonzero solution of the equations, so all
siphons in the PN are
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S1 = p3, p5f g, S2 = p3, p4, p5f g, S3 = p1, p3, p5f g, S4 = p1, p3, p4, p5f g
S5 = p1, p2, p4f g, S6 = p1, p2, p4, p5f g, S7 = p1, p2, p3, p4f g,
S8 = p1, p2, p3, p4, p5f g.

Step 5: Get all the minimal siphons by using Step 6 and Step 7 in the Algorithm.
They are

S1 = p3, p5f g, S5 = p1, p2, p4f g.

Example 2 Consider the PN in Fig. 2, which is used to model the concurrent
execution of working process in flexible manufacturing systems (FMS). Figure 2 is

Fig. 2 The PN of Example 2
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derived from Fig. 8 in [23], and the places and transitions are renamed. The PN in
Fig. 2 belongs to a particular class of nets that we call Systems of Simple
Sequential Processes with Resources (S3PR) and it is a classical instance for FMS.

The algorithm proposed in [17] cannot calculate the siphons and minimal
siphons of the PN in Fig. 2, for the number of the places is too large, the computer
is out of memory. However, the improved algorithm can calculate the siphons and
minimal siphons in 6 min, which is not bad for the size of the PN and the results are
as follows:

The number of siphons of this PN is 503488, which is very large. The number of
minimal siphons is 28 and all minimal siphons shown in Table 1.

The first 18 minimal siphons are strict minimal siphons, and the last 10 minimal
siphons also are traps. The calculation results of the strict minimal siphons are
consistent with the result of [23].

Remark 5 A MATLAB toolbox has been created by Daizhan Cheng and Hong-
sheng Qi for the computation of STP at http://lsc.amss.ac.cn/dcheng/stp/STP.zip.
The numerical computation in this paper is based on this MATLAB toolbox.

5 Conclusion

In this paper, we have investigated the problem of calculating siphons and minimal
siphons in PNs. The logical equation group was converted into matrix equation
group; the solutions of the matrix equation group were obtained by combing the

Table 1 Set of minimal siphons in Fig. 2

i Si i Si

1 p15, p22, p24, p25f g 15 p2, p4, p5, p8, p11, p15,f p17, p18, p19, p24, p25g
2 p2, p4, p8, p11, p13, p18, p20f g 16 p4, p6, p11, p15, p21, p24, p25f g
3 p2, p4, p5, p8, p11,f p13, p17, p18, p19g 17 p4, p5, p6, p11, p15,f p18, p20, p24, p25g
4 p4, p6, p9, p11, p13, p21f g 18 p4, p5, p6, p11, p15,f p17, p18, p19, p24, p25g
5 p4, p6, p9, p11, p13, p18, p20f g 19 p1, p2, p3, p4f g
6 p4, p5, p6, p9, p11,f p13, p17, p18, p19g 20 p2, p4, p8, p11, p13, p21f g
7 p2, p4, p8, p11, p14, p21, p24f g 21 p3, p6, p9f g
8 p2, p4, p8, p11, p14, p18, p20, p24f g 22 p5, p7f g
9 p2, p4, p5, p8, p11,f p14, p17, p18, p19, p24g 23 p7, p8, p9, p10, p12,f p13, p14, p15, p16g
10 p4, p6, p9, p11, p14, p21, p24f g 24 p10, p17, p19f g
11 p4, p6, p9, p11, p14, p18, p20, p24f g 25 p12, p18, p20f g
12 p4, p5, p6, p9, p11, p14,f p17, p18, p19, p24g 26 p14, p22, p24f g
13 p2, p4, p8, p11, p15,f p18, p21, p24, p25g 27 p15, p23, p25f g
14 p2, p4, p8, p11, p15,f p18, p20, p24, p25g 28 p19, p20, p21, p22, p23, p26f g
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solutions of each equation in the matrix equation group. An improved algorithm
was proposed to calculate all siphons and minimal siphons. Two illustrative
examples are presented to show the efficiency and application of the improved
algorithm.
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A Novel MPPT Control Algorithm Based
on Peak Current

Mingming Ma, Yu Fang, Jinyan Zheng, Songyin Cao and Yong Xie

Abstract Aiming at the MPPT (maximum power point tracking) control of the
fly-back type grid-connected microinverter, a novel maximum power point tracking
control algorithm based on peak current sampling is studied, and a current sampling
circuit composed of blocking diode and bias diode is proposed. Compared with
maximum power point tracking methods of the conventional MPPT, the method in
this paper does not need to calculate the actual power by multiplying the input
voltage and the corresponding input current of the photovoltaic components. And
the maximum power point of PV modules can be obtained according to comparing
the detected sampling peak current of the switch tube. Therefore, the input voltage
sampling circuit, the cost and the resources of the control chip are saved, and the
complexity of the computation on maximum power point is simplified, thus ulti-
mately achieving the MPPT fast control algorithm. The method in this paper has no
need of sampling resistance or current Holzer, which improves the efficiency of
grid-connected microinverter. The experimental results verify the correctness of the
method studied in this paper.
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1 Introduction

In recent years, the traditional fossil energy is gradually exhausted, and the
development of photovoltaic power generation industry is showing a trend of
increasing year by year. With the continuous progress of technology, photovoltaic
inverter is also moving towards the direction of miniaturization and modularization.
The power density and conversion efficiency of the photovoltaic inverter are
becoming higher and higher, the circuit structure is becoming more simplified and
the cost of hardware is increasingly low [1, 2].

In traditional photovoltaic grid-connected microinverter module, the calculation
of the maximum power point often used is to sample the output voltage and output
current of PV module to calculate the actual output power of photovoltaic panels.
Then, through three-point comparison method, mountain climbing method, per-
turbation method and other means, the maximum power point tracking is achieved.
It is necessary to sample the output voltage and the output current to realize the
control. In the photovoltaic grid-connected microinverter, sampling of the output
current of PV module is commonly converting the current signal into voltage signal
through sampling resistance. When the current flows through the sampling resis-
tance, it will generate heat loss on the resistance, thus reducing the energy con-
version efficiency of the whole circuit. In order to reduce loss as far as possible,
high power sampling resistance with small values is needed, but the disadvantage is
that pressure drop on the sampling resistance will be smaller. Therefore, an
amplifying circuit that amplifies the small voltage signals on sampling resistance
into analog signals for digital signal processing (DSP) is needed, which increases
the complexity of the circuit. Another common current sampling device is the
current transformer, which converses the high current signal into a small current
signal to further conditioning the small signal with the characteristics that primary
side and secondary side current of the transformer is inversely proportional to the
number of coil. The advantage of this sampling method is that isolate sampling can
be realized with high precision. However, the cost is high, the circuit is complex,
and it is only suitable for the sampling of high frequency pulse current. In this
paper, a novel current sampling method is proposed, on the basis of which a fast
MPPT maximum power point algorithm is presented [3, 4].

2 Review of Traditional Technology

The traditional maximum power point tracking obtains the output power of the PV
module by sampling the average input voltage and average input current of pho-
tovoltaic module, and then multiplying the average input voltage and average input
current. This method requires the voltage sampling circuit and the current sampling
circuit to sample the average input voltage and the average input current, whose
hardware cost is relatively high [5, 6].
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Another method of calculating the maximum power point is: get the peak current
in main switches of the fly-back type microinverter by the current transformer, and
obtain a transient output power of the photovoltaic module by multiplying the peak
current and the sampling input voltage of the photovoltaic battery component. By
comparing this instantaneous power, the maximum power point is obtained. How-
ever, this method has a serious flaw: on the condition that the switching frequency is
certain, the instantaneous input power is of increasing function relation with the peak
current and has nothing to do with the input voltage. But in the maximum power
tracking control, the output voltage of the PV module changes in real-time, so the
calculated maximum power point using this method is not correct [7].

Both the above two traditional methods of calculating the maximum power point
need to collect the output voltage of PV module.

3 Principles of a Novel Current Sampling Circuit

A novel current sampling circuit is shown in Figs. 1 and 2. The output of the PWM
generator is connected to the input of the driving circuit. The output of the driving
circuit is divided into two parts, one is connected to the door limit current resistance
of switch tubes in the main circuit of the switching power supply to control the
on-off of MOSFET switches, the other connected to the current limiting resistor is
divided into two parts, respectively, connected to the anode of blocking diode D2
and the anode of biased diodes D3. The cathode of blocking diode D2 is connected
to the drain of MOSFET switch tube in the main circuit of the switching power
supply. The cathode of biased diodes D3 is connected to the positive phase terminal
of the amplifier, sending signal to a microcontroller or DSP by amplifying and
conditioning circuit. When the PWM generator generates a pulse control signal at a
high level, the switch tube in the main circuit of the switching power supply is
turned on, current in the main circuit flows through the switch tube, and a voltage
drop lands on the on-resistance of the switch. Here, the blocking diode conducts

Fig. 1 Circuit schematic with switching tube voltage drop
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under positive voltage, and a voltage value is got on the anode, which is equal to the
sum of the voltage drop on the on-resistance and the on-state voltage drop on the
diode, and then it is sent to the positive input of amplifier after voltage drop
compensation by bias diode. As long as the bias diode and blocking diode select the
same type, the input voltage of the amplifier can be regarded as equal to the voltage
drop on the on-resistance of MOSFET, thus accurately achieving the current
through the switch tube.

4 A Novel Method for Calculating the Maximum Power
Point

4.1 Theoretical Analysis of a New Method for Calculating
the Maximum Power Point

The novel maximum power point tracking algorithm in this paper is to achieve the
maximum power point tracking by sampling the peak current of the fly-back circuit.
Specific analyses are as follows: the output waveform from inverter to the grid is a
sine wave synchronized with the grid voltage. The output current is the largest at
the crests and troughs of sine wave, and peak current flowing at the fly-back circuit
at this moment is also the largest. Assuming that the peak current in the fly-back
circuit is Ipk, average current in a switching period is Ip, output voltage of the PV
module is Ui, output current of the PV module is Ii, formula 1 can be obtained

Pi =Ui ⋅ Ii =
2
π
⋅Ui ⋅ Ip ð1Þ

Within a single switching cycle, the turn-on time of the switch is ton and the
single cycle time is Ts, then the relationship between the peak current I and the
average current Ip in a single cycle can be obtained, as shown in formula 2

1
2
⋅ ton ⋅ Ipk = Ip ⋅ Ts ð2Þ

Fig. 2 Principle diagram of
signal amplification circuit
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The primary inductance of the fly-back transformer is Lm. According to the
relationship between the input voltage Ui and the peak current Ipk, the formula 3 can
be got

Ui

Lm
⋅ ton = Ipk ð3Þ

Deform the formula 3, thus the formula 4 is obtained

ton = Ipk ⋅
Lm
Ui

ð4Þ

Deform the formula 1, thus the formula 5 is obtained

Ip =
π ⋅ Ii
2

ð5Þ

Substitute formulas 5 and 4 in formula 2, thus the formula 6 is obtained

Pi = Ii ⋅Ui =
Lm ⋅ I2pk
π ⋅Ts

ð6Þ

As can be seen from formula 6, the input power Pi of the inverter is proportional
to Ipk

2 , and Ipk
2 is an increasing function of Ipk (Ipk > 0). Based on the above analyses,

this paper proposes: in maximum power tracking, maximum power point tracking
can be achieved by tracking the maximum Ipk, instead of multiplying input voltage
and input current to obtain the specific power, thus saving the resources of the
program and improve the speed of algorithm. At the same time, with no need to
sample the input voltage, the MPPT control algorithm can reduce the cost.

4.2 Program Design of the Novel MPPT Algorithm

Figure 3 is the flow chart of MPPT control, power-on detection is conducted after
the completion of the software startup program. If the test is passed, the software
gives a very small initial value for the output given current. After a period of time,
the output given current increases △I. Compare the former and after the latter peak
current, if the latter peak current is larger than the former, then the output given
current If increases △I; if the latter peak current is smaller than the former, then the
output given current If reduces △I. Finally, the output given current If will swing
within a very small range, thus ultimately achieving the maximum power tracking.

According to the above theoretical analyses, it can be found that there is a certain
error in the actual test, when only maximum peak current Ipk is calculated in the
entire power grid cycle. So, multiple averaging is needed to reduce the interference.
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However, this will reduce the maximum power tracking speed. On this basis,
further research is studied to get the formula 7

Itotal = ∑
N

i = 1
Ipki =k ⋅ Ipk ð7Þ

Ipki represents the peak current value of the transformer primary side in each
switching cycle. N represents the sampling times of peak current in a power grid
period, and Ipk is the maximum value of peak current in a single grid period, and k
is constant. It can be seen from the formula 7 that the sum of peak current of the
inverter in a single grid period, the single is the monotonic increasing function of
the maximum peak current Ipk in a single cycle (Ipk > 0). The inverse function of
monotone increasing function is also monotone increasing function, so Ipk is also a
monotonic increasing function of Itotal. Therefore, we can know that the Itotal is a

Fig. 3 MPPT program block
diagram
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monotonic increasing function of photovoltaic inverter Pi (Ipki > 0). The method
can effectively improve the anti-interference ability and enhance the stability of the
system by summing the sampled peak current of each switching period. MPPT
algorithm procedure is shown as follows (Fig. 4).

5 Experimental Results

5.1 Test Waveform of the Novel Current Sampling Circuit

As can be seen from Fig. 5, the photovoltaic grid-connected microinverter begins to
output power at the point A, and it reaches the maximum power point at the point
B. After point B, the PV voltage is changed within a small range.

Fig. 4 Improved block
diagram of MPPT program
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As shown in Fig. 6, when the switch tube gate is at a high level, the drain of Q1,
which is shown in the CH1 is grounded. At this time, cathode voltage of D3, which
is shown in the CH3 begins to rise, and output waveform CH2 of the differential
amplifier circuit synchronously rise. When the voltage reaches its peak value, the
ADC pin of the DSP begins to sample.

5.2 Test Waveform of the Novel MPPT Algorithm

As shown in Fig. 7, when the grid-connected power generation function is started,
the grid-connected current increases from zero. After about 20 s, the output power
tracks the maximum power point and output stably.

Fig. 5 Output voltage waveform of PV module

Fig. 6 Peak current sampling waveform
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Figure 8 is the grid-connected current and the grid-connected voltage waveform
of PV inverter under the maximum output power. It can be seen from the figure that
the grid-connected current and the grid-connected voltage are synchronous.

Figure 9 is the method which multiplies the peak current of the transformer
primary side and sampled input voltage of the photovoltaic components to obtain
the instantaneous output power of the PV module, thus realizing the maximum
power point tracking, as mentioned in above traditional technology review. Fig-
ure 10 is the method proposed in this paper, which compares peak currents to
achieve the maximum power tracking. By comparing these two figures, it is proved
that the method that compares peak currents to achieve the maximum power
tracking is more accurate.

Fig. 7 Maximum power tracking waveform

Fig. 8 The point waveform of maximum power
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6 Conclusion

Aiming at the maximum power point calculation method in the fly-back
grid-connected power generation microinverter, a current detection circuit com-
posed of the blocking diode and bias diode is proposed in this paper. And a novel fast
algorithm for maximum power point is also presented. The proposed current
detecting circuit, which is composed of a blocking diode and a bias diode, has high
precision in current sampling with low cost. The studied maximum power point
calculation method has the advantages of little program code and high computational
efficiency. Maximum power point tracking (MPPT) control of maximum power
point fast algorithm based on peak current can realize the efficient energy transfer,

Fig. 9 MPPT by
instantaneous output power of
the PV module

Fig. 10 MPPT by peak
currents of the PV module
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with no need to introduce the input voltage of the PV module for computing, which
saves the cost, thus improving the cost performance of grid-connected photovoltaic
microinverter.
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Distributed Finite-Time Formation
Control for Multiple Nonholonomic
Mobile Robots

Miao Li, Zhongxin Liu and Zengqiang Chen

Abstract In this paper, the finite-time formation control problem for a group of
nonholonomic mobile robots is considered. A distributed finite-time estimator is
proposed to estimate leader’s state in finite time. Then, based on the estimated
values of estimator, a distributed finite-time formation control law is designed. With
the help of finite-time Lyapunov theory and graph theory, rigorous proof shows that
the group of mobile robots can converge to desired formation pattern and its
centroid can converge to the desired trajectory in finite time. Simulations are given
to verify the effectiveness of the method.

Keywords Nonholonomic mobile robot ⋅ Formation control ⋅ Distributed
control ⋅ Finite-time stability

1 Introduction

Recently, the cooperative control of multiple mobile robots has received a great
deal of attention due to its wide application prospects, including cooperative
surveillance, large object move, troop hunting, etc. Compared with single robot,
multiple mobile robots can finish certain works more accurately, efficiently and
robustly. As a typical cooperative control problem, formation control of multiple
mobile robots is the foundation of other coordination problems. The control
strategies are mainly behavior-based control [1], leader–follower-based control [2],
artificial potential-based control [3, 4], virtual structure-based control [5], etc.
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Due to the existence of nonholonomic constraint and nonlinear characteristics,
the control of mobile robots is more difficult. With the development of cooperative
control theory in networked system, these strategies have been used to realize the
formation control of multiple mobile robots. In [6, 7], the theories of cascaded
systems and communication graph are applied to design control law for nonholo-
nomic kinematic systems, which can guarantee the system globally exponential
stability. In [8], based on a new transformation, a distributed control scheme is
developed to achieve the desired control objectives.

Most of control algorithms proposed in previous works can guarantee that
multi-agent systems asymptotically converge to desired motion, that is, conver-
gence time is infinite. Obviously, finite-time control algorithms with a faster con-
vergence rate are more optimal. Previous works on finite-time control are mainly
about first-order and second-order multi-agent system. In [9], finite-time state
consensus problem for first-order multi-agent systems is researched and distributed
protocols are presented. In [10–12], a distributed protocol is proposed to solve the
finite-time consensus problem for second-order agent dynamics. For multiple
nonholonomic mobile robots, some finite-time control algorithms were prposed. In
[13], the problem of finite-time leader-following consensus is discussed, but one of
control inputs is forced to be the reference signal artificially for a given period of
time. In [14, 15], the finite-time tracking control problem is solved when the
leader’s state is available to each follower. In [16], a kind of finite-time formation
control algorithm is proposed. However, it excludes the case where the observer’s
value is zero.

Inspired by aforementioned articles, we mainly investigate the distributed
finite-time formation control problem for multiple mobile robots. The contributions
of this paper are as follows. The control algorithm is distributed. Each robot can
only obtain its neighbors’ information. Besides the desired trajectory is considered
as a virtual leader whose information is available to a subset of mobile robots. We
design an estimator to estimate the leader’s state in finite time. And based on the
estimated values of estimator, a finite-time formation controller is designed for each
mobile robot, the controller can guarantee that the group of mobile robots con-
verges to desired formation, and the centroid of formation converges to desired
trajectory in finite time.

The rest of this paper is organized as follows. In Sect. 2, the model of non-
holonomic mobile robots and preliminaries used in this paper are given. In Sect. 3,
some main results on distributed formation control problem for multiple mobile
robots are established. The simulation results are presented in Sect. 4. Finally,
conclusion is drawn in Sect. 5.
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2 Problem Statement

Notation Let diagðwÞ=diagðw1, . . . ,wnÞ, 1n = ½1, 1 . . . 1�T ∈Rn. λminð ⋅ Þ and
λmaxð ⋅ Þ are the smallest and largest eigenvalues of the matrix, respectively. For any
vectors a= ½a1, . . . , an�T and b= ½b1, . . . , bn�T , denote a⊙b= a1b1, . . . , anbn½ �T , Let
sigðxÞα = signðxÞ xj jα, where α>0, x∈R, and signð ⋅ Þ is the sign function, If
xi* = ½xi1, . . . , xin�T ∈Rn, then sigðxi*Þα = signðxi*Þ⊙ xi*j jα, where signðxi*Þ=
½signðxi1Þ, . . . , signðxinÞ�T and xi*j jα = ½ xi1j jα, . . . , xinj jα�T .

2.1 Algebraic Graph Theory

As done in [17], for a group of n nonholonomic mobile robots, if each mobile robot
is a node, we can represent the communication between the robots by a weighted
directed graph G= ðV,E,AÞ, where V = fv1, v2, . . . , vng is a node set representing
the mobile robots, and E⊆V ×V is an edge set. The weighted adjacency matrix is
defined as A= ½aij�∈Rn× n, where aij denotes the edge weight from vi to vj. if
ðvi, vjÞ∈E, then aij >0, Otherwise aij =0. The set of neighbors of node vi is denoted
by Ni = fvj ∈V: ði, jÞ∈E, i≠ jg. Furthermore, The matrix L=D−A is called
Laplacian matrix of G, where D=diagfd1, d2, . . . , dng with di = ∑n

j=1 aij.
Weighted directed graph G is said to satisfy the detail-balanced condition [17] in
weights if there exist some scalars wi >0 with i=1, 2 . . . , n satisfying wiaij =wjaji
for all i, j= 1, 2 . . . , n.

Assume that a desired trajectory is regard as a virtual leader. Let B denote the
connection weight between robot i and the virtual leader, where
B=diagðb1, b2, . . . , bnÞ. If robot i can obtain information of the virtual leader, then
bi =1, otherwise bi =0.

2.2 Problem Formulation

Consider a group of n nonholonomic mobile robots labeled as i=1, 2, . . . , n. The
kinematics of robot i can be described by:

xi̇ = vi cos θi
yi̇ = vi sin θi
θi =ωi

8<
: ð1Þ

where ðxi, yiÞ is the position coordinates of robot i, θi is the heading angle, and
ðvi,ωiÞ represent the linear velocity and the angular velocity of robot i. It is
well-known that the system (1) satisfies the pure roll without slipping constraint,
i.e., yi̇ cos θi − xi̇ sin θi =0.
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Suppose that the n mobile robots converge to the desired formation pattern F,
ðp0x, p0yÞ is the centroid of the formation pattern F, ðpix, piyÞ is the position vectors
of robots i relative to the centroid of formation pattern F, which satisfies

∑
n

i=1

pix
n

= p0x, ∑
n

i=1

piy
n

= p0y

Without loss of generality, we assume that p0x =0, p0y =0. The desired trajectory
is considered as a virtual leader 0, which can be described by:

x0̇ = v0ðtÞ cos θ0
y0̇ = v0ðtÞ sin θ0
θ0 =ω0ðtÞ

8<
: ð2Þ

where ðv0ðtÞ,ω0ðtÞÞ are known time-varying functions.
Now, our control problem is defined as designing a controller for mobile robot

i based on its state and its neighbors’ state, such that the group of robots converges
to a desired formation pattern F and the centroid of formation converges to the
desired trajectory in finite-time T, that is to say,

lim
t→T

xiðtÞ− xjðtÞ
yiðtÞ− yjðtÞ
� �

=
pix − pjx
piy − pjy

� �
lim
t→T

ðθi − θ0Þ=0

lim
t→T

∑
n

i=1

xiðtÞ
n

− x0ðtÞ
� �

=0

lim
t→T

∑
n

i=1

yiðtÞ
n

− y0ðtÞ
� �

=0

Before the introduction of the distributed control algorithm, some necessary
assumptions which mobile robot system should satisfy, and lemmas are listed.

Assumption 1 u10j j>0, u ̇10j j≤ κ, u ̇20j j≤ κ.

Assumption 2 Weighted directed graph G is strongly connected and
detail-balanced, and there is at least one robot which can obtain the leader’s
information.

Lemma 1 ([18]) For any xi ∈R, i=1, 2, . . . n, 0 < p≤ 1, the following inequalities
hold

∑
n

i=1
xij j

� �p

≤ ∑
n

i=1
xij jp ≤ n1− p ∑

n

i=1
xij j

� �p
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Lemma 2 ([19]) Consider the system

x ̇= f ðx, tÞ, f ð0, tÞ=0, x∈Rn

Suppose there are C1 function VðxÞ defined on a neighborhood U ̂⊂Rn of the
origin. If the function VðxÞ is positive definite and V ̇ðxÞ+ cVαðxÞ≤ 0 on U ̂ where
c>0 and 0< α<1 are real numbers, then the origin of system is locally finite time
stable. The setting time depending on the initial state xð0Þ= x0, satisfies

Tðx0Þ≤ Vðx0Þ1− α

cð1− αÞ . If VðxÞ is also radially unbounded and U ̂=Rn, the system is

globally finite time stable.

Lemma 3 ([20]) If Assumption 2 holds, then the matrix diagðwÞðL+BÞ is positive
definite.

3 Main Results

In this section, the finite-time formation control problem for system (1) is solved.
First, a finite-time distributed estimator is proposed to estimate the virtual leader’s
state. Second, a distributed formation control law is designed to make the mobile
robots converge to the desired state in finite time.

For the controller design, we define the following transformation:

x1i = θi
x2i = ðxi − pixÞ sin θi − ðyi − piyÞ cos θi
x3i = ðxi − pixÞ cos θi + ðyi − piyÞ sin θi
u1i =ωi

u2i = vi − x2iωi

8>>>><
>>>>:

ð3Þ

Using the above-coordinate transformation, the system (1) is transferred into the
following form:

x1̇i = u1i
x2̇i = u1ix3i
x3̇i = u2i

8<
: ð4Þ

where 0≤ i≤ n , ui = ½u1i, u2i�T and xi = ½x1i, x2i, x3i�T are the control input and state
of mobile robot i after the coordinate transformation, respectively.

Defining the formation error vector as xĩ = x ̃1i, x2̃i, x3̃i½ �T , the formation error
dynamics can be derived as following:

Distributed Finite-Time Formation Control for Multiple … 403



x ̃1̇i = u1i − u10
x ̃2̇i = u10x3̃i + x3iðu1i − u10Þ
x ̃3̇i = u2i − u20

8<
: ð5Þ

We divide formation error dynamics (5) into a first-order subsystem (6),

x ̃1̇i = u1i − u10 ð6Þ

and a second-order subsystem (7)

x ̃2̇i = u10x3̃i + x3iðu1i − u10Þ
x ̃3̇i = u2i − u20

�
ð7Þ

Based on the transformation (3), the objective is converted into designing a
distributed control laws ui = ½u1i, u2i�T to stabilize the closed-loop system (6) and (7)
in a finite time.

3.1 Distributed Finite-Time Estimator

In the following, based on sliding mode control method, we construct distributed
finite-time estimator for each mobile robot to estimate the virtual leader’s
information.

Theorem 1 For mobile robot system (6)–(7), if Assumption 1 and 2 hold, we
design the distributed finite-time estimator as follows:

u ̂1̇i = − k1 ∑
j∈Ni

aijðu1̂i − u1̂jÞ+ biðu1̂i − u10Þ
 !

− k2sign ∑
j∈Ni

aijðu1̂i − u1̂jÞ+ biðu1̂i − u10Þ
 !

u ̂̇2i = − k1 ∑
j∈Ni

aijðu2̂i − u2̂jÞ+ biðu2̂i − u20Þ
 !

− k2sign ∑
j∈Ni

aijðu2̂i − u2̂jÞ+ biðu2̂i − u20Þ
 !

8>>>><
>>>>:

ð8Þ

where i=1, 2 . . . , n, k1, k2 > 0, u1̂i, u2̂i are the estimated information of the leader
for the robot i, and then u1̂i = u10, u2̂i = u20 for ∀t>T1.

Proof Let k2 > κ, u1̂* = ½u ̂11, . . . , u ̂1n�T , u2̂* = ½u ̂21, . . . , u ̂2n�T , u1̄* = u1̂* − u101n,
u2̄* = u2̂* − u201n, N =diagðL+B,L+BÞ, u ̄= ½u1̄*, u2̄*�T , f0 = ½u101Tn , u201Tn �T

From (8), the estimator error can be rewritten in a compact form as

u ̄̇= − k1Nu ̄− k2signðNu ̄Þ− f 0̇ ð9Þ
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Choose the Lyapunov candidate function as

V1 =
1
2
u ̄TMTu ̄

The derivative of V1 along system (9) is

V 1̇ = − k1u ̄TNTWNu ̄− k1u ̄TNTWsignðNu ̄Þ− u ̄TNTWf 0̇

≤ − λminðWÞ k1u ̄TN2u ̄+ ðk2 − κÞ u ̄TN
�� ��

1

� 	
≤ − λminðWÞ k1u ̄TN2u ̄+ ðk2 − κÞ u ̄TN

�� ��
2

� 	

≤ − λminðWÞ 2λminðMÞk1V1

λ2maxðWÞ +

ffiffiffi
2

p ðk2 − κÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λminðMÞp

λmaxðWÞ
ffiffiffiffiffi
V1

p
 !

By calculating the differential inequality, we can get

ffiffiffiffiffi
V1

p
≤

ffiffiffiffiffiffiffiffiffiffiffi
V1ð0Þ

p
+

ðk2 − κÞλmaxðWÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2k1λminðMÞp

 !
e
− λminðWÞλminðMÞ

λ2maxðWÞt −
ðk2 − κÞλmaxðWÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2k1λminðMÞp
Since k2 > κ, we can conclude that V1 reaches zero in finite time, which implies

that V1 = 0, ∀t≥T1, where T1 =
λ2maxðWÞ

λminðWÞλminðMÞ lnð1+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2k1λminðMÞV1ð0Þ

p
ðk2 − κÞλmaxðWÞ Þ. That is to say,

u1̂i = u10, u ̂2i = u20, ∀t≥ T1, i=1, 2 . . . , n. This completes the proof.

Remark 1 From the expression of convergence time T1, the parameter k2 can affect
the convergence speed of the system (9). With a larger k2, the convergence speed is
faster, but chattering phenomenon of system (9) will be more obvious caused by the
discontinuity of signð ⋅ Þ function. So, we need to consider the control precision and
convergence speed comprehensively when choosing parameter k2.

3.2 Distributed Finite-Time Formation Control Law

Based on the estimated values for desired state of the virtual leader 0, a finite-time
formation controller is designed for each mobile robot.

Theorem 2 Consider mobile robot system (6)–(7), if Assumption 1 and 2 hold, we
design finite-time control law as follows:

u1i = u1̂i − sigðε1iÞα ð10Þ

u2i = u2̂i − u1̂isigðε2iÞ
α

2− α − sigðε3iÞα ð11Þ
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where i=1, 2 . . . , n, 0 < α<1, ε1i = ∑
j∈Ni

aijðx1i − x1jÞ+ biðx1i − x10Þ, ε2i = ∑
j∈Ni

aijðx2i − x2jÞ+

biðx2i − x20Þ, ε3i = ∑
j∈Ni

aijðx3i − x3jÞ+ biðx3i − x30Þ, then x1i = x10, x2i = x20 and

x3i = x30 for ∀t>T1 + T2 +T3.

Proof In the following part, we will prove Theorem 2 in two steps. Firstly, we will
prove subsystem (6) is not divergent when t<T1, and subsystem (6) is finite-time
stability when t>T1. Secondly, we will prove subsystem (7) is not divergent when
t< T1 +T2, and subsystem (7) is finite-time stability when t>T1 + T2.

First, we prove subsystem (6) is not divergent when t< T1, and subsystem (6) is
finite-time stability when t>T1.

Let x1* = x11,⋯, x1n½ �T , x1̃* = x1* − 1nx10, ε1* = ½ε11, . . . , ε1n�T . Consider the
Lyapunov function

V2 =
1
2
x ̃T1*x1̃*

The derivative of V2 along system (6) is

V ̇2 = x ̃T1*x ̃1̇* = x ̃T1*ðu1̂* − u101nÞ− x ̃T1*sigðε1*Þα

Since u ̂1i converges to zero in finite time T1, u1̂i will be bounded in any time, i.e.,
there is a positive constant C1, such that u1̂* − u101nk k2 ≤C1, we have

V 2̇ ≤C1 x ̃T1*
�� ��

2 + n1− α L+Bð Þk kαF x1̃*k k1+ α
2

When xT̃1*
�� ��

2 ≤ 1, we have

V ̇2 ≤ L1

where L1 = n1− α L+Bð Þk kαF +C1. However, when x ̃T1*
�� ��

2 = η2 ≥ 1, we have

V 2̇ ≤C1η2 + n1− α L+Bð Þk kαFη1+ α
2

≤ 2C1V2 + 2n1− α L+Bð Þk kαFV2

≤ L2V2

where L2 = 2C2 + 2n1− α L+Bð Þk kαF . Thus, for any x ̃1*, we have V ̇2 ≤L2V2 +L1.

After some manipulation, we can further get V2 ≤ V2ð0Þ+ L1
L2

� 	
eL2t − L1

L2
. Hence, x1̃*

is bounded when t<T1.
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From Theorem 1, when t≥T1, u1̂i = u10, then control law (10) is equivalent to
the following:

u1i = u10 − sigðε1iÞα

Closed-loop system (6) can be rewritten in a compact form as:

x ̃1̇* = − sigðε1*Þα ð12Þ

Choose the Lyapunov candidate function as

V3 =
1
2
xT1*ðL+BÞTdiagðwÞx1*

The derivative of V3 along system (11) satisfies

V ̇3 = − xT1*ðL+BÞTdiagðwÞsigðε1*Þα

≤ − λminðdiagðwÞÞ 2λminðdiagðwÞðL+BÞÞ
λ2maxðdiagðwÞÞ

� �1+ α
2

V
1+ α
2

3

where ρ1 > 0, 0< 1+ α
2 < 1. By Lemma 2, we have V3 will converge to zero in finite

time, it can be concluded that x1i = x10, ∀t> T1 +T2, i=1, 2 . . . , n. where

T2 ≤
2
1− α
2 λ1+ α

max ðdiagðwÞÞV3ð0Þ
1− α
2

ð1− αÞλminðdiagðwÞÞ λminðdiagðwÞðL+BÞÞð Þ1+ α
2
.

Next, we will prove subsystem (7) is not divergent when t<T1 + T2, and sub-
system (7) is finite-time stability when t>T1 + T2.

Let x2* = ½x21, . . . , x2n�T , x2̃* = x2* − 1nx20, x3* = ½x31, . . . , x3n�T , x3̃* = x3* − 1nx30.
Consider the Lyapunov function

V4 =
1
2
x ̃T2*x2̃* +

1
2
x ̃T3*x3̃*

The derivative of V4 along system (7) is

V ̇4 = x ̃T2* ẋ̃2* + x ̃T3* ẋ̃3*

= u10x̃T2*x̃3* + x̃T2*ũ1*x ̃3* + x ̃T2*u1̃*x30 + x̃T3* u2̂* − u201n − u1̂*sigðε2*Þ
α

2− α − sigðε3*Þα
� 	

Since u1i, u1̂i converge to u10 and u ̂2i converges to u20 in finite time T1 +T2,
u1i, u1̂i and u2̂i will be bounded in any time, i.e., there is a positive constant C2, such
that u1̂* − u101nk k2 ≤C2, u1̃*k kF ≤C2, u1̂*k kF ≤C2, u2̂* − u201nk k2 ≤C2.
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V ̇4 ≤C2 x ̃T2*
�� ��

2 x3̃*k k2 +C2 x ̃T2*
�� ��

2 x3̃*k k2 +C2
2 x ̃T2*
�� ��

2 +C2 x ̃T3*
�� ��

2

+C2n
2− 2α
2− α L+Bð Þk k α

2− α
F x3̃*k k2 x2*k k α

2− α
2 + n1− α L+Bð Þk kαF x3̃*k k1+ α

2

When x ̃T2*, xT̃3*
� �T��� ���

2
≤ 1, we have

V ̇4 ≤ L3

where L3 = n1− α L+Bð Þk kαF +3C2 +C2
2 +C2n

2− 2α
2− α L+Bð Þk k α

2− α
F . However, when

xT̃2*, x
T̃
3*

� �T��� ���
2
= η2 ≥ 1, we have

V ̇4 ≤C2η
2
2 +C2η

2
2 +C2

2η2 +C2η2 +C2n
2− 2α
2− α ðL+BÞk k α

2− α
F η

2
2− α
2 + n1− α ðL+BÞk kαFη1+ α

2

≤ 6C2V4 + 2n1− α ðL+BÞk kαFV4 + 2C2
2V4 + 2C2n

2− 2α
2− α ðL+BÞk k α

2− α
F V4

≤L4V4

where L4 = 6C2 + 2n1− α L+Bð Þk kαF +2C2
2 + 2C2n

2− 2α
2− α L+Bð Þk k α

2− α
F . Thus, for any

x2̃* and x3̃*, we have V ̇4 ≤L4V4 +L3. After some manipulation, we can further get
V4 ≤ ðV4ð0Þ+ L4

L3
ÞeL4t − L4

L3
. Hence, x ̃2*, x3̃* is bounded when t<T1 + T2.

When t≥T1 + T2, u1̂i = u10, u ̂2i = u20, u1i = u10, then control law (11) becomes

u2i = u20 − u10sigðε2iÞ
α

2− α − sigðε3iÞα

Closed-loop system (7) can be obtained as

ε ̇2* = u10ε3*
ε3̇* = − ðL+BÞsigðε3*Þα − u10ðL+BÞsigðε2*Þ

α
2− α

�
ð13Þ

Choose the Lyapunov candidate function as

V5 =
1
2
εT3*ððL+BÞdiagðwÞÞ− 1ε3* +

2− α

2
ε

1
2− α

2*




� �T

ðdiagðwÞÞ− 1 ε
1

2− α

2*




� �

Let f ðε3*Þ = − εT3*ðdiagðwÞÞ− 1sig ε3*ð Þα. For any k>0, we obtain

V5 k2− αε2*, kε3*
� �

= k2V5 ε2*, ε3*ð Þ ð14Þ

and

f kε3*ð Þ= k1+ αf ε3*ð Þ ð15Þ
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When V5 ε2*, ε3*ð Þ>0, let k= V5ðε2*, ε3*Þð Þ− 1
2 in (15), we can get

f ðε3*Þ
V5ðε2*, ε3*Þð Þ1+ α

2
= f V5ðε2*, ε3*Þð Þ− 1

2ε3*
� 	

≤maxf V5ðε2*, ε3*Þð Þ− 1
2ε3*

� 	
= − c

where c≥ 0. Since fðεT2*, εT3*ÞT : c=0g= fð0T , 0TÞTg, we have V5 ε2*, ε3*ð Þ=0.
Conflict with prerequisite condition V5 ε2*, ε3*ð Þ>0. So, it is easy to obtain that

c>0. Then, we obtain f ε3*ð Þ ≤ − c V5 ε2*, ε3*ð Þð Þ1+ α
2 with α∈ ð0, 1Þ. Second, we will

prove that when V5 ε2*, ε3*ð Þ=0, we have ðεT3*, εT2*ÞT = ð0T , 0TÞT . Then it can be

obtained that f ε3*ð Þ ≤ − c V5 ε2*, ε3*ð Þð Þ1+ α
2 .

Moreover, the derivative of V5 along system (13) is

V ̇5 = εT3*ððL+BÞdiagðwÞÞ− 1ε3̇* + ε
1

2− α

2*




� �T

ðdiagðwÞÞ− 1ðsigðε2*Þ
α− 1
2− α⊙ε ̇2*Þ

= − εT3*ðdiagðwÞÞ− 1sigðε3*Þα − u10εT3*ðdiagðwÞÞ− 1sigðε2*Þ
α

2− α

+ u10 sigðε2*Þ
α

2− α

� 	T
ðdiagðwÞÞ− 1ε3*

= − εT3*ðdiagðwÞÞ− 1sigðε3*Þα ≤ 0

Hence, V 5̇ ε2*, ε3*ð Þ= f ε3*ð Þ ≤ − c V5 ε2*, ε3*ð Þð Þ1+ α
2 . By lemma 2, we have V5

will converge to 0 in finite time T3, it can be concluded that x2i = x20, x3i = x30,

∀t>T1 +T2 + T3, i=1, 2 . . . , n, where T3 = 2
cð1− αÞ V5 ε2*ð0Þ, ε3*ð0Þð Þð Þ1− α

2 . This

completes the proof.
Hence, by Theorems 1 and 2 we conclude that nonholonomic mobile robot

system (1) is finite-time stability under distributed control laws (10) and (11). Thus,
the formation control problem is solvable in finite time T =T1 + T2 +T3.

Remark 2 u1̇0j j≤ κ, u ̇20j j≤ κ, it means the line velocity and angular velocity of
virtual leader not only can be constants, but also can be time-varying functions. So,
the control algorithm proposed in this paper can guarantee the group of mobile
robots moves along with the desired trajectory generated by a virtual leader whose
line velocity and angular velocity are varying.

4 Simulation Results

In this section, some simulation results are presented to illustrate the effectiveness
of the proposed theoretical results.
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We consider mobile robots system (1) with n=6, the information exchange
topology among mobile robots is shown in Fig. 1, define
diagðwÞ=diagð3, 1, 2, 1, 1, 3Þ. Obviously, diagðwÞðL+BÞ is positive definite.
Hence Assumption 2 holds.

Example 1 The desired trajectory is generated by system (1) with v0 = 5 m/s,
ω0 = 0.5 rad/s. The initial state of the virtual leader 0 is ½x0ð0Þ, y0ð0Þ, θ0ð0Þ�T =
½0, − 10, 0�T . The desired formation pattern F is ðp1x, p1yÞ= ð− 1,

ffiffiffi
3

p Þ,
ðp2x, p2yÞ= ð1, ffiffiffi

3
p Þ, ðp3x, p3yÞ= ð2, 0Þ, ðp4x, p4yÞ= ð1, − ffiffiffi

3
p Þ, ðp5x, p5yÞ=

ð− 1, −
ffiffiffi
3

p Þ and ðp6x, p6yÞ= ð− 2, 0Þ. According to the procedure detailed in the
proof of Theorem 1, estimator gain can be calculated. So, the gain parameters for
each mobile robot are chosen as k1 = 3, k2 = 0.5, α=0.8. The response curves of
each mobile robot system (1) under control laws (10) and (11) are given in Fig. 2, 3
and 4. It is shown from Fig. 2 that the formation pattern of six robots is converge to
the desired formation and the centroid of formation converges to the desired tra-
jectory. Figure 3 shows that the angular velocity ωi and velocity vi of six mobile
robots converge to angular velocity ω0 and line velocity v0 of the virtual leader.
Position errors and heading errors are presented in Fig. 4, from which it is easy to
see that after a few seconds the position error and heading error converge to
ðpix, piyÞ and 0, respectively.

Example 2 The desired trajectory is generated by system (1) with ω0 = 1 rad/s,
v0 = 3 sin t cos t m/s. The initial state of the leader 0 is ½x0ð0Þ, y0ð0Þ, θ0ð0Þ�T = ½1, 0, 0�T .
The desired formation pattern F is ðp1x, p1yÞ= 1

5
ffiffi
3

p ð− 1,
ffiffiffi
3

p Þ, ðp2x, p2yÞ=
1

5
ffiffi
3

p ð1, ffiffiffi
3

p Þ, ðp3x, p3yÞ= 1
5
ffiffi
3

p ð2, 0Þ, ðp4x, p4yÞ= 1
5
ffiffi
3

p ð1, − ffiffiffi
3

p Þ, ðp5x, p5yÞ=
1

5
ffiffi
3

p ð− 1, −
ffiffiffi
3

p Þ and ðp6x, p6yÞ= 1
5
ffiffi
3

p ð− 2, 0Þ. Following the procedure detailed in

1
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Fig. 1 The desired formation
pattern and the information
exchange among mobile
robots
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the proof of Theorem 1, the estimator gain can be calculated. So, the gain parameter
for each robot are chosen as k1 = 1, k2 = 9, α=0.6. The response curves of each
mobile robot system (1) under control laws (10) and (11) are given in Figs. 5, 6 and
7, form which it is easy to see that six mobile robots achieve desired formation
pattern, the trajectory of centroid formation pattern converges to desired trajectory,
and the angular velocity ωi and velocity vi of six mobile robots converge to ω0, v0.

Fig. 4 Position errors and heading errors of six robots
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5 Conclusion

In this paper, the distributed finite-time formation control problem for multiple
nonholonomic mobile robots has been studied. And a distributed finite-time esti-
mator and a distributed finite-time formation controller are proposed to solve it. The
simulation results show the feasibility of the proposed algorithm. However, the
communication topology is connected and balanced-detail and the communication

Fig. 7 Position error and heading error of six robots
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delay is not considered. So, the future work will focus on studying the unified
controller to overcome these constraints.
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Adaptive Tracking Control
for Differential-Drive Mobile Robots
with Multi Constraint Conditions

Liang Yang and Yingmin Jia

Abstract To solve the trajectory tracking problem, we propose an adaptive
controller with input constraint for the differential-drive mobile robots containing
uncertain parameters. Two inequalities guarantee the satisfaction of input con-
straints, and the adaptive control method can adjust the uncertain parameters of the
kinematic model on line. The system stability is proved by the Lyapunov stability
theory. Simulation results verified the effectiveness of the former proposed method.

Keywords Adaptive tracking control ⋅ Uncertain parameters ⋅ Input constraints

1 Introduction

In recent years, the control problem of nonholonomic systems has been studied
extensively, and the differential-drive mobile robots have been paid more attention
by researchers as a typical nonholonomic system. According to the Brockett con-
dition, any control law of smooth and non time-varying cannot solve the stabi-
lization problem of nonholonomic systems. The control problem is more
complicated.

At present, there have been many researches on trajectory tracking of non-
holonomic mobile robots, such as backstepping method [1], sliding mode control
[2], feedback linearization [3], fuzzy logic control [4], neural network-based control
[5], and their combinations [6]. In practice, there are uncertain parameters in the
robot system, and the adaptive method is an effective way to solve the control
problem of the robot system. In [7], an adaptive tracking controller for the kine-
matic model with uncertain parameters is designed. In [8], the backstepping method
is used to design an adaptive tracking controller for the differential-drive mobile
robots with uncertain parameters. In addition to uncertain parameters, the robot
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system also has the problem of input constraints. For example, the linear velocity
and angular velocity of the mobile robot is bounded. In [9], the backstepping
technique is used to solve the tracking control problem for the nonholonomic
mobile robots with input constraint. In [10], a trajectory tracking controller is
designed based on the control Lyapunov function. In [11], the tracking controller is
designed using two first-order filters with bounded velocities and accelerations. But
no article has discussed the trajectory tracking control problem of mobile robots
under the above two kinds of constraints. In this paper, we design an adaptive
controller for the kinematic model of the differential-drive mobile robots with
uncertain parameters and input constraints to solve the tracking control problem.

The arrangement of this paper is as follows: in Sect. 2, the trajectory tracking
error equation under the condition of input constraints and uncertain parameters are
stated. In Sect. 3, the control law is given based on the adaptive control method.
Simulation results are provided in Sect. 4, and the conclusions are stated in Sect. 5.

2 Problem Statement

The differential-drive mobile robot is considered as shown in Fig. 1. The kinematic
model is obtained:

x ̇= v cos θ

y ̇= v sin θ

θ ̇=ω

ð1Þ

where ðx, yÞ are the position of the mobile robot, θ is the orientation and v,ω are the
linear and angular velocities, respectively.

The kinematic model of the reference robot is taken as

Fig. 1 Trajectory tracking
configuration of the
differential-drive mobile robot
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xṙ = vr cos θr
yṙ = vr sin θr

θṙ =ωr

ð2Þ

where ðxr, yr, θr , vr,ωrÞ are the desired values for ðx, y, θ, v,ωÞ.
We define the tracking errors as follows

xe
ye
θe

2
4

3
5=

cos θ sin θ 0
− sin θ cos θ 0

0 0 1

2
4

3
5 xr − x

yr − y
θr − θ

2
4

3
5 ð3Þ

differentiating both sides of (3), we can easily get the differential equation of
tracking error

x ̇e = vr cos θe − v+ωye
yė = vr sin θe −ωxe
θe =ωr −ω

ð4Þ

In practice, the trajectory tracking control problem of differential-drive mobile
robots will be affected by some constraint conditions, we discuss two cases here.
We set up ωL and ωR, respectively for the left and right angular velocities of the
driving wheels. In general, the linear velocity v and angular velocity ω of the
mobile robot are related to the angular velocities of the driving wheel

ωR

ωL

� �
=

1
r

b
r

1
r − b

r

� �
v
ω

� �
ð5Þ

where b is half of the distance between the two driving wheels and r is the radius of
driving wheel.

Assumption 1 Uncertain parameters: when the parameters of r and b are uncertain
we set

α1 =
1
r

α2 =
b
r

ð6Þ

Then, wR and wL are chosen as follows

ωR

ωL

� �
=

α1̂ α̂2
α ̂1 − α̂2

� �
v
ω

� �
=

α1 + α̃1 α2 + α̃2
α1 + α̃1 − α2 − α̃2

� �
v
ω

� �
ð7Þ
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where α̂1, α̂2 are the estimated values of α1, α2, respectively. And we assume α1, α2
are bounded.

Substituting (5) into (4), we get

xė
yė
θe

2
4

3
5=ωR

r
2b ðye − bÞ
− r

2b xe
− r

2b

2
4

3
5+ωL

− r
2b ðye + bÞ

r
2b xe
r
2b

2
4

3
5+

vr cos θe
vr sin θe

ωr

2
4

3
5 ð8Þ

Substituting (7) into (8), we get

xė
yė
θe

2
4

3
5= ð1+ α̃1

α1
Þv

− 1
0
0

2
4

3
5+ ð1+ α̃2

α2
Þω

ye
− xe
− 1

2
4

3
5+

vr cos θe
vr sin θe

ωr

2
4

3
5 ð9Þ

Assumption 2 The robots is subject to the input constraints

vj j≤ v ̄, ωj j≤ω ̄ ð10Þ

where v ̄ and ω ̄ are positive constants.
The control objective is to find v and ω for the differential-drive mobile robot

with the unknown parameters r, b and the input constraint (10), such that

lim
t→∞

ðx2e + y2e + θ2eÞ=0 ð11Þ

3 Controller Design Under Multi Constraint Conditions

We designed a controller as follows

v= vr cos θe + k1
2
π
arctanðxeÞ+ϕ1ðα̂1Þ⊊

ω=ωr +
2k2vrye cos θe2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p +
k3 sin θe

2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p +ϕ2ðα2̂Þ
ð12Þ

where k1, k2, k3 are positive feedback parameters, and ϕ1, ϕ2 are the function of α ̂1
and α̂2, respectively.

Remark The design of controller is referred to [12]. Two functions containing the
estimate of α̂1, α ̂2 are given in v,ω. In the following, we can see this new design
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method easily solving the control problem of the differential-drive mobile robots
with input constraints and uncertain parameters.

Theorem The tracking control problem under the Assumption 1 and 2 can be
solved by applying the controller (12), if the parameters satisfied

vr̄ +2k1 ≤ v ̄
ωr̄ +2k2vr̄ +2k3 ≤ω ̄

ð13Þ

Proof We define V as

V =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

q
− 1+

2ð1− cos θe2 Þ
k2

+
α̃21

2γ1α1
+

α̃22
2γ2α2

ð14Þ

With positive constants γ1, γ2.

The derivative of V is

V ̇=
xexė + yeyėffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p +
sin θe

2

k2
θe +

α̃1
γ1α1

α ̂1̇ +
α̃2
γ2α2

α ̂2̇

=
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1+ x2e + y2e
p ð− k1

2
π
arctanðxeÞxe − k3

k2
sin2

θe
2

−ϕ1ðα1̂Þxe

−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p
sin θe

2 ϕ2ðα̂2Þ
k2

Þ+ α1̃
α1

ð 1
γ1

α̇̂1 −
xevffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1+ x2e + y2e
p Þ

+
α̃2
α2

ð 1
γ2

α̇̂2 −
sin θe

2 ω

k2
Þ

ð15Þ

We set

ϕ1ðα1̂Þ= − α ̂1
2
π
arctanðxeÞ

ϕ2ðα2̂Þ= −
α̂2 sin θe

2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p ð16Þ

Now, the parameter update rules are chosen as

1
γ1

α ̂1̇ =
xevffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1+ x2e + y2e
p

1
γ2

α ̂2̇ =
sin θe

2 ω

k2

ð17Þ

Then
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V ̇=
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1+ x2e + y2e
p ð− ðk1 − α̂1Þ 2

π
arctanðxeÞxe − k3 − α2̂

k2
sin2

θe
2
Þ≤ 0 ð18Þ

when

α1̂ ≤ k1, α̂2 ≤ k3 ð19Þ

As V ≥ 0 and V ̇≤ 0, lim
t→∞

Rt
0
V ̇dt has a finite limit. Also as VðtÞ≤Vð0Þ, xe and ye

are bounded. Since α1, α ̂1, α2 and α2̂ are bounded, then in view of (9), (12), x ̇e, yė
and θe are bounded. The derivative of (18) is

V
..
=

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p ð− ðk1 − α̂1Þ 2
π

x2exė
1+ x2e

− ðk1 − α̂1Þ 2
π
arctanðxeÞxė + α̇̂1

2
π

arctanðxeÞxe − k3 − α̂2
k2

sin
θe
2
cos

θe
2
θe +

α̇̂2
k2

sin2
θe
2
Þ− xexė + yeyė

ð1+ x2e + y2eÞ3 2̸

ð20Þ

We get V
..
is bounded. Subsequently, V ̇ is uniformly continuous. Applying the

Barbalat’s lemma, we get

lim
t→∞

V ̇= lim
t→∞

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p ð− ðk1 − α̂1Þ 2
π
arctanðxeÞxe − k3 − α̂2

k2
sin2

θe
2
Þ=0 ð21Þ

We set θe ∈ ½− π, πÞ, then lim
t→∞

xej j=0, lim
t→∞

θej j=0. Further, we need to prove

lim
t→∞

yej j=0.

From (9) and (12), we get

θe = − ð1+ α̃2
α2
Þω+ωr

= −
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1+ x2e + y2e
p ð2k2vrye cos θe2 + k3 sin

θe
2

− α̂2 sin
θe
2
Þ− α2̃

α2
ω

ð22Þ

As lim
t→∞

α2̃ = 0, lim
t→∞

θej j=0

When t→∞, (22) into

0 = −
2k2vryeffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p ð23Þ

If lim
t→∞

vr ≠ 0, then lim
t→∞

yej j=0.
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vj j≤ vr cos θej j+ k1
2
π
arctanðxeÞ

����
����+ α̂1

2
π
arctanðxeÞ

����
����≤ v ̄r +2k1 ≤ v ̄

ωj j≤ ωrj j+ 2k2vrye cos θe2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p
�����

�����+
k3 sin θe

2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p
�����

�����+
α2̂ sin θe

2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ x2e + y2e

p
�����

�����
≤ωr̄ +2k2vr̄ +2k3 ≤ω ̄

ð24Þ

If we choose the control inputs as (12) and the parameter update rules as (16), at
the same time, the input constraints satisfying (13), the adaptive tracking control
problem can be solved.

4 Simulation Results

In the simulation, we choose the parameters as r = 0.25, b = 1,
k1 = 10, k2 = 2, k3 = 10, γ1 = 0.75, γ2 = 3.

The reference trajectory is defined as follows:

vr =

0.25ð1− cos πt5 Þ 0≤ t<5

0.5 5≤ t<20

0.25ð1+ cos πt5 Þ 20≤ t<25

0.15ð1− cos 2πt5 Þ 25≤ t<35

0.25ð1+ cos πt5 Þ 35≤ t<40

0.15ð1− cos 2πt5 Þ 40≤ t<45

8>>>>>>>><
>>>>>>>>:

ωr =

0 0≤ t<25

− 1
10 ð1− cos 2πt5 Þ 25≤ t<30

1
10 ð1− cos 2πt5 Þ 30≤ t<35

0 35≤ t<45

8>>><
>>>:
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Fig. 2 Actual trajectory and
desired trajectory
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The simulation results are shown in Figs. 2, 3 and 4. From the results, the
trajectory of the controlled robot is coincident with the reference trajectory. In the
process of tracking, the tracking error converges to 0. In addition, the control
method can adjust the unknown parameters of the model on line.

5 Conclusion

An adaptive tracking controller for differential-drive mobile robots with uncertain
parameters and input constraints is proposed in this paper. Simulation results ver-
ified the effectiveness of our proposed method. In the future work, the tracking
controller for the dynamic model with uncertain parameters and input constraints
should be discussed.
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Point Cloud Segmentation Based on FPFH
Features

Tianyu Zhao, Haisheng Li, Qiang Cai and Qian Cao

Abstract Point cloud segmentation is a key part of geometric processing. In this
paper, a point cloud segmentation method based on the Fast Point Feature His-
tograms (FPFH) is proposed. Fast Point Feature Histograms (FPFH) is used to
extract features of point clouds, and then Gaussian Mixture Model (GMM) is
employed to cluster the point clouds. Experimental results on SHREC2014 dataset
show the effectiveness of the proposed method. It can avoid both under- segmen-
tation and over-segmentation.

Keywords Point cloud ⋅ GMM model ⋅ FPFH ⋅ Segmentation

1 Introduction

The point cloud is a large set of data to express the spatial distribution of the target
and characterized the target surface in the same spatial reference system. The point
cloud can be created by 3D scanners such as 3D laser scanner and Microsoft Kinect,
which measure a large number of points on the surface of the object, and these
points are often output as a data file.

The point cloud model is a CAD model which uses the discrete points to
describe the surface information of the object. This model does not need to save
topology data and reduce the consumption of storage space and the workload of the
algorithm. At present, with the development of measurement technology, the
amount of data becomes larger, and the details are described more and more
abundant. The geometric processing of point cloud model has become a hot spot of
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research. The segmentation of point clouds is a significant part of geometric
processing.

The segmentation is a process to divide the point of the point clouds into the
small, coherent and connected subset. After this process, the points with similar
attributes are classified as a class. The subsets of these points should have different
features.

The rest of the paper is organized as follows. Section 2 introduces the method of
the segmentation of the point clouds. The processing of the segmentation based on
the Fast Point Feature Histograms (FPFH) [1] features and the clustering method-
Gaussian Mixture Model (GMM) are described in Sect. 3. Experimental results are
shown in Sect. 4.

2 Related Work

Commonly, the segmentation of point clouds algorithm mainly includes edge-based
segmentation algorithm, region-based segmentation algorithm, clustering-based
segmentation algorithm, and graph-based segmentation algorithm.

Edge-based methods [2–5] are starting from the perspective of pure mathe-
matics, that normal vector of measuring point or sudden change of curvature is a
boundary with another region, and the region surrounded by closed borders as the
final segmentation result. The key is how to identify the boundary part. Gong et al.
[2] introduced the space grid division of point clouds, using octree to organize grid
structure, and the normal vector deviation has become as the basis of grid subdi-
vision and feature extraction. Dong et al. [3] found the points which have a large
curvature variation are extracted as the boundary points, thus the point cloud data is
divided into multiple regions. Yinglin and Dongri [4] firstly used the grid division,
and then calculated the difference between the current grid curvature and the
adjacent grid curvature. Utilizing the difference to extract the characteristic grid.
Finally, according to the characteristic grid to get the boundary of point clouds, and
achieved the region segmentation of spatial scattered point clouds. Mo and Yin [5]
adopt 3D active contour model to make the segmentation of point clouds. In order
to remove the influence of noise, the algorithm constructs the signed distance
function to estimate the mean curvature of the point clouds.

Region-based methods include bottom-up and top-down two ways. Bottom-up
algorithm is commonly known as the region growth method. Rabbani et al. [6] used
the normal vectors of the points and the redundancy as the region growing proof to
realize the scattered point cloud segmentation. Shixiong and Wang [7] proposed
that the boundary is determined by the curvature change of the main direction in the
neighborhood region of the sampling points. Top-down algorithm is also known as
hierarchical decomposition methods. Firstly, it is assumed that all points belonging
to the same patch. Then the octree [8], KDtree [9] and the other spatial hierarchy
tree can be used to solve hierarchical subdivision.
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The regional segmentation of point clouds are regarded as the classification
process of data points with certain geometric parameters in clustering-based
methods. There are some algorithms in the segmentation process such as surface
element categories [10], mean shift clustering [11], self-organizing feature mapping
[12], spectral clustering [13], K-means clustering [14] and fuzzy clustering [15].

Graph-based methods are inspired by the structure of the neighbor graph. The
points in the same segmentation region are more closely connected than the points
in the different segmentation regions. Therefore, the boundary of the two seg-
mentation regions must be the weakest link. A neighborhood graph is a property
map of the point clouds. Each point of the point clouds is a node in this graph, and
each edge has a weight, which represents the similarity of a pair of points in the
point clouds. The segmentation processing should ensure that the similarity of the
points to reach maximum in the same segmentation patch, and the similarity of the
points to reach minimum between the different segmentation patches. In some
methods, the segmentation of point clouds can be solved by using probabilistic
stochastic model [16], such as Conditional Random Fields (CRF) [17], Markov
Random Fields (MRF) [18].

The segmentation methods mentioned above have some disadvantages, such as
the detection based on the region edge general need to find the boundary points
using the normal vectors or other features. It is difficult to implement and maybe
generate some gap. If the selected features are relatively few, the interpolation
problem will become difficult. Region growing-based methods are easily influenced
by noise, although the edge of these methods are closed, sometimes the segmen-
tation regions will be deformed; clustering-based methods have certain advantages
for the more obvious surface. If the surfaces to be processed are more complicated,
it is hard to directly determine the type of the surface and the classification of the
surface. Graph-based methods can solve the problem about the complex surface’s
segmentation, but these methods usually need a special sensor system to finish the
process.

3 The Proposed Method

3.1 Feature Description and Extraction

Feature description and extraction of point cloud plays a key role in the point cloud
information processing. For example, point cloud recognition, point cloud seg-
mentation and point cloud surface reconstruction algorithms also use the results
from the features of the description.
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3.1.1 Normal Estimation

The relative normal of the point cloud data is an important geometric property in the
surface. Given a geometric surface, the normal of a point is a vector that is per-
pendicular to the point, and it is easy to calculate. In the point cloud data, there is
not a real surface. The normal of the point can be get through the following two
ways:

(1) The surface of the point is obtained by the surface reconstruction technique,
and the vector of the surface can be calculated.

(2) Directly using point cloud data to approximate estimation of surface normal.

There are many approaches to estimate the normal. One of the relatively simple
expressions is as follows: if we want to obtain the surface normal of a point, we
should seek for the point where the approximation surface tangent plane normal. So
we can convert this problem into the plane fitting of the least square method.

(1) Search for neighbor elements of the sample point, determining the K neighbor
of the sample point;

(2) Estimate the 3D centroid coordinates of the sample point’s neighbor elements;
(3) Use the formula to calculate the sample point and the neighboring points

corresponding covariance matrix, and the eigenvalues and eigenvectors of the
covariance matrix;

C=
1
k
∑
k

i=1
ðPi −PÞTðPi −PÞ,C ⋅ vj!= λi ⋅ vi!, j∈ f0, 1, 2g ð1Þ

K is the number of the point Pi’s neighbor points, P is the 3D centroid of
neighbor elements, λi is the i-th eigenvalue of covariance matrix, vi! is the i-th
eigenvector of covariance matrix.

(4) Analysis eigenvalues and eigenvectors of covariance matrix, the eigenvector
corresponding to the largest eigenvalue is as the estimated normal of the
sample point.

3.1.2 Fast Point Feature Histograms (FPFH)

FPFH is based on the Point Feature Histograms (PFH) [1]; the main idea of PFH is
using a histogram to display the geometric feature information of a sample point’s
adjacent local region. To compare the PFH between two points, and then the
correspondence relation between two points is determined by the PFH’s similarity.

The idea of Fast Point Feature Histograms (FPFH) is to calculate the simplified
point feature histogram (SPFH) of each point and its K neighbors, and the final fast
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point feature histogram (FPFH) of all the SPFH sets is synthesized by Eq. (2). The
calculation steps of FPFH are as follows:

(1) Calculate the three eigenvalues between each point pq and its K neighbors, and
compute the SPFH of the point pq.

(2) Determine the K neighbor region of every k neighbors, and use the first step to
get the SPFH

(3) The final FPFH is calculated by the following equation

FPFHðpqÞ= SPFHðpqÞ+ 1
k
∑
k

i=1

1
ωi

⋅ SPFHðpiÞ ð2Þ

In a given metric space, the weight ωi expresses the distance between the sample
point pq and the neighbor point pi[1]. An influence region diagram illustrating the
FPFH computation is presented in Fig. 1. Each query point (red) is connected only
to its direct k-neighbors (enclosed by the gray circle). Each direct neighbor is
connected to its own neighbors and the resulted histograms are weighted together
with the histogram of the query point to form the FPFH. The connections marked
with 2 will contribute to the FPFH twice.

The value interval of three feature values will be divided into 11 intervals to get
33 ranges, and the three feature values of each point can fall into three different
ranges.

3.2 Gaussian Mixture Model (GMM)

Every Gaussian Mixture Model (GMM) is made up of Gaussian Models. Each
Gaussian is called a “Component”. These Components constitute the probability
density function of GMM by Eq. (3).

Fig. 1 Effected region of
FPFH calculation of query
point pq
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pðxÞ= ∑
K

k=1
pðkÞpðx kj Þ= ∑

K

k=1
πkNðx μk, ∑ kj Þ ð3Þ

The estimated quantity of the model parameters: Impact factors for each class
(πk); the mean of each class (μk); Covariance matrix (∑ k).

If we want to take a random point from the distribution of GMM, in fact, it can
be divided into two steps. First, randomly choose a point from the k Gaussian
Component, the probability that each component is selected is πk. After checked the
component, we only need to select a point from the distribution of this Component.
Then, this problem has turned to a normal Gaussian distribution problem.

GMM log-likelihood function

∑
N

i=1
log ∑

K

k=1
πkNðxi μk, ∑ kj Þ

� �
ð4Þ

There is an additive in the logarithmic function, so we cannot directly obtain
maximum value with derivative solution equation approach. In order to solve this
problem, we choose the method of the randomly selecting of Gaussian mixture
model (GMM). The main steps are as follows:

(1) Estimate the probability that the data is generated by each Component; for
each data xi, it is generated by the k-th component:

γði, kÞ= πkNðxi μk , ∑ kÞj
∑k

j=1 πjNðxi μj, ∑ jÞ
�� ð5Þ

In this equation, we also need to use iterative method to estimate the values of
μk, ∑ k. We use the last iteration value of μk,∑ k to calculate the γði, kÞ.
(2) Component generates γði, kÞxi…γðN, kÞxN , and each Component is a standard

Gaussian distribution. It is easy to compute the Maximum likelihood
parameter.

μk =
1
Nk

∑
N

i=1
γði, kÞxi ð6Þ

∑ k =
1
Nk

∑
N

i=1
γði, kÞðxi − μkÞðxi − μkÞT ð7Þ

Nk = ∑
N

i=1
γði, kÞ ð8Þ
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And πk can be estimated as Nk N̸.

(3) Repeat the previous two steps, until the value of the likelihood function
converges.

Fig. 2 Example models in the dataset

Ant point cloud model  Normal estimation of ant model

Result when cluster number is 2 Result when cluster number is 3

(a) (b)

(d)(c)

Fig. 3 Segmentation results of ant model
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4 Experiments

4.1 Datasets

SHREC 2014 LSSTB_TARGET_MODELS [19] are chosen as the experimental
dataset. This dataset contains 171 classes and 8987 models. Each class has 53
models; the number of vertices of each model is 5233. The model files were stored
in. OFF format ASCII text files. Figure 2 shows eight types of models in the
dataset.

4.2 Experimental Results

The ant point cloud model is shown in Fig. 3a. Normal estimation result of the
given ant model is illustrated in Fig. 3b. Segmentation results when cluster number
is 2 and 3 are shown in Fig. 3c, d, respectively.

Butterfly point cloud model       Normal estimation of butterfly model

Result when cluster number is 2 Result when cluster number is 3

(a)

(c) (d)

(b)

Fig. 4 Segmentation results of butterfly model
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The segmentation result of butterfly model and cup model are shown in Figs. 4
and 5. The results show the effective of the proposed method.

5 Conclusions

A point cloud segmentation method based on the Fast Point Feature Histograms
(FPFH) is proposed. Experimental results on SHREC2014 dataset show effective of
the given method. The future work will focus on the improving the distance cal-
culated method in FPFH feature extraction and to get more precise segmentation
results.

Acknowledgments This work was partially supported by Beijing Natural Science Foundation
(4162019) and Scientific Research Common Program of Beijing Municipal Commission of
Education (No. KM201410011005).

Cup point cloud model               Normal estimation of cup model

Result when cluster number is 2 Result when cluster number is 3

(a)

(c) (d)

(b)

Fig. 5 Segmentation results of cup model
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Salient Object Detection Based on RGBD
Images

Qiang Cai, Liwei Wei, Haisheng Li and Jian Cao

Abstract Salient object detection is very important in many image and
vision-related applications. We add the depth clue into the detection method to
extract salient objects. In low-level feature extract part, we extract the depth edge
and corner clue, combining with color image features to form a 55 dimensions’
vector. In the high-level prior part, the depth prior is used to predict the probability
together with the other three priors. The experiment result showed that with the
depth clue, the salient detection result is improved.

Keywords Salient object detection ⋅ Depth image ⋅ High-level prior ⋅
Low-level feature

1 Introduction

Saliency detection is a mechanism to extract pertinent, attention grabbing regions of
the scene fast without conscious awareness [1]. It has a large number of applications
in computer vision and image processing tasks, such as visual content compression
and summarization [2], information retrieval [3] and content-aware image resizing
[4], etc. There are two research branches about saliency detection: fixation pre-
diction and salient object segmentation. The goal of fixation prediction is to predict
the actual human eye gaze patterns of an image, whereas the goal of salient object
segmentation is to segment the salient object out of the background. Here we focus
on the latter one saliency detection.

There are lots of saliency detection methods making use of the color information
on 2D images. Generally, saliency detection models can be categorized into
bottom-up model using low-level features and top-down model using high-level
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prior. The bottom-up method computes the object salience from different feature
maps, such as such as color, intensity, orientation, and so on. The top-down method
uses accumulated statistical knowledge of the visual features of the desired target
and background clutter accumulated for a long period to tune the bottom-up maps.
Inspired by premier work [5, 6] and thus to enhance the ability of salient object
detection, we combine these two factors together in these paper.

Depth information are import clues to perceive object in human visual system,
which did not get enough attentions before. They provide additional important
information about contents in the visual field and can be regarded as relevant
features for saliency detection. With the advent of depth image acquisition device,
there arise some RGBD (color and depth) image datasets for salient object detection
[7, 8] as well as come depth-related work [9, 10].

2 High-Level Prior and Low-Level Feature Diffusion
Based on RGBD Map

We first use the SLIC algorithm [11] to partition the input depth image into
N = 200 nonoverlapping patches. For each patch, a D-dimension feature vector is
extracted and denoted as fi ∈RD. The ensemble of feature vectors forms a matrix
representation of I, denoted as F = f1, f2, . . . , fN½ �∈ℜD. Here we use the low-rank
matrix salient map generation method which decomposes the matrix F into two
parts. For more details, we recommend readers to [12]. What we mainly focus in the
work here is how to generate these features.

2.1 Low-Level Features

Depth edge and corner feature. To understand the image in human ways, we choose
to extract more abstract features to compensate the concrete features. We use the
Canny edge detection algorithm [13] to extract the edges and corners from the depth
image, forming 2D features. Figure 1 shows the original image, depth image, depth
edge image and corner image. Edge and corner information from depth image is
showed in Fig. 1c, d;

(a) RGB (b) depth (c) corner (d) edge

Fig. 1 Color image, depth image, depth corner image, and edge image
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Color feature. From color images, three RGB color values as well as the hue and
the saturation attributes are extracted for each pixel, producing 5D features. Each
feature is normalized by subtracting its median value over the entire image;

Steerable pyramids [14]. We set the steerable pyramid filters with four directions
for three different scales on the color image, getting 12 filter responses at each
location;

Gabor filters [15]. Gabor filter were extracted responses with 12 orientations and
3 scales are extracted. The scaling factor is 2 and the bandwidth of the smallest filter
is chosen to be 8. All those 55 features are then formed to a whole feature vector,
which captures color, edge, texture, and depth that are the most common low-level
visual features.

2.2 High-Level Prior

Depth prior. Normally we pay more attention to the objects which are close to us.
The distance decides whether the object is salient or not. As we have divided the
images into superpixels, thus these superpixels have their own depth, the formu-
lation below is to explain the depth difference between area sk and si

Fdcðsk, siÞ= di − dk ð1Þ

Here d represents the center of area r. The probability of near the camera axis is

pdðxÞ=exp F σ̸2
� �

. ð2Þ

Background prior [16]. It is defined to find the background information in an
image. It calculates the probabilities of image regions connected to image bound-
aries and the probabilities are called background weighted contrast and which is
calculates as follows

Pbg
i =1− exp − BndCon2

2σ2bndCon

h i
ð3Þ

Here p stands for the probability of each superpixel belonging to the back-
ground. Pi is the superpixel. And BndCon2ðpiÞ stands for how likely the superpixel
Pi is connected to the borders.

Color prior. It has been found that warm color is the most noticed color in human
vision [17]. Thus we set the color prior for saliency to be

pcðxÞ=exp hS cxð Þ− hB cxð Þð Þ σ̸23
� � ð4Þ
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where cðxÞ is the color at location x. hs and hB indicate the histogram value cal-
culated from the certain datasets and they are stands for the salient object color
histogram and background histogram.

Location prior. Objects near the image center are more attractive to people [18].
Therefore, we generate a prior map using a Gaussian distribution based on the
distances of the pixels to the image center, in which

pl xð Þ= exp − dðx, cÞ σ̸21
� � ð5Þ

Figure 2 shows the center prior, color prior, background prior, and depth prior.
And the final prior value is formed by these four prior values, the formulation is

P skð Þ=Pd skð Þ ∙Pbg skð Þ ∙Pc skð Þ ∙Pl skð Þ ð6Þ

And the final prior map we got is shown in Fig. 3b. After combining final feature
map and final prior map, we finally get the salient map as shown in Fig. 3c.

3 Experiment and Evaluation

Datasets. We choose the dataset introduce in [7] which contains 1000 pair color and
depth images captured by Microsoft Kinect SDK. It includes more than 400 kinds
of common objects captured in 11 types of scenes under different illumination
conditions.

(a) center prior (b) color prior (c) background prior (d) depth prior

Fig. 2 Center prior, color prior, background prior and depth prior

(a) final feature map  (b) final prior map (c) final salient map

Fig. 3 Final maps
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Evaluation. In the salient object detection literature such as [21], different
measures are proposed to evaluate saliency maps. Our method is evaluated by three
metrics: precision–recall curve, F-measure, and receiver operating characteristic
curve (ROC); the F-measure is formulated as

Fβ =
1+ β2
� �

∙ precision ∙ recall
β2 precision + recall

ð7Þ

the range of β2 is set to (0, 1.0), we set β2 = 0.3 in our experiments to stress
precision more than recall. And by thresholding the saliency maps and plotting true
positive rate versus false positive rate, we get the ROC curve.

We compare our method with some other methods. We do not intend to
emphasize that our method outperforms the others as we use additional depth
information. The goal is to show that additional depth information can improve the
result of salient object detection. To reduce errors, we use the authors’ original
codes to implement corresponding methods on the same dataset.

The quantitative evaluation results are shown in Fig. 4. The precision–recall
curve, ROC curve, and F-measure all demonstrate that our method can achieve high
precision and recall rate at the same time, which indicates that our color plus

(a) PR curves (b) ROC curves

(c) F-measure curves 

Fig. 4 The final curves PR curves
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depth-based method greatly outperforms the other methods without introducing
depth information.

From Fig. 5, we can see with the depth information the result is improved.

RGB GT  OURS SMD [12]  CSD [18] GC [19] GU[19] CA [20] HS[21]

Fig. 5 The detection result compared with others. RGB GT OURS SMD [12] CSD [18] GC [19]
GU [19] CA [20] HS [21]
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4 Conclusion

We add the depth clue into the detection method to extract salient objects in
challenging images. In the feature extract part, we use the depth edge and corner
clue, we combine color and depth features and formed a 55 dimensions’ vector. In
the high-level prior part, the depth prior is combined with other prior to predict the
probability thus to form the saliency map. Next step, we will further explore how to
improve saliency detection by combining depth and other clues.
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FPGA Design of MB-OFDM UWB
Baseband System Based on Parallel
Structure

Shi-jie Ren, Xin Su, Zhan Xu and Xiang-yuan Bu

Abstract A design method of multiband orthogonal frequency division multi-
plexing ultra wideband (MB-OFDM UWB) baseband system using parallel struc-
ture is proposed. FPGA is used to design the transmitter and the receiver. The input
of digital to analog conversion (DAC) module, the output of the analog to digital
conversion (ADC) module, the synchronization module, the carrier frequency
offset (CFO) estimation, and compensation module are all made up of four-channel
parallel structures. The simulation results prove that, when the CFO and the
sampling frequency offset (SFO) are up to ± 20 ppm, in additive white Gaussian
noise (AWGN) channel, CM1 or CM2 channel, the scheme ensures the low bit
error rate (BER). It is suitable for high-speed MB-OFDM UWB system.
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1 Introduction

Because of the high data rate, high spectrum efficiency, strong anti-multipath
ability, MB-OFDM UWB system has become an important technology for wireless
communication. The available frequency band is 3.1–10.6 GHz. Its working
bandwidth is more than 500 MHz, so it can provide high channel capacity. The
lowest transmission rate of is 53.3 Mbps, and the highest rate is up to 480Mbps. In
order to avoid interference with other wireless communication systems, the maxi-
mum average power is −41.3 dBm. The high speed and low power consumption is
a challenge for hardware design.

Cheol-Ho SHIN designed a MB-OFDM UWB receiver baseband system
according to the IEEE802.15.3a standard [1]. They realized the four-channel par-
allel structure synchronous and four-channel parallel FFT. Under AWGN channel
with CFO and SFO, compared to the single-channel structure, four-channel parallel
structures there are SNR losses less than 0.25 dB. Wen-Hua Wu designed
MB-OFDM UWB receiver baseband system at 480 Mbps transmitter rate according
to ECMA-368 standard. The frame synchronization detection of the receiver uses
four-channel parallel structure [2]. The above documents did not introduce the
parallel design of transmitter.

Based on the ECMA-368 standard, MB-OFDM UWB baseband system is
designed in this paper. Its information rate is up to 106.7 Mbps. Many modules are
designed using parallel structure, for example the DAC module of transmitter, the
ADC and synchronization module of the receiver, the CFO estimation module and
compensation module. The clock of DAC and ADC is 528 MHz in our work.
Because of the parallel structure, 528 MHz clock frequency is enough for every
module. The simulation results demonstrate that the BER of the MB-OFDM UWB
baseband system is below 10− 6 in AWGN, CM1, and CM2 channel when SNR is
great than 16 dB.

2 MB-OFDM UWB Baseband System

MB-OFDM UWB baseband system completes signal processing key technology
including coding, modulation, demodulation, frame synchronization and so on. The
hardware platform of the system is comprised of the following components:

(1) the main chip. The main processing chip FPGA is Virtex-6 series
XC6VLX240T module produced by Xilinx Company. The DA module is
AD9739 which has high performance, high frequency, dual channels, 14 bit
DAC, and the maximum sampling rate is up to 2.5 Gsps. The AD module is
EV10AQ190, which has high performance, high frequency, four channels, 10
bit ADC, and the maximum sampling rate is up to 5 Gsps. The sampling rate
used in DA module and AD module is 528 Msps in our work.

446 S. Ren et al.



(2) clock. In this system, the external clock frequency of AD9739 is 2.112 GHz,
and the EV10AQ190 is 1.056 GHz. The main clock of 528 MHz is provided
by AD9739. The other clocks are generated from the multilevel MMCM IP
core.

(3) the communications port. Communication port includes HR911130C Gigabit
Ethernet port and a serial port. The former is used to transmit the PSDU data,
and the latter is used to pass the BER data which are counted by FPGA to the
host computer.

3 Design Scheme of MB-OFDM UWB Transmitter

At the transmitter end, data is made up of PLCP preamble, PLCP header, and
PSDU. Preamble is stored in ROM, which does not need modulation, and will make
up frame directly in the time domain. While the PLCP header and PSDU are the
original source of information, which will be coded and modulated before to make
up frame.

At the transmitter, the baseband process is as follows: FPGA receives the source
bit by Ethernet port from the host computer. Every 376 bits data consists of a basic
processing block. Each block is coded by CRC module and then is scrambled to
400bits. When accept 1 bit data, (3, 1, 9) convolution code module output 3 bits.
Interleaving module has three parallel outputs. The asynchronous clock conversion
module gives two parallel data as outputs. The QPSK mapping module completes
the constellation mapping. In the pilot insertion module, each of the 100 data
subcarriers is inserted by 10 pilots and 12 guard subcarriers, so they are expanded
into 128 subcarriers. The ping-pong structure of dual port RAM completes the rate
conversion. In time domain, the IFFT module output signal is made up of 128 bits
per symbol. These symbols add 32 zero postfix (ZP) and 4 frequency hopping
interval to form 164 bits OFDM symbol. Time domain expansion is used.
According to the time sequence, PLCP preamble, PLCP header, and PSDU form
the frame structure. Under 132 MHz clock, four-channel parallel data is given as
input to the Oserdes module. After parallel to serial changing, data are sent to DAC
with 528Msps rate. Baseband processing design principle is as shown in Fig. 1.

4 The Design Scheme of MB-OFDM UWB Receiver

At the receiver end, ADC sampling rate is 528 Msps. I channel data and Q channel
data are sampled. Sampling data is changed from serial to parallel through Iserdes
module. The frame synchronization module carries out frame detection. CFO
synchronization module estimates and compensates the carrier frequency offset. In
time domain, Frame dismantling module removes the ZP from frame. FFT module
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gives I channel data and Q channel data as outputs. Based on each OFDM symbol,
it carries out channel equalization, sampling frequency synchronization, and the
residual phase tracking. The carrier recovery module extracts 100 data subcarriers
from each OFDM symbol. Soft demodulation is carried out in QPSK inverse
mapping module. Viterbi decoding is the inverse of convolution. Inverse scram-
bling and inverse CRC is also needed according to the transmitter end. Demodu-
lation software design principles are shown in Fig. 2.

4.1 Frame Synchronization Design Based on Four-Channel
Parallel Structure

The input of frame synchronization module is four-channel parallel data.
Frame synchronization includes four steps.
The first step is one bit quantity. I channel data yIðnÞ and Q channel data yQðnÞ

are all quantified to one bit.

QðnÞ= sign½yIðnÞ�+ j*sign½yQðnÞ� ð1Þ

set yQðnÞ=0, then
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Fig. 1 Baseband processing design principle of transmitter
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QðnÞ= sign½yIðnÞ� ð2Þ

At low SNR, 1 bit quantification brings about 2 dB loss of SNR [3].
The second step is to slide window and calculate correlation between QðnÞ and

preamble symbol CðnÞ.

ΛccðdÞ= ∑
N − 1

n=0
Qðn+ dÞC*ðnÞ, d=0, 1, 2, . . . ,M ð3Þ

N is IFFT points, namely the number of subcarriers. N is 128. M is the total
sampling point of OFDM symbol. Parallel computing structure is used to calculate
the correlation Λcc shown as Eqs. (4)–(6).

The serial data is changed into four-channel parallel data.

A1ðkÞ=Qð4 kÞ
A2ðkÞ=Qð4 k+1Þ
A3ðkÞ=Qð4 k+2Þ
A4ðkÞ=Qð4 k+3Þ

k=0, 1, 2, 3, . . .

ð4Þ

Change the preamble symbol to four-channel parallel data.
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H1ðkÞ=Cð4 kÞ
H2ðkÞ=Cð4 k+1Þ
H3ðkÞ=Cð4 k+2Þ
H4ðkÞ=Cð4 k+3Þ

k=0, 1, 2, 3, . . .

ð5Þ

It needs to complete four correlation calculations every clock cycle. Equivalent
of sliding window correlation calculation is shown in Fig. 3.

where P1ðnÞ,P2ðnÞ,P3ðnÞ,P4ðnÞðn=0, 1, 2, 3, . . .Þ are output data in every
clock cycle.rð0Þ, rð1Þ, rð2Þ are input data into the sliding window in the next clock
cycle. P1ðnÞ,P2ðnÞ,P3ðnÞ,P4 are then changed to serial data
PðmÞðm=0, 1, 2, 3, . . .Þ.

ΛccðdÞ=PðmÞ ð6Þ

The third step is multipath energy accumulation.
Ultra wideband channel is a typical dense multipath channel. The strongest

multipath components are likely to occur after the first path. In order to prevent the
receiver lock to the strongest multipath without locking the first path, multipath
energy accumulation method is used to reduce the influence of multipath. Multipath
energy accumulation formula is shown as follows:

Calculation of 

Calculation of 

Calculation of 

Calculation of 

(a)

(b)

(c)

(d)

P1 (n)

P2 (n)

P3 (n)

P4 (n)

Fig. 3 Equivalent of sliding window correlation calculation
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ΛðdÞ= ∑
Np − 1

l=0
Λccðd+ lÞ ð7Þ

where ΛðdÞ is accumulation result. Np is the length of window. Np must be large
enough to contain the maximum number of multipath components. Nzp is the length
of ZP. The length of the channel multipath delay is less than the length of ZP,
namely Np ≤Nzp.

The fourth step is to determine the position of the frame head.
When multipath energy is accumulated more than the threshold value, determine

the frame reaching. The point of the maximum value is the frame synchronization
time named as bd.

bd= argmax
d

fΛðdÞg ð8Þ

According to bd, we can find the position of the frame head.

4.2 CFO Estimation and Compensation Based
on Four-Channel Parallel Structure

The phase offset of received OFDM symbols is mainly caused by carrier frequency
offset and sampling frequency offset.

Estimation and compensation of carrier frequency offset can be done in the time
domain or in the frequency domain. We do it in time domain. In the same frequency
band, two repeat OFDM symbols in preamble whose spacing is D OFDM symbols
are used to complete the CFO estimation.

CFO estimation value is shown as [4]

cΔf c, ci = −
1

2πDMT ′
s
∠R= −

1
2πDMT ′

s
arctanð ∑

M − 1

n=0
ri, nr*i+D, nÞ,

i = 1, 2, 3, . . . n=0, 1, 2, . . .M.

ð9Þ

where i is the serial number of OFDM symbol. ri, nði = 1, 2, 3, . . . ,
n = 0, 1, . . . ,M− 1Þ is the ith OFDM symbol. M is sampling point of OFDM
symbol. T ′

s is the clock of the receiver end. Ci is the number of frequency band.

ci = mod ði− 1, 3Þ+1 ð10Þ

Using four-channel parallel structure compute the correlation of ri, n and ri+D, n.
Compensation of carrier frequency offset to OFDM symbol ri, n is shown as [5]:
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bri, n = ri, n × e− j2πbΔf c, ci ðiM+nÞT 0
s ð11Þ

The compensation process is also finished under four-channel parallel structure.

5 Simulation

In AWGN,CM1,CM2 channel [6], the CFO and SFO are up to ± 20 ppm.
Receiver’s SNR range is from −8.4 dB to 24 dB. The SNR range of simulation is
from 0 dB to 25 dB. The simulation parameters are shown in Table 1.

CM1and CM2 Channel model parameters are shown in Table 2.
where Λ is the average arrival rate of cluster. λ is the average arrival rate of pulse. Γ
is the power attenuation factor of cluster. γ is the power attenuation factor of pulse
in the cluster. σ1 is the channel coefficient standard deviation of cluster. σ2 is the
channel coefficient standard deviation within a cluster pulse. σx is the standard
deviation of the channel amplitude gain.

The optimum suitable threshold value range is 0.75–0.78, and it is set to 0.78 in
our work. As shown in Fig. 4, the detection probability simulation results are
obtained in AWGN channel and 10 paths Rayleigh fading channels under different
SNRs. As it can be seen, when the Eb/N0 is greater than 2 dB, the detection
probability tends to 1.

The packet error rate is shown in Fig. 5.
In CM1,CM2 channel, when SNR is great than 8 dB, the packet error rate is

below 8 %. This can ensure the accuracy of data transmission.
The BER of the system is shown in Fig. 6.

Table 1 simulation
parameters

Parameters Symbol and value

Data rate 106.7 Mbps
Modulation type QPSK
Convolutional code (3,1,9)
Time expansion factor 2
Load(Byte) 1024

Table 2 IEEE UWB channel
model parameters

Parameters CM1 CM2

Λð1 n̸sÞ 0.0233 0.4
λð1 n̸sÞ 2.5 0.5
Γ 7.1 5.5
γ 4.3 6.7
σ1ðdBÞ 3.4 3.4
σ2ðdBÞ 3.4 3.4

σxðdBÞ 3 3
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Fig. 4 Frame detection
probability under different
SNR

Fig. 5 The packet error rate
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In AWGN, CM1, and CM2 channel, the scheme ensures the low BER.
When SNR is great than 16 dB, the BER is less than 10− 6. The performance of the
algorithm can meet the requirements of 106.7 Mbps communication.

6 Conclusion

This paper presents a parallel structure baseband design of MB-OFDM-UWB
system using FPGA. Its supports data rate is up to 106.7 Mbps. The total power is
less than 500mW. With CFO (± 20 ppm) and SFO (± 20 ppm) and in AWGN,
CM1, CM2 channel, the performance of the system is perfect.
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ST Segment Deviation Parameter Statistic
Based on Spectrogram

Shi-jie Ren, Xin Su, Zhan Xu and Xiang-yuan Bu

Abstract The aim of this work is to detect the existence of ST segment deviation
episodes in electrocardiogram (ECG) signals using spectrogram. Spectrogram is
one kind of time–frequency distribution (TFD) which provides good aggregation
property. Downloaded from MIT-BIH database, the experimental samples of ECG
signals include 60 records without ST segment deviation and 60 records with ST
segment deviation. We compare smoothed pseudo-Wigner–Ville distribution
(SPWVD) with spectrogram of ECG signals. Spectrogram is used to statistic ST
segment deviation in order to find out sensitive parameters. Fisher linear discrim-
inate analysis is used to identify ST segment deviation episodes. The recognition
rate of this method is up to 91.4 %. The investigation lays a basis for promoting the
accuracy of ST segment deviation recognition.

Keywords Electrocardiogram (ECG) ⋅ ST segment deviation ⋅ Time–frequency
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1 Introduction

ECG signal is a nonstationary process. Its frequency continuously varies with time.
There is currently great interest in using linear and nonlinear signal processing tech-
niques to characterize ST segment deviation detection. Time–frequency analysis dis-
plays time, frequency, and amplitude to characterize such processes. To analysis ECG
signal using time–frequency distribution (TFD) systematically is prospective [1–3].

R.H. Clayton et al. have researched ECG signal using TFD [4]. TFD of
recordings were estimated with the short time Fourier transform, Wigner–Ville,
smoothed Wigner–Ville and Choi–Williams algorithms. The smoothed Wigner–-
Ville distribution was found there are less cross terms.

A variety of analyzing wavelets has been proposed also in recent years for
analysis of the ECG [5–8]. Time–frequency distributions of the ECG during the
QRS may become another electrocardiographic indicator. Their work demonstrates
the ability of the continuous wavelet transform to detect short lasting events of low
amplitude superimposed on large signal deflections.

XU Liang et al. use smoothed pseudo-Wigner–Ville distribution (SPWVD) to
study heart rate variability during ECG ST segment deviation episodes [9]. The
recognition rate of the method is up to 89.7 % with Fisher discriminate.

In this paper, the first contribution is the analysis of spectrogram. The aggre-
gation property between SPWD and spectrogram is compared. The latter has good
aggregation property than the former. ST segment deviation is analyzed with
spectrogram. The second contribution of this work is the ST segment deviation
parameter statistic method based on spectrogram. We define and statistic ST seg-
ment deviation parameters based on spectrogram. The experimental results show
that this statistic method works perfectly.

In Sect. 2, Normal sinus rhythm ECG signal in time domain is researched.
In Sect. 3, SPWVD, spectrogram, and Wigner–Hough transformation are

compared.
In Sect. 4, feature parameters of ST segment deviation based on spectrogram are

defined and calculated.
In Sect. 5, experiment on the recognition process of ST segment deviation.
In Sect. 6, we conclude the paper and outline areas for future research.

2 Normal Sinus Rhythm ECG Signal

2.1 Time Domain Normal Sinus Rhythm ECG Signal

In this work, normal sinus rhythm ECG signal is taken from MIT-BIH normal sinus
rhythm database, which are made of 16265.dat, 16265.atr, 16265.hea. The indi-
vidual recordings contain ECG signals sampled at 128 samples per second with
12-bit resolution over a range of ±10 mV.
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Part of the normal sinus rhythm ECG signal in time domain, named x(t), is
shown in Fig. 1.

2.2 Waves, Segments of ECG Signal

Waves, segments, and intervals of ECG signal are shown in Fig. 2.
Waves of ECG signal include P wave, Q wave, R wave, S wave, and T wave.

The P wave corresponds to atrium muscle depolarization voltage variation. The Q
wave, R wave, and S wave (together treated as QRS complex wave) correspond to

0 1 2 3 4 5 6 7
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

16 1 1 1 1 1 1 1 1 1 1 1 1 1

Time / s

V
ol

ta
ge

 / 
m

V

ECG signal 16265.datFig. 1 Normal sinus rhythm
ECG signal

Fig. 2 Waves, segments, and
intervals of ECG signal

ST Segment Deviation Parameter Statistic Based on Spectrogram 457



ventricle muscle depolarization voltage variation. The T wave corresponds to quick
variation of ventricle muscle repolarization voltage.

Segments of ECG signal include PR segment and ST segment. The PR segment
is usually flat segment between the end of the P wave and the start of the QRS
complex. ST segment corresponds to slow variation of ventricle muscle repolar-
ization voltage.

RR interval is the time between one R wave and its next R wave.
Several techniques are widely used to find the abnormal of ECG signal in time

domain, and people have accumulated rich experience in this field. But sometimes,
it is hard to find some kinds of abnormalities of ECG signal in time domain: for
example ST segment deviation and so on. So, the time–frequency distributions are
explored in this work.

The Time–Frequency Toolbox is a collection of about 100 scripts for MATLAB
developed for the analysis of nonstationary signals using time–frequency
distributions.

In Sect. 3, three kinds of time–frequency distributions of the normal sinus
rhythm ECG signal are researched.

3 Time–Frequency Distribution of Normal Sinus
Rhythm ECG Signal

We compared SPWVD and spectrogram with other distributions such as
Wigner–Ville distribution, Choi–Williams distribution, etc. We found that the
SPWVD and the spectrogram results in less cross terms, hence the current work
focuses on SPWVD and spectrogram.

3.1 Smoothed Pseudo-Wigner–Ville Distribution

SPWVD of signal x(t) is defined as [10]

SPWVDzðt, ωÞ=
Z+∞

−∞

Z+∞

−∞

gðuÞhðτÞzðt− u+
τ

2
Þz*ðt− u−

τ

2
Þe− j2ωτdudτ ð1Þ

where, τ is the lag time, gðuÞ and hðτÞ are window functions, and zðtÞ is the analytic
signal of the time domain signal x(t).

zðtÞ= xðtÞ+ j *H½xðtÞ� ð2Þ

where, H½xðtÞ� is Hilbert transformation of xðtÞ.
SPWVD of the normal sinus rhythm ECG signal is shown in Figs. 3 and 4.
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In Figs. 3 and 4, the X axis is time, the Y axis is the normalized frequency. In
Fig. 4, the Z axis is amplitude.

According to Fig. 4, ECG signal is made up of many frequency components.
SPWVD provides good aggregation, high resolution, and there are almost no cross
terms.

3.2 Spectrogram

Spectrogram is defined as [11]
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Szðt, f Þ=
Z+∞

−∞

Z+∞

−∞

Wzðs, ξÞWhðt− s, f − ξÞdsdξ ð3Þ

where, Wh is the Wigner–Ville distribution of window function h(t), Wz is the
Wigner–Ville distribution of analytic signal zðtÞ.

Spectrogram of the normal sinus rhythm ECG signal is shown in Figs. 5 and 6.
Spectrogram provides good aggregation, high resolution, and there are almost no

cross terms. It is as excellent as smoothed pseudo-Wigner–Ville distribution [12,
13].
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3.3 Wigner–Hough Transformation

Wigner–Hough transformation of complex signal z(t) is defined as [11]

WHzðv0, βÞ=
Z−∞

−∞

Z

T

zðt+ τ

2
Þz*ðt+ τ

2
Þe− j2πðv0 + βtÞdtdτ ð4Þ

where, τ is lag time, and zðtÞ is the analytic signal of the time domain signal x(t).
Wigner–Hough transformation to Wigner–Ville distribution of ECG signal is

shown in Figs. 7 and 8.
In Fig. 8, the horizontal axis is rho, the vertical axis is theta, and the Z axis is the

amplitude labeled A. rho and theta are all polar coordinate parameters.
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We can see many peaks obviously from Fig. 8. It means that ECG signal is made
up of many frequency components, as shown in SPWVD and spectrogram.

4 ST Segment Deviation Parameter Calculation Based
on Spectrogram

Heart rate variability (HRV) is the physiological phenomenon of variation in the
time interval between heart beats. It is measured by the variation in the beat-to-beat
interval. One kind of HRV is ST segment deviation. ST segment deviation refers to
ST amplitude upward or downward migration.

ECG records are offered by MIT-BIH arrhythmia database. Among them there
are 60 records without ST segment deviation, 30 records with ST segment deviation
caused by rhythm change only, and 30 records with ST segment deviation caused
by ischemia only.

Spectrogram of ECG is used in the study of ST segment deviation. The research
includes feature parameter definition and feature parameters calculation.

4.1 Feature Parameter Definition of ST Segment Deviation

The frequency domain of ECG is divided into ultra-low-frequency band (ULF,
0–0.04 Hz), low-frequency band (LF, 0.04–0.15 Hz), high-frequency band (HF,
0.15–0.40 Hz), and all-frequency band (AF, 0–0.40 Hz) [14].

We define PULF, PLF, PHF, PAF to represent the power of ULF, LF, HF, and AF
band. PLF reflects the sympathetic strength. PHF reflects the strength of vagus nerve
[14].

Define equilibrium ratio

LF
HF

=
PLF
PHF

ð5Þ

Equilibrium ratio reflects balance adjustment between sympathetic nerve and
vagus [14].

In order to comparison, normalized power of the low-frequency band is
defined as

LFn =
PLF

PLF +PHF
ð6Þ
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Normalized power of the high-frequency band is defined as

HFn =
PHF

PLF +PHF
ð7Þ

PMULF, PMLF, PMHF, PMAF are defined to represent the maximum power value of
ULF, LF, HF, and AF band.

Instantaneous center frequency of the time–frequency distribution is defined
as [9]

ICFðtÞ= ∫ f2
f1
f ⋅ Sz t, fð Þdf

∫ f2
f1
Sz t, fð Þdf

ð8Þ

where Sz is spectrogram. ICF is a weighted average of the spectrum obtained. It is
considered to reflect the relationship between sympathetic nerve and vague nerve.

Define ICFULF, ICFLF, ICFHF, ICFAF to represent the ICF of ULF, LF, HF, and
AF band.

Group delay of the ECG is defined as [9]

GDðfÞ= ∫ t2
t1
t ⋅ Sz t, fð Þdt

∫ t2
t1
Sz t, fð Þdt ð9Þ

GD(f) reflects the energy distribution of ECG signal.
In order to compare, normalized group delay of the ECG is defined as

GDP=
GDðfÞ
t2 − t1

ð10Þ

Define GDPULF, GDPLF, GDPHF, GDPAF to represent the GDP of ULF, LF, HF,
and AF band.

We define RR to represent the RR interval.

4.2 Feature Parameter Calculation

We calculate feature parameters in different time periods and different frequency
bands to reveal ST segment deviation. The parameters are listed in Table 1.
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5 Experimental Results

Statistical tool SPSS 19.0 is used to calculate these feature parameters.

5.1 Significant Differences of Feature Parameters

Statistic feature parameters based on spectrogram at different temporal divisions
and different frequency bands. There are significant differences between the
parameters of test if P < 0.05 according to the calculated results. Statistical analysis
revealed that eight parameters are sensitive for the detection of ST segment devi-
ation as shown in Table 2.

Table 1 Feature parameters Serial
no.

Feature
parameters

Serial
no.

Feature
parameters

1 PULF 11 HFn

2 PLF 12 ICFULF
3 PHF 13 ICFLF
4 PAF 14 ICFHF
5 PMULF 15 ICFAF
6 PMLF 16 GDPULF
7 PMHF 17 GDPLF
8 PMAF 18 GDPHF
9 LF ̸HF 19 GDPAF

Table 2 Discriminate of ST segment deviation

Parameters with significant
difference and constant

Discriminate coefficient of ST
segment without deviation

Discriminate coefficient of
ST segment with deviation

RR 46.352 41.687
PLF 2.504 −2.842
PAF −2.913 4.467
PMULF −8.165 −12.459
LF H̸F −1.632 −2.486
GDPHF −54.122 −37.354
GDPAF 156.321 146.635
ICFAF −34.562 −33.568
Constant −65.765 −74.349
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5.2 Fisher Linear Discriminate Analysis

The task of discriminate analysis is to classify object. It is our purpose to recognize
the deviation of ST segment. One linear discriminate analysis is Fisher discriminate.

Based on the content of Table 2 define Fisher discriminate function N, to rep-
resent normal group without ST segment deviation.

N=46.352 ⋅RR+2.504 ⋅ PLF − 2.913 ⋅ PAF − 8.165 ⋅PMULF − 1.632 ⋅LF ̸HF
− 54.122 ⋅GDPHF + 156.321 ⋅GDPAF − 34.562 ⋅ ICFAF − 65.765

ð11Þ

Define Fisher discriminate function D to represent abnormal group with ST
segment deviation.

D= 41.687 ⋅RR− 2.842 ⋅ PLF + 4.467 ⋅PAF − 12.459 ⋅ PMULF − 2.486 ⋅LF H̸F

− 37.354 ⋅GDPHF + 146.635 ⋅GDPAF − 33.568 ⋅ ICFAF − 74.349

ð12Þ

If N>D, we judge the record belong to normal ST segment, else we judge the
record belong to ST segment with deviation. The recognition rate of this discrim-
inate is up to 91.4 %. The discriminate based on spectrogram provides good per-
formance as compared to SPWVD.

6 Conclusions

We give the statistics about time–frequency analysis for the various data files used
for the experimentation. The results show that during the process of ST segment
deviation the majority of the feature parameters changed. These parameters show
significant differences. GDP, RR, and ICF play an important role in Fisher dis-
criminate function.

As a non-morphological method, feature parameters analysis based on time–-
frequency method is useful in identifying the presence of ST segment deviation
episodes. The recognition rate of Fisher linear discriminate is high. The investi-
gation lays a basis for promoting the accuracy of ST segment deviation detection.

To analyze the incentives of ST segment deviation and to classify them may be
looked into as part of future work.
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Event-Triggered Consensus Control
of Nonlinear Multi-agent Systems
with External Disturbance

Yang Liu, Jun Gao and Xiaohui Hou

Abstract This paper investigates the consensus problem for a leader-following
nonlinear multi-agent system with external disturbance by using the event-triggered
control strategy. First, in order to transform the consensus control problem of
disturbed system into the H∞ problem, a controlled output function is defined. Then
a distributed event-triggered protocol is designed, and a sufficient condition is given
to ensure that the nonlinear multi-agent system can reach consensus with the
desired disturbance attenuation ability.

Keywords Consensus ⋅ Multi-agent system ⋅ Event-triggered control ⋅ Non-
linear dynamics ⋅ External disturbance

1 Introduction

A multi-agent system consists of multiple independent agents which can act con-
sistently through the transmission among agents. There have been inspiring suc-
cesses in the areas such as sensor networks, consensus and formation control of
vehicles, and cooperative control of robots by using decentralized strategy.

In fact, real multi-agent systems are often equipped with microprocessors that
gather information and actuate the agent controller updates with limited on-board
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energy and resources. This brings some problems such as the waste of communi-
cation channel and the request for high processing speed of the microprocessors. In
view of this, the event-triggered control has been proposed in consensus control of
multi-agent system during recent years [1–13]. The event-triggered control indi-
cates that an event condition, which is usually related to the states of the system,
triggers the control task execution. Centralized or decentralized consensus protocol
based on event-triggered control method is proposed in [2]. In [3], Meng and Chen
designed a new event detector to accomplish event-triggered consensus control of
multi-agent systems. Meanwhile, event-triggered consensus problem of discrete
multi-agent systems with time delay is studied in [4–6]. Obviously, the
event-triggered strategy can reduce the resource occupation in multi-agent systems
with minimal loss of system behavior. However, the nonlinear system is less
investigated in the recent event-triggered consensus research, and the effect of
external disturbances is not taken into account.

Motivated by the above work, we consider the event-triggered consensus
problem of a disturbed nonlinear multi-agent system. In the following section, a
new output z(t) is defined to transform the consensus problem of states into the
convergence analysis of z(t) to zero, and then the consensus study of disturbed
system is reformulated as the H∞ control problem of a nonlinear system. To pro-
ceed, we design a distributed consensus controller with a new event-triggered
condition. Then, sufficient condition is given to ensure that the closed-loop
multi-agent system reaches the consensus result with a desired H∞ performance
level.

2 Problem Statements

Consider a leader-following multi-agent system consisting of n following agents
and one leader. The ith following agent is modeled by the nonlinear dynamics with
unknown external disturbance

x ̇iðtÞ= f ðxiðtÞ, tÞ+ uiðtÞ+ωiðtÞ ð1Þ

where t∈ ½0, ∞Þ is the time variable, xiðtÞ, uiðtÞ, ωiðtÞ ∈ Rm are, respectively, the
state, the input, and the external disturbance of agent i, and f :Rm ×R+ →Rm is a
smooth nonlinear vector-valued function. It is assumed that ωiðtÞ∈L2½0, ∞Þ, where
L2½0, ∞Þ is the space of square-integrable vector functions over ½0, ∞Þ. This
indicates that the energy-limited external disturbance is considered in this paper.

The dynamics of leader is given by

x0̇ðtÞ= f ðx0ðtÞ, tÞ ð2Þ
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with x0ðtÞ denoting the state of leader. It is worth pointing out that the nonlinear
dynamics is allowed to be unknown, which would not appear in the consensus
controller design.

Assumption 1 It is assumed that f :Rm × R+ →Rm satisfies the following Lips-
chitz condition

jjf ðx, tÞ− f ðy, tÞjj≤ βjjx− yjj, ∀x, y∈Rm, t≥ 0, ð3Þ

where β>0 is a constant scalar.

Definition 1 The multi-agent system (1) is said to asymptotically achieve con-
sensus if all the following agents’ states satisfy

lim
t→∞

xiðtÞ= x0ðtÞ, i=1, 2, . . . , n ð4Þ

Directed (or undirected) graphs are used to model the interaction topologies of
n following systems (1). Let G= ðV , E, AÞ be a weighted directed graph of order n,
where the set of nodes is described by V, the set of directed edges is E⊆V × V , and
a weighted adjacency matrix A= ½aij� is defined with nonnegative adjacency
weights aij. It is stipulated that the adjacency weights associated with edges are
positive, i.e., ðvi, vjÞ∈E⇔ aij >0. In particular, node vi represents the ith agent, and
edge ðvi, vjÞ represents that information is transferred from the jth agent to the ith
one. The Laplacian of a weighted graph G is defined as L = D−A, where
D=diag d1, d2, . . . , dnf g is the degree matrix of G, whose diagonal element is
di = ∑n

j=1 aij. Further, if a graph has the property that aij = aji always holds, then it
is called undirected.

Considering the leading role of leader (2), another node v0 is added to represent
the given leader. Then the edge ðvi, v0Þ represents that agent i can obtain the
leader’s state information, and the corresponding weight ai0 is positive. To sum-
marize, the set of neighbors of agent i is denoted by Ni = vj ∈ V ∪ v0f g:�
vi, vj
� �

∈ Eg. Define H =L+Λ as the interaction matrix of the whole
leader-following system (1)–(2), where Λ=diag ai0f gni=1.

Lemma 1 Consider a network with undirected communication among the fol-
lowers. If at least one agent in each connected component of G is connected to the
leader, then the symmetric interaction matrix H is positive definite. Otherwise, H
has at least one zero eigenvalue.

Lemma 2 If the interaction graph of the leader–follower system with directed
communication has a spanning tree with the leader as root, then the negative
interaction matrix H is Hurwitz stable. Otherwise, H will have at least one zero
eigenvalue.
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3 Protocol Design and Consensus Analysis

3.1 Problem Reformulation

In order to quantitatively measure the effect of external disturbance to the consensus
performance, we define the following controlled output functions

ziðtÞ= xiðtÞ− 1
n
∑
n

j=1
xjðtÞ, i=1, 2, . . . , n,

whose compact form is

zðtÞ= ðLc ⊗ ImÞxðtÞ, ð5Þ

where zðtÞ= ½zT1 ðtÞ zT2 ðtÞ . . . zTn ðtÞ�T , xðtÞ= ½xT1 ðtÞ xT2 ðtÞ . . . xTn ðtÞ�T , Lc is a sym-
metric matrix with diagonal elements (n − 1)/n, and all the other elements −1/n.
Meanwhile, the norm of z(t) can reflect the degree of state deviations. Therefore,
combing system (1) with the controlled output (5), we transform the consensus
control of disturbed system (1) into the H∞ control problem of the following
system:

x ̇ðtÞ=FðxðtÞÞ+ uðtÞ+ωðtÞ
zðtÞ= ðLc ⊗ ImÞxðtÞ

�
ð6Þ

where

FðxðtÞÞ= ½f Tðx1ðtÞÞ f Tðx2ðtÞÞ . . . f TðxnðtÞÞ�T ,
uðtÞ= ½uT1 ðtÞ uT2 ðtÞ . . . uTn ðtÞ�T ,
ωðtÞ= ½ωT

1 ðtÞ ωT
2 ðtÞ . . .ωT

n ðtÞ�T .

Therefore, the present objective is to design an event-triggered protocol such that

jjTzωðsÞjj∞ = supμ∈Rσ ̄ðTzωðjμÞÞ= sup0≠ωðtÞ∈ L2½0,∞Þ
jjzðtÞjj2
jjωðtÞjj2

< γ, ð7Þ

or equivalently, the closed-loop system satisfies

Z∞

0

jjzðtÞjj2dt< γ2
Z∞

0

jjωðtÞjj2dt, ∀ωðtÞ∈ L2½0, ∞Þ, ð8Þ

where γ >0 is a given H∞ performance index.
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3.2 Event-Triggered Protocol Design

Denote ti0, t
i
1, t

i
2, . . . as the event-triggered time of agent i, where ti0 = 0 for ∀i. Then

we propose the following distributed event-triggered consensus protocol:

uiðtÞ= ∑
j∈Ni

aijðxiðtikÞ− xjðt jkjðtÞÞÞ+ ai0ðxiðtikÞ− x0ðtÞÞ, t∈ ½tik, ti+1
k Þ, ð9Þ

where aij >0 is the interaction strength between agents i and j; ai0 > 0 if and only if
the ith agent can obtain the state information of the given leader, or else ai0 = 0;
kjðtÞ= arg min

l∈N: t≥ t jl

ft− t jl g. It is obvious that t jkjðtÞ is the last event-triggered time of

agent j.
Meanwhile, define

eiðtÞ= xiðtikÞ− xiðtÞ, t∈ ½tik , tik+1Þ

as the measurement error of the ith agent, arising from the event-triggered controller
update. The following distributed event-triggered condition is designed to deter-
mine the discrete event-triggered time instants

jjeiðtÞjj= jj ∑
j∈Ni

aijðxiðtÞ− xjðtÞÞ+ ai0ðxiðtÞ− x0ðtÞÞjj, ð10Þ

from which it is immediately derived that

jjeiðtÞjj≤ jj ∑
j∈Ni

aijðxiðtÞ− xjðtÞÞ+ ai0ðxiðtÞ− x0ðtÞÞjj, ∀t∈ ½0, ∞Þ. ð11Þ

3.3 Consensus Conditions

To analyze the consensus performance of the closed-loop system, we first define

xīðtÞ= xiðtÞ− x0ðtÞ, i=1, 2, . . . , n ð12Þ

as the disagreement state vector. Obviously, the strict consensus result (4) is real-
ized if and only if

lim
t→∞

xīðtÞ=0, i=1, 2, . . . , n.

Accordingly, the nonzero consensus trajectory is transformed to the origin of
x ̄ðtÞ= ½xT̄1 ðtÞ xT̄2 ðtÞ⋯xT̄n ðtÞ�T . Note that the compact form of (12) is

Event-Triggered Consensus Control of Nonlinear … 471



x ̄ðtÞ= xðtÞ− 1n ⊗ x0ðtÞ. ð13Þ

To proceed, we focus on the derivation of the dynamic equation of x ̄ðtÞ, by
combining the controlled plant and the event-triggered consensus protocol.

First, we have

x ̄i̇ðtÞ= xi̇ðtÞ− x0̇ðtÞ
= f ðxiðtÞÞ+ uiðtÞ+ωiðtÞ− f ðx0ðtÞÞ.

ð14Þ

Let Fðx0ðtÞÞ=1n ⊗ f ðx0ðtÞÞ and x ̄ðtÞ= ½xT̄1 ðtÞ xT̄2 ðtÞ⋯ xT̄n ðtÞ�T . Then, from (14)
and (9), the closed-loop system in terms of variable x ̄ðtÞ is calculated as
x ̄̇ðtÞ=FðxðtÞÞ−Fðx0ðtÞÞ+ ðL⊗ ImÞðeðtÞ+ xðtÞÞ+ ðΛ⊗ ImÞðeðtÞ+ xðtÞ+1n ⊗ x0ðtÞÞ+ωðtÞ

=FðxðtÞÞ−Fðx0ðtÞÞ+ ðL⊗ ImÞðeðtÞ+ x ̄ðtÞ− 1n ⊗ x0ðtÞÞ+ ðΛ⊗ ImÞðeðtÞ+ x̄ðtÞÞ+ωðtÞ
=FðxðtÞÞ−Fðx0ðtÞÞ+ ðL⊗ ImÞðeðtÞ+ x ̄ðtÞÞ+ ðΛ⊗ ImÞðeðtÞ+ x̄ðtÞÞ+ωðtÞ
=FðxðtÞÞ−Fðx0ðtÞÞ+ ½ðL + ΛÞ⊗ Im�ðeðtÞ+ x̄ðtÞÞ+ωðtÞ
=FðxðtÞÞ−Fðx0ðtÞÞ+ ðH⊗ ImÞðeðtÞ+ x̄ðtÞÞ+ωðtÞ,

-

where the property L1n =0 is used in the third step.
Furthermore, by (5), it is derived that

zðtÞ= ðLc ⊗ ImÞxðtÞ
= ðLc ⊗ ImÞðx ̄ðtÞ+1n ⊗ x0ðtÞÞ
= ðLc ⊗ ImÞx ̄ðtÞ,

ð15Þ

where the fact Lc1n =0 is also applied. To sum up, the original consensus study is
reformulated as a standard H∞ control problem

x ̄̇ðtÞ=FðxðtÞÞ−Fðx0ðtÞÞ+ ðH⊗ ImÞðeðtÞ+ x ̄ðtÞÞ+ωðtÞ
=FðxðtÞÞ−Fðx0ðtÞÞ+BðeðtÞ+ x ̄ðtÞÞ+ωðtÞ

zðtÞ= ðLc ⊗ ImÞx ̄ðtÞ
=Cx ̄ðtÞ

8>>><
>>>:

. ð16Þ

Theorem 1 Under the event-triggered protocol (9)–(10), the disturbed multi-agent
system (1) can achieve consensus performance with the desired H∞ disturbance
attenuation ability γ, if there exists a positive definite matrix P∈Rnm× nm and
positive scalars α, δ satisfying the following linear matrix inequality

PB+BTP+CTC+ αHTH +2δβI PB P 0
BTP − αI 0 0
P 0 − γ2I 0
0 0 0 P− δI

2
664

3
775<0, ð17Þ
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where positive constants β, γ are, respectively, the threshold in the event-triggered
condition (10) and the given H∞ index.

Proof First, we investigate the stability property of the closed-loop system, by
analyzing system (16) without external disturbance. Define a Lyapunov function

VðtÞ= x ̄TðtÞPx ̄ðtÞ,

then its derivative along system (16) with ωðtÞ=0 is

V ̇ðtÞ=2x ̄TðtÞP½FðxðtÞÞ−Fðx0ðtÞÞ�+ x ̄TðtÞðPB+BTPÞx ̄ðtÞ+2x ̄TðtÞPBeðtÞ
≤ 2x ̄TðtÞP½FðxðtÞÞ−Fðx0ðtÞÞ�+ x ̄TðtÞðPB+BTPÞx ̄ðtÞ+ α− 1x ̄TðtÞPBBTPx ̄ðtÞ
+ αeTðtÞeðtÞ

ð18Þ

Furthermore, it is obtained that

2x ̄TðtÞP½FðxðtÞÞ−Fðx0ðtÞÞ�
≤ 2δ∑n

i=1 x ̄
T
i ðtÞ½f ðxiðtÞÞ− f ðx0ðtÞÞ�

≤ 2δ∑n
i=1 jjxīðtÞjj ⋅ jjf ðxiðtÞÞ− f ðx0ðtÞÞjj

≤ 2δ∑n
i=1 jjxīðtÞjj ⋅ βjjxiðtÞ− x0ðtÞjj

=2δβ∑n
i=1 jjxīðtÞjj2

= 2δβx ̄TðtÞx ̄ðtÞ,

ð19Þ

where δ>0 is a scalar satisfying the matrix inequality

P< δI. ð20Þ

Note that (20) is included in the consensus condition (17). Meanwhile, denote
matrix H as the following partitioned form

H =

H1

H2

⋮
Hn

2
664

3
775,

and from (11), we have

eTi ðtÞeiðtÞ≤ x ̄TðtÞHT
i Hix ̄ðtÞ.
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Then it immediately yields that

∑n
i=1 e

T
i ðtÞeiðtÞ≤ ∑n

i=1 x ̄
TðtÞHT

i Hix ̄ðtÞ,

which results in

eTðtÞeðtÞ≤ x ̄TðtÞHTHx ̄ðtÞ. ð21Þ

Substituting (19) and (21) into (18) leads to

V ̇ðtÞ≤ 2δβx ̄TðtÞx ̄ðtÞ+ x ̄TðtÞðPB+BTPÞx ̄ðtÞ+ α− 1x ̄TðtÞPBBTPx ̄ðtÞ+ αx ̄TðtÞHTHx ̄ðtÞ
= x ̄TðtÞðPB+BTP+ α− 1PBBTP+ αHTH +2δβIÞx ̄ðtÞ
<0

by applying Schur complement lemma to the matrix inequality (17). This means
that the closed-loop multi-agent system is asymptotically stable.

Subsequently, the disturbance attenuation performance of system (16) is given
by considering the function

JT =
Z T

0
jjzðtÞjj2dt− γ2

Z T

0
jjωðtÞjj2dt. ð22Þ

To be specific, we have the following result under the zero initial condition:

JT =
Z T

0
ðzTðtÞzðtÞ− γ2ωTðtÞωðtÞ+V ̇ðtÞÞdt−VðTÞ

=
Z T

0
fx ̄TðtÞCTCx ̄ðtÞ− γ2ωTðtÞωðtÞ+2x ̄TðtÞP½FðxðtÞÞ−Fðx0ðtÞÞ�+ x̄TðtÞðPB

+ BTPÞx̄ðtÞ+2x̄TðtÞPBeðtÞ+2x̄TðtÞPωðtÞgdt−VðTÞ

≤
Z T

0
fx̄TðtÞCTCx ̄ðtÞ− γ2ωTðtÞωðtÞ+2δβx ̄TðtÞx̄ðtÞ+ x ̄TðtÞðPB+BTPÞx̄ðtÞ

+ 2x̄TðtÞPBeðtÞ+2x̄TðtÞPωðtÞ+ αeTðtÞeðtÞ− αeTðtÞeðtÞgdt−VðTÞ

≤
Z T

0
fx̄TðtÞCTCx ̄ðtÞ− γ2ωTðtÞωðtÞ+2δβx ̄TðtÞx̄ðtÞ+ x ̄TðtÞðPB+BTPÞx̄ðtÞ

+ 2x̄TðtÞPBeðtÞ+2x̄TðtÞPωðtÞ+ αx ̄TðtÞHTHx ̄ðtÞ− αeTðtÞeðtÞgdt−VðTÞ

≤ x ̄TðtÞ eTðtÞ ωTðtÞ�
PB+BTP+CTC+ αHTH +2δβI PB P

BTP − αI 0

P 0 − γ2I

2
64

3
75

⋅
x̄ðtÞ
eðtÞ
ωðtÞ

2
64

3
75−VðTÞ

<0
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where the last step is obtained by using Schur complement lemma to inequality
(17). Let t→∞ in the above result, we have

jjzðtÞjj22 < γ2jjωðtÞjj22,

and equivalently, jjTzωðsÞjj∞ < γ holds. To summarize, we have proved that if the
linear matrix inequality (17) is feasible, then the closed-loop multi-agent system can
achieve consensus performance with H∞ disturbance attenuation level γ. ⃞

4 Conclusions

This paper addresses the event-triggered consensus problem of a nonlinear
leader-following multi-agent system with external disturbances. By using the
event-triggered control strategy, we have reduced the occupation of system resource
and the frequency of the information update. Future work will focus on the lead-
erless nonlinear multi-agent system with external disturbances.
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Integrated Design of Fault Diagnosis
and Reconfiguration for Satellite Control
System

Xijun Liu and Chengrui Liu

Abstract An integrated design of fault diagnosis and reconfiguration method is
studied for actuator failures of satellite control system. First, the effectiveness factor
and the controller gain are taken as a whole to design the combined control law,
which is obtained by placing the closed-loop system poles according to the theory
of regional pole assignment. And this paper uses perturbation linearization method
to solve the generating bilinear matrix inequalities(BMI). Then the effectiveness
factor is obtained with a two-stage Kalman filter and thus the control law can be
solved. Finally, the effectiveness of the provided method is illustrated by a
simulation.

Keywords Regional pole assignment ⋅ Fault diagnosis ⋅ Reconfiguration ⋅
Satellite control system ⋅ Effectiveness factor

1 Introduction

Nowadays the satellite is becoming more complex and large scale, which results in
higher requirements in reliability and capability of independent operation of
satellite control system. Plenty of reasons, such as frequent operation of actuator
and harsh space environment, make it inevitable to fail on actuator. Actuator failure
has been the main reason of failure in satellite control system [1]. However, the
main fault-tolerant measure in satellite is component replacement, which means
more weight and cost. How to get rid of dependence on hardware redundancy and
make full use of satellite resource to realize the reconfiguration of control law is the
problem that many experts dedicate to solve.

Fault diagnosis is generally recognized to originate from Beard’s doctoral
dissertation in 1971 [2]. From then on, plenty of fault diagnosis methods have been
proposed. P.M. Frank thinks that all the methods can be divided into three

X. Liu (✉) ⋅ C. Liu
Beijing Institute of Control Engineering, Beijing 100190, China
e-mail: liuxijun9289@sina.com

© Springer Science+Business Media Singapore 2016
Y. Jia et al. (eds.), Proceedings of 2016 Chinese Intelligent
Systems Conference, Lecture Notes in Electrical Engineering 405,
DOI 10.1007/978-981-10-2335-4_44

477



categories: methods based on analytical model, methods based on knowledge, and
methods based on signal processing [3]. Methods based on analytical model include
methods of estimating parameters and methods of estimating states. Many scholars
have made some progress based on these two methods [4–7]. The advantage of
these two methods is that the failure can be described as a parameter or state, which
can be easily estimated, and the estimation result can be used to adjust the control
law to ensure excellent system performance. This is also one of the advantages of
integrated design. Integrated design of fault diagnosis and reconfiguration can also
ensure the real-time performance and rapidity of fault-tolerant control. Therefore,
integrated design has drawn increasing attention.

Wang et al. [8] proposes an idea of integrated design based on quaternion. Han
[9] designs an unknown input observer aiming at LTI system with disturbance. He
designs an adaptive fault-tolerant control law according to obtained fault parameter.
Dejun [10] uses state observer and Kalman filter simultaneously to estimate the
information about the failure, which is used on following fault-tolerant control.
Xueqin [11] estimates the effectiveness factor and state variable simultaneously
based on bias-separated principle and uses the result to design a LQR to be the new
controller.

This paper focuses on the satellite control system and studies an integrated
design of fault diagnosis and reconfiguration method. First, the effectiveness factor
and the controller gain are taken as a whole to design the combined control law,
which is obtained by placing the closed-loop system poles according to the theory
of regional pole assignment. This paper uses perturbation linearization method to
solve the generating bilinear matrix inequalities (BMI). Then the effectiveness
factor is obtained with a two-stage Kalman filter and thus the control law can be
solved. Since all the poles of closed-loop system lie in the sector region, the
closed-loop system’s performances can be ensured. At the same time, the control
law is adjusted in real-time according to the real-time estimated effectiveness factor,
which ensures the real-time performance and rapidity. Finally, the effectiveness of
the provided method is illustrated by a simulation.

2 Fault Modeling for Satellite Control System

Considering the rigid model, this paper takes thruster as the actuator. Choose the
state variable as

x= φ θ ψ φ ̇ θ ̇ ψ ̇
� �T ð1Þ

So the state space model of the satellite control system can be written as
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x ̇=Ax+Bu+w

y=Cx+ v
ð2Þ

where

A=

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

Iz − Iy
Ix

ω2
0 0 0 0 0 Ix + Iz − Iy

Ix
ω0

0 0 0 0 0 0
0 0 Ix − Iy

Iz
ω2
0

Iy − Ix − Iz
Iz

ω0 0 0

2
6666664

3
7777775
,B=

0 0 0
0 0 0
0 0 0
1
Ix

0 0
0 1

Iy
0

0 0 1
Iz

2
66666664

3
77777775

C= I6. ω0 is orbit angular velocity, while Ib =diag Ix, Iy, Iz
� �

is the satellite’s
moment of inertial.

When failure occurs in the actuator, the state space model can be described as

x ̇=Ax+BΓu+w

y=Cx+ v
ð3Þ

while w, v are the uncorrelated white noise with zero mean and covariance matrix
W,V, respectively. Γ = diagðγ1, γ2, γ3Þ is a diagonal matrix composed of three
effectiveness factors. γi i=1, 2, 3ð Þ describes the fault severity of the actuator. The
main fault mode of actuators includes blockage and leakage. Blockage can be
divided to partial blockage and complete blockage. When complete blockage
occurs, component replacement should be taken into account. This paper aims to
fault with partial blockage, that is to say the thrust produced by the thruster is
smaller than the expected one. This condition can be described by the effectiveness
factor as follows:

Tout = γT0 ð4Þ

where T0 is the expected output moment. Tout is the actual output moment. γ is the
effectiveness factor, whose value is between −1 and 1.

Considering that computer control system is adopted in the practical satellite
control system, formula (3) requires a discretization. Suppose that sampling period
is T, then the discrete model is as follows:

x k+1ð Þ=FxðkÞ+GΓuðkÞ+wd

yðkÞ=CxðkÞ+ vd
ð5Þ

where F = eAT , G=
R T
0 eAtdtB. wd, vd are the discrete noise, whose covariance

matrices are Q and R, respectively. Q and R satisfy
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Q=EwdwT
d =

Z T

0
eAtWeA

T tdt

R=V
ð6Þ

3 Integrated Design of Diagnosis and Reconfiguration

For system (3), an output feedback controller

u=Ky, K ∈ κ ð7Þ

is designed to place poles of the closed-loop system

x ̇= A+BΓKCð Þx+w+BΓKv ð8Þ

in the sector region as shown in Fig. 1. κ in formula (7) is a given set of bounded
matrix, which is determined by physical characteristics of the actuator.

When all the closed-loop system’s poles lie in the region as shown above, the
system will have excellent rapid attenuation and smooth transition properties. It is
easy to verify that (A, B) is controllable and (A, C) is observable for satellite control
system, that is to say, it satisfies the condition of pole assignment. The theorem as
follow can be easily obtained according to reference [12].

Theorem 1 All the closed-loop system’s poles lie in the region S α, θ, rð Þ if and
only if there exists a positive definite symmetric matrix such that

( )S , ,rα θ
α

θ
Re

ImFig. 1 Sector region poles
S α, θ, rð Þ
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A+BΓKCð ÞX +X A+BΓKCð ÞT + 2αX < 0

− rX A+BΓKCð ÞX
X A+BΓKCð ÞT − rX

� �
< 0

sin θ A+BΓKCð ÞX +X A+BΓKCð ÞT� �
cos θ A+BΓKCð ÞX −X A+BΓKCð ÞT� �

cos θ X A+BΓKCð ÞT − A+BΓKCð ÞX� �
sin θ A+BΓKCð ÞX +X A+BΓKCð ÞT� �

" #
< 0

ð9Þ

It is easy to see from formula (9) that ΓK can be seen as a variable, which can
be defined as K* =ΓK ⋅K*, called combined control law, can be obtained from
solving formula (9), and the effectiveness factor can be obtained by some estimation
methods. Thus, the controller gain K can be solved by K =Γ − 1K*. The advantage
is that the combined control law can be designed offline. In-orbit satellite just needs
estimating the effectiveness factor Γ and adjusting the control law. This can reduce
computing greatly while ensuring excellent system performance.

4 Solution to Combined Control Law Based on BMI

Since formula (9) is not standard LMIs, the LMI toolbox in MATLAB is not
available. A new method is introduced to solve this problem as follows [13]:

Step 1: Let j=1, and take any initial combined control law K*
j =ΓK ∈ κ

Step 2: Let Aj =A+BK*
j C, solve the minimum problem with LMIs constraints

as follows:
min t: t, X1, X2, X3 subject to

AjX
j
1 +X j

1A
T
j + 2αX j

1 < tI

− rX j
2 − tI AjX

j
2

X j
2A

T
j − rX j

2 − tI

" #
< 0

sin θ AjX
j
3 +X j

3A
T
j

� 	
− tI cos θ AjX

j
3 −X j

3A
T
j

� 	

cos θ X j
3A

T
j −AjX

j
3

� 	
sin θ jX

j
3 +X j

3A
T
j

� 	
− tI

2
64

3
75 < 0

t> − ε1

X j
i > I, i=1, 2, 3

ð10Þ

where ε1 is a small positive number, such as 0.01.
The obtained minimum can be defined as tj =min t. If tj <0, and all the poles of

Aj lie in S α, θ, rð Þ, then K*
j is the required value and the output controller gain

K =Γ − 1K*
j ; otherwise return Step 1.
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Step 3: If tj ≥ 0, let Xi =Xj
i + δXi i=1, 2, 3ð Þ, K* =K*

j + δK*, and solve the
perturbation linearization minimum problem of formula (9) concerning X1,X2, X3,
K*

min t: δX1, δX2, δX3, δK* subject to

Aj + αI
� �

X j
1 + δX1

� �
+BδK*CX j

1

� �
+ *½ �T < tI

− r X j
2 + δX2

� �
− tI Aj X

j
2 + δX2

� �
+BδK*CX j

1

* − r X j
2 + δX2

� �
− tI

" #
<0

sin θ Aj X
j
3 + δX3

� �
+BδK*CX j

3

� �
+ *½ �T� �

− tI ψ12

* ð1, 1Þ

" #
<0

t> − ε1

− 0.2X j
i < δXi <0.2X j

i , i=1, 2, 3

δK*� �T
δK* < 0.16I

ψ12 = cos θ Aj X
j
3 + δX3

� �
− X j

3 + δX3
� �

AT
j +BδK*CX j

3 −X j
3 BδK*C
� �T� 	

ð11Þ

where *½ �T represents the same part as previous bracket. (1, 1) represents the same
part as the element (1, 1) of matrix.

Step 4: If tj− 1 − tj


 

> ε2, and j<N(N is the maximum number of iteration), then

let K*
j+1 =K*

j + δK*, j= j+1, and return Step 2; otherwise return Step 1.
Suppose that t0 is a large enough and positive number and ε2 is a small positive

number, such as 0.0001.
The algorithm above may converge to different local optimal point according to

different initial value. Therefore, it is necessary to verify that whether all the poles
of closed-loop system with combined control law K* lie in the expected region.
That whether K* is the global optimal point is not that meaningful. So there exist
many solutions for K*, just take any one of them.

5 Estimation of Actuator Failure Effectiveness Factor

Since Γ is a diagonal matrix while u kð Þ is a column vector, part of formula (5) can
be transformed as follows:

GΓu kð Þ=G
γ1

γ2
γ3

2
4

3
5 u1

u2
u3

2
4

3
5=G

u1
u2

u3

2
4

3
5 γ1

γ2
γ3

2
4

3
5=GUγ ð12Þ
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So system (5) transforms into the following system:

x k+1ð Þ=Fx kð Þ+GU kð Þγ+wd

y kð Þ=Cx kð Þ+ vd
ð13Þ

Based on bias-separated principle [6], a two-stage Kalman filter is used to
estimate the effectiveness factor. The idea is that the effectiveness factor is taken as
constant deviation to be estimated. The estimation result composes part of
fault-tolerant control.

The iterative process to solve the effectiveness factor is shown as follows:

(1) Estimation of the effectiveness factor

γk̂+1jk = γ ̂kjk
Pa
k+1jk =Pa

kjk
γ ̂k+1jk+1 = γ ̂k+1jk +Ka

k+1 yk+1 −Cxk̃+1jk −Hk+1jkγ ̂kjk
� �

Ka
k+1 =Pa

k+1jkH
T
k+1jk Hk+1jkPa

k+1jkH
T
k+1jk +CPx

k+1jkC
T +R

� 	− 1

Pa
k+1jk+1 = I −Ka

k+1Hk+1jk
� �

Pa
k+1jk

ð14Þ

(2) Unbiased estimation of state variable

xk̃+1jk =Fxk̃jk
Px
k+1jk =FPx

kjkF
T +Q

xk̃+1jk+1 = xk̃+1jk +Kx
k +1 yk+1 −Cxk̃ +1jk

� �
Kx

k+1 =Px
k+1jkC

T CPx
k+1jkC

T +R
� 	− 1

Px
k+1jk+1 = I −Kx

k +1C
� �

Px
k+1jk

ð15Þ

(3) Coupling relationship between state variable and the effectiveness factor

Mk+1jk =FMkjk +GU

Hk+1jk =CMk +1jk
Mk+1jk+1 =Mk+1jk −Kx

k +1Hk+1jk

ð16Þ

The effectiveness factor for multiplicative fault can be obtained by iterative
process above, which can be used to solve the required output controller gain.
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6 Simulation Verification

The satellite attitude dynamics model and a two-stage Kalman filter are built in
MATLAB to verify the effectiveness of algorithm above. The effectiveness factor
obtained from the two-stage Kalman filter and the combined control law are used to
solve the controller gain in real-time. The simulation parameters

(1) Satellite’s moment of inertial

I =
12.49 0.67 0.06
0.67 13.85 0.06
0.06 0.06 15.75

2
4

3
5

(2) Initial attitude angular velocity ω0 = 0.1 0.1 0.1½ �deg s̸
(3) Initial attitude angular α0 = 3 4 5½ �deg
(4) Orbit height H = 200 km
(5) Covariance matrices

W = diag 0.012 0.012 0.012 0.012 0.012 0.012
� �� �

V =0.12W

(6) Fault setting

Γ=
0.4

− 0.8
0.6

2
4

3
5

(7) Region pole assignment parameter setting

α=1.5, r=5, θ=
π

4

After applying algorithm above, the result is as follows:

K* =
− 31.8920 3.4354 − 12.3737 − 40.3101 2.5565 − 8.3189
− 2.6160 − 30.2464 10.9594 − 0.8283 − 41.5054 8.4730
10.4997 − 10.0078 − 28.7448 6.3435 − 6.4272 − 44.5035

2
4

3
5

If no measure is taken after fault occurs in the actuator, the satellite’s attitude
angle changes as Fig. 2. If fault-tolerant control above is adopted, the satellite’s
attitude angle changes as Fig. 3.
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Fig. 2 The satellite’s attitude angle if no measure is taken
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Fig. 3 The satellite’s attitude angle if fault-tolerant control is taken
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The estimation of effectiveness factor is as follows:

Γ=
0.3998

− 0.7998
0.6001

2
4

3
5

It is evident from Figs. 2 and 3 to draw the following conclusions. (1) Serious
multiplicative fault may lead to the attitude’s divergence. (2) After taking
fault-tolerant measure above, the closed-loop system’s performance is much better.
(3) Given more simulations, slight fault ð0< γ ≤ 1Þ will lead to degradation of
system performance, such as larger overshoot, longer setting time. But this will not
lead to the attitude’s divergence. The result of simulation above can effectively
demonstrate the effectiveness of the provided method.

7 Conclusion

This paper researches an integrated design of fault diagnosis and reconfiguration
method based on region pole assignment and two-stage Kalman filter. First, the
effectiveness factor and the controller gain are taken as a whole to design the
combined control law, and the BMIs produced by region pole assignment can be
effectively solved by the perturbation linearization method. The obtained combined
control law can ensure the closed-loop system with good performance. Then a
two-stage Kalman filter is used to estimate the effectiveness factor and the output
feedback control law is available now. This method combines the fault diagnosis
with design of control law, which ensures the real-time and rapidity performance.
At the same time, the combined control law can be designed offline, which greatly
reduces computing on orbit. Finally, the simulation demonstrates the effectiveness
of the provided method.
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Distributed Optimization Over
Weight-Balanced Digraphs
with Event-Triggered Communication

Xiaowei Pan, Zhongxin Liu and Zengqiang Chen

Abstract This paper extends the event-triggered communication in consensus
problems of multi-agent systems to the case of distributed continuous-time convex
optimization over weight-balanced digraphs. We address problems whose global
objective functions are a sum of local functions associated to each agent. We utilize
the event-triggered communication technique to reduce the communication load
and avoid Zeno behavior meanwhile. Based on Lyapunov approach, we prove that
the Zero-Gradient-Sum (ZGS) algorithm combined with the event-triggered com-
munication makes all agents’ states converge to the optimal solution of the global
objective function exponentially fast.

Keywords Distributed optimization ⋅ Zero-gradient-sum algorithm ⋅
Multi-agent system ⋅ Event-triggered ⋅ Consensus ⋅ Weight-balanced digraphs

1 Introduction

Distributed optimization based on multi-agent networks has attracted lots of
attention in recent years due to its wide applications in the real world, such as in
sensor networks [1], large-scale machine learning [2], and distributed parameter
estimation [3]. Those problems share a common feature that they all can be cast as
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an optimization problem with a global objective function described as the sum of
local functions, each of which is known only to one agent in the network. Agents
need cooperate to solve the problem.

Many algorithms have been proposed to tackle this kind of problem. In [4], the
distributed subgradient algorithm incorporating consensus-like protocol is proposed
to solve unconstrained problems (see also [5, 6]) for the first time. Projection
operator is applied to deal with constrained problems (see [7–9]) based on the work
in [4]. They are all implemented in discrete time. Recently, a few works on
continuous-time dynamics for distributed optimization are presented in [10, 11, 12,
13]. Those continuous-time algorithms can be analyzed via classical stability theory
such as Lyapunov approach. In [11], the authors solve an equivalent form of the
primal problem using the saddle points theory. The authors of [12] use sign
functions to design the control law. All agents reach consensus in finite time and
converge to the optimal solution together. The paper [13] designs an algorithm for a
high-order continuous-time system. However, continuous communication is needed
between neighbors in the realization process of the continuous-time algorithms. It
may result in great communication burden, occupy lots of computation capacity,
and also lead to masses of energy consumption. This is not desirable because each
node is usually equipped with limited energy resource.

Event-triggered communication has been widely studied in recent years, espe-
cially in multi-agent systems (see [14–17]), in which the communication process is
determined by the trigger condition with a prescribed threshold. However, only few
works have been done for incorporating event-triggered schemes into distributed
continuous-time optimization (see [18–21]). In [18], the authors add event-driven
strategy to the algorithm proposed in [4]. The paper [19] studies the discrete
communication in continuous-time algorithms based on the work of [11]. Both [20,
21] are built on the work in [10], while [20] takes a sample-based scheme with a
constant sample period, and [21] designs an event-triggered communication law
based on the idea from [16].

In this paper, in the first step, we combine the event-triggered scheme in [17]
with the Zero-Gradient-Sum algorithm (ZGS) in [10]. We prove that these com-
munication principles are well suitable for ZGS, with all states of agents converging
to the optimal solution exponentially fast. Furthermore, we observe that a variation
of the former event-triggered scheme can also be used in ZGS. The work [21] is
most related to ours here. What differs is that, in [21], it needs to continuously
monitor agents’ states in order to check the trigger condition constantly, while we
predict the next trigger time by solving optimization problems and only check the
trigger condition when needed. The trigger conditions are different, too. Our proof
is formulated almost the same as those in the literature, but in a different per-
spective, where we proceed without the assumption of receiving information from
out-neighbors and sending information to in-neighbors. By doing this, we see the
possibility to include event-triggered schemes in distributed continuous-time opti-
mization algorithms.

The rest of the paper is organized as follows: Sect. 2 presents preliminaries
and problem statement. Section 3 gives the algorithm with event-triggered
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communication and provides the proof of exponential convergence to the optimal
solution of the problem. Section 4 illustrates the algorithm’s behavior through
simulations. Finally, Sect. 5 concludes the paper.

2 Preliminaries and Problem Statement

This section presents some preliminaries and notational conventions. Let
R, R>0, R≥ 0, and Z>0 denote the set of real, positive real, nonnegative real, and
positive integer numbers, respectively. The transpose of a matrix A is AT. We let Rm

denote the set of m×1 real vectors, Rn× n denote n× n real matrices, and In denote
the identity matrix of dimension n. For two matrices A, B, we let A⊗B denote their
Kronecker product. For z∈R

m, zk k= ffiffiffiffiffiffi
zTz

p
denotes the standard Euclidean norm.

For vectors z1, . . . , zn, z= ½zT1 , . . . , zTn �T is the aggregated vector. Let ∇f and ∇2f
represent the gradient and the Hession of f, respectively.

2.1 Preliminaries

A digraph of n nodes is used to model a communication network. A weighted
digraph is defined as G≜ ðV, E,AÞ, where V = fυ1, . . . , υng is the set of nodes with
the node indices belonging to a finite index set I = 1, 2, . . . , nf g, E ⊆V × V is the
set of edges, and A= ½aij�n× n is the weighted adjacency matrix. Given an edge
ðυj, υiÞ ∈ E, we refer to υj as an in-neighbor of υi and υi as an out-neighbor of υj.
A path from υj to υi is an ordered sequence of edges with the form
ðυj, υj1Þ, ðυj1 , υj2Þ, ⋯, ðυjm , υiÞ, where j1, . . . , jm ∈ I , m ∈ Z>0. A digraph is
strongly connected if there is a path between any pair of distinct nodes. The weighted
adjacency matrix A ∈ R

n× n satisfies aij >0 if ðυj, υiÞ ∈ E and aij =0 otherwise.
The sets of in- and out-neighbors of a given node υi are defined as N in

i = fυj ∈
V j aij > 0g and N out

i = fυj ∈V j aji >0g, respectively. The in-degree matrix is
Din = diagfdin1 ,⋯, dinn g and the out-degree matrix is Dout =diagfdout1 , . . . , doutn g,
where dini = ∑n

j=1 aij and douti = ∑n
j=1 aji for i, j ∈ I . The weighted Laplacian

matrix L is defined as L=A−Din. For a strongly connected and weight-balanced
digraph, zero is a simple eigenvalue of L and L+ LT, and Ls = − ðL+LTÞ is positive
semidefinite. We order the eigenvalues of Ls as 0= λ1 < λ2 ≤ ⋯ ≤ λn.

Note: Here the definition of L is different, but it does not change the property of
L for weight-balanced digraphs except that there exists a minus. The reason why we
use Din to define L is that we disregard the assumption of receiving information
from out-neighbors and sending information to in-neighbors for each agent.
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Lemma 1 ([22]) A twice continuously differentiable function f :Rm →R is strongly
convex on R

m, if there exists a constant θ>0 such that, for ∀x, y∈R
m, the fol-

lowing equivalent conditions hold

f ðyÞ− f ðxÞ−∇f ðxÞTðy− xÞ≥ θ

2
y− xk k2,

ð∇f ðyÞ−∇f ðxÞÞT ≥ θ y− xk k2,
∇2f ðxÞ≥ θIm.

Lemma 2 ([23]) Assume f :Rm →R is a twice continuously differentiable strongly
convex function on R

n and a sublevel set S = fx∈R
m j f ðxÞ≤ f ðx0Þg, where x0 is a

suitable starting point such that S must be closed. From (1), S is bounded, i.e., S is
a compact set, then there exists a constant ξ>0 such that, for ∀x, y∈S, the fol-
lowing equivalent conditions hold

f ðyÞ− f ðxÞ−∇f ðxÞTðy− xÞ≤ ξ

2
y− xk k2,

∇2f ðxÞ≤ ξIn.

2.2 Problem Statement

Consider a network of n agents interacting over a strongly connected and
weight-balanced digraph G. Each agent i∈ I has a local cost function fi:Rm → R.

The goal is to minimize the global objective function which is FðxÞ= ∑
n

i=1
fiðxÞ,

where x ∈ R
m is the decision vector. To solve this problem in a distributed manner,

let each agent keep an local estimation of x denoted as xi for υi. So the problem is
equivalent to that all agents reach consensus on the optimal solution of FðxÞ finally.
Assumption 1 ([10]) For each i ∈ I , the individual function fi is twice continu-
ously differentiable, strongly convex with convexity parameter μi >0 and has a
locally Lipschitz Hessian ∇2fi.

Proposition 1 ([10]) With Assumption 1 , there exists a unique x* ∈ R
m such that

for any x ∈ R
m, Fðx*Þ ≤ FðxÞ and ∇Fðx*Þ=0.

Lemma 3 ([10]) Suppose A and B are two n× n positive semidefinite matrices, and
have the same null space Ω= fx jAx=0g= fx jBx=0g. Then, there exists a pos-
itive constant μ such that μA≤B.

Lemma 4 ([24]) For any x, y∈R, Young’s inequality states that, for any
η∈R>0, xy≤ 1

2η x
2 + η

2 y
2.

A standard assumption in the classical control theory is that the data transmission
required by the control or state estimation algorithm can be performed with infinite
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precision. However, due to the growth in communication technology, it is
becoming more common to employ digital limited capacity communication net-
works for exchange of information between system components.

3 Zero-Gradient-Sum Algorithm with Event-Triggered
Communication

In this section, we present our algorithm to solve the problem over strongly con-
nected and weight-balanced digraph. First, the continuous-time ZGS algorithm for
distributed optimization proposed by [10] is introduced as follows:

x ̇iðtÞ= ð∇2fiðxiðtÞÞÞ− 1uiðtÞ,
uiðtÞ= ∑

υj ∈N i

aijðxjðtÞ− xiðtÞÞ,

xið0Þ= x*i , i∈ I
ð1Þ

where xið0Þ is the initial state of agent i and x*i is the minimizer of fiðxÞ. This
algorithm is designed for undirected graphs, but we can extend it to the
weight-balanced digraphs (see [20]).

The execution of the aforementioned control strategy requires each agent
communicates with their neighbors continuously. This may result in great com-
munication burden, occupy lots of computation capacity, and also lead to masses of
energy consumption. Therefore, it is crucial to bring down the frequency of
unnecessary communication among agents.

3.1 Event-Triggered Communication Principles

The communication will be triggered at discrete time, if some predefined conditions
are satisfied. The sequence of event-triggered executions is denoted as
t jk

� �∞
k =1, j ∈ I . Meanwhile, the agents are triggered to update their controls. The

event-triggered control law is presented as uiðtÞ= ∑n
j=1 Lij xjðt jkjðtÞÞ, i ∈ I , where

kjðtÞ= argmaxk t jk ≤ t
� �

.
We say that agent υi is triggered at t= tik if υi renews its state and broadcasts the new

state xiðtikÞ to all its out-neighbors at the same time. Let xðtÞ= ½xT1 ðtÞ, . . . , xTn ðtÞ�T,
xîðtÞ= xiðtikiðtÞÞ and x ̂ðtÞ= ½xT̂1 ðtÞ, . . . , xT̂n ðtÞ�T, eiðtÞ= xîðtÞ− xiðtÞ and eðtÞ=
½eT1 ðtÞ, . . . , eTn ðtÞ�T, qiðtÞ= ∑n

j=1 Lij xjðtÞ− xiðtÞ
�� ��2 and q ̂iðtÞ= ∑n

j=1 Lij xĵðtÞ−
��

xîðtÞk2.
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The designed principles should be free from Zeno behavior. That is, no infinite
amount of communication events can occur during any finite period of time.
Inspired by the work [17], we combine the proposed scheme in the paper with the
distributed continuous-time optimization algorithm called ZGS.

The triggering condition is stated as follows: For agent υi, choose constants
γi ∈ ð0, 1Þ and 0< εi < θi

ffiffiffiffi
γi

p ð̸2 Liij jÞ. With ti1, . . . , tik , the following triggering
strategy is used to find tik+1.

(a) Let τik+1 =maxfτ≥ tik: giðeiðtÞÞ≤ 0, ∀t∈ ½tik, τ�g, where giðeiðtÞÞ= eiðtÞj j−ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γi

4 Liij j qîðtÞ
q

.

(b) If agent υi receives renewed information from its in-neighbors at some time
t ∈ ðtik, τik+1� and either t− tik < εi or giðeiðtÞÞ>0 is satisfied, then tik+1 = t.
Otherwise tik+1 = τik+1.

So, the control protocol with event-triggered communication is obtained as
follows:

uðtÞ= Lx ̂ðtÞ. ð2Þ

where uðtÞ= ½uT1 ðtÞ, . . . , uTn ðtÞ�T. The algorithm can be expressed in the following
matrix form by replacing the uiðtÞ in (1) with (2):

x ̇ðtÞ= ðΓðxðtÞÞÞ− 1ðL⊗ InÞx ̂ðtÞ,
xð0Þ= x*0,

ð3Þ

where ΓðxðtÞÞ=diag ∇2f1ðx1ðtÞÞ, . . . , ∇2fnðxnðtÞÞ
� �

.

3.2 Main Results

Theorem 1 Suppose that G is strongly connected and weight-balanced. Under
Assumption 1, with the algorithm above mentioned, we can get

(a) The states of all agents exponentially converge to the optimal solution x* of
the problem.

(b) In finite period of time, no agent will be triggered infinitely, i.e., the network is
guaranteed to avoid Zeno behavior.

Proof (a) The variable t is omitted for convenience and the proof is always the
same. Choose the Lyapunov function as

VðxÞ= ∑
n

i=1
ðfiðx*Þ− fiðxiÞ−∇fiðxiÞTðx* − xiÞÞ. ð4Þ
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The time derivative of V is

V ̇= ∑
n

i=1
ð−∇fiðxiÞTxi̇ − ð∇2fiðxiÞxi̇ÞTðx* − xiÞ+∇fiðxiÞTxi̇Þ

= ∑
n

i=1
ð∇2fiðxiÞxi̇ÞTðx* − xiÞ

= ðx*ÞT ∑
n

i=1
∇2fiðxiÞxi̇ − ∑

n

i=1
ð∇2fiðxiÞxi̇ÞTxi.

ð5Þ

From the designed control law, it is obvious that ∇2fiðxiÞxi̇ = ∑
n

j=1
Lijxĵ. So, the

first item of (5) equals that ∑
n

i=1
∇2fiðxiÞxi̇ = ∑

n

i=1
∑
n

j=1
Lijxĵ =0, according to the prop-

erty of the Laplacian L of weight-balanced digraphs. The second item of (5) is

∑
n

i=1
ð∇2fiðxiÞxi̇ÞTxi = ∑

n

i=1
ð∑

n

j=1
LijxĵÞTxi = ∑

n

i=1
∑
n

j=1
LijxTi xĵ = xTðL⊗ InÞx ̂.

So we get that

V ̇= xTðL⊗ InÞx ̂= ðx ̂− eÞTðL⊗ InÞx ̂
= x ̂TðL⊗ InÞx ̂− eTðL⊗ InÞx ̂
=

1
2
x ̂T½ðL+ LTÞ⊗ In�x ̂− eTðL⊗ InÞx ̂.

ð6Þ

Denoting 0< σ = sup fζ: ζLTL≤ − ðLT + LÞg and employing Young’s inequality
in the second item of (6), we have

− eTðL⊗ InÞx ̂≤ 1
4
x ̂T½− ðL+LTÞ⊗ In�x ̂+ 1

σ
eTe. ð7Þ

Invoking the triggering condition, it is straightforward that eij j≤
ffiffiffiffiffiffiffiffiffiffiffiffi
γi

4 Liij j qî
q

or

eij j=0.
For the first case, we have

1
σ
eTe=

1
σ
∑
n

i=1
eik k2 ≤ ∑

n

i=1

γi
4σ Liij j qî

≤
γmax

4σℓmin
∑
n

i=1
∑
n

j=1
Lij xĵ − xî
�� ��2

=
γmax

4σℓmin
∑
n

i=1
∑
n

j=1
Lijð xîk k2 + xĵ

�� ��2 − 2x ̂Ti xĵÞ

=
γmax

4σℓmin
x ̂T½− ðL+ LTÞ⊗ In�x ̂,

ð8Þ
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the last equation is obtained by using the property of the Laplacian L of
weight-balanced digraph.

Substituting (7) together with (8) for the second item in (6) yields

V ̇≤
1
2
x ̂T½ðL+ LTÞ⊗ In�x ̂+ 1

4
x ̂T½− ðL+LTÞ⊗ In�x ̂+ γmax

4σℓmin
x ̂T½− ðL+ LTÞ⊗ In�x ̂

= ð1
4
−

γmax

4σℓmin
Þx ̂T½ðL+LTÞ⊗ In�x ̂.

ð9Þ

If γmax
σℓmin

< 1, V ̇≤ 0.

For the second case, it is obvious that V ̇ ≤ 1
4 x

T̂½ðL+LTÞ⊗ In�x ̂ ≤ 0.
So what we get is that it means V ̇≤ 0 if γmax

σℓmin
< 1. From LaSalle’s invariance

principle, we deduce that all x ̂iðtÞ reach consensus on a constant vector π, i.e.,

lim
t→∞

xîðtÞ= π. Then lim
t→∞

qîðtÞ= lim
t→∞

∑n
j=1 Lij xĵðtÞ− xîðtÞ

�� ��2 = 0. So lim
t→∞

eiðtÞ=0

and lim
t→∞

xiðtÞ= lim
t→∞

xîðtÞ− lim
t→∞

eiðtÞ= π. From the algorithm (3) and the initial

values of xi, we get that ∇FðπÞ= ∑n
i=1 ∇fiðπÞ=0, which implies π = x*. Thus

lim
t→∞

xiðtÞ= x*.

Next, we will prove that all states reach consensus on the value x* exponentially
fast. For agent υi, we define the set

Si = fx∈R
m: fiðx*Þ− fiðxÞ−∇fiðxÞTðx* − xÞ≤Vðxð0ÞÞg,

and S =conv ð∪ i∈ ISiÞ, where conv denotes the convex hull. From Assumption 1,
Lemma 1, V ̇≤ 0 and (4), we get that S is convex and compact, and
xiðtÞ, x* ∈ Si ⊂ S, ∀t ≥ 0, i ∈ I . From Lemma 2, we get that there exists a posi-
tive constant ξi such that ∇2fiðxiÞ≤ ξiIn, ∀xi ∈S.

Based on the same derivation as in [10], we get

VðxÞ≤ xTðP⊗ INÞx, ð10Þ

where P= ½Pij�∈R
n× n is a positive semidefinite matrix given by

Pij =
ð12 − 1

nÞξi + 1
2n2 ∑

r∈ I
ξr, if i= j

− ξi + ξj
2n + 1

2n2 ∑
r∈ I

ξr, otherwise.

8><
>: ð11Þ

Note that P and − ðL+ LTÞ are both positive semidefinite with the same null
space: spanf1ng. Then, based on Lemma 3, there exists a positive constant ρ
defined as ρ= sup fμ: μP≤ − ðL+ LTÞg.

According to the former analysis, we get
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V ≤
1
ρ
xT½− ðL+LTÞ⊗ In�x

=
1
ρ
ðx ̂− eÞT½− ðL+ LTÞ⊗ In�ðx ̂− eÞ

=
1
ρ
x ̂T½− ðL+LTÞ⊗ In�x ̂+ 1

ρ
eT½− ðL+ LTÞ⊗ In�e+ 2

ρ
eT½ðL+LTÞ⊗ In�x ̂.

ð12Þ

We know that the matrix − ðL+ LTÞ is positive semidefinite, so is the matrix
− ðL+ LTÞ⊗ In. Obviously, the two matrices have the same largest eigenvalue,
denoted as λn. The second item of (12) is changed into

1
ρ
eT½− ðL+LTÞ⊗ In�e≤ λn

ρ
eTe

≤
λnγmax

4ρℓmin
x ̂T½− ðL+LTÞ⊗ In�x ̂.

ð13Þ

For the last item of (12), we make some transformation, that is

2
ρ
eT½ðL+ LTÞ⊗ In�x ̂= 2

ρ
½eTðL⊗InÞx ̂+ eTðLT ⊗ InÞx ̂�

≤
2
ρ
½1
2
x ̂T½− ðL+LTÞ⊗ In�x ̂+ 2

σ
eTe�

≤ ð1
ρ
+

γmax

ρσℓmin
Þx ̂T½− ðL+ LTÞ⊗ In�x ̂.

ð14Þ

Then the last inequality in (12) is reformulated as

V ≤ ð2
ρ
+

γmax

ρσℓmin
+

λnγmax

4ρℓmin
Þx ̂T½− ðL+LTÞ⊗ In�x ̂. ð15Þ

Let β= 2
ρ +

γmax
ρσℓmin

+ λnγmax
4ρℓmin

, for simplicity’s sake. Then

x ̂T½ðL+ LTÞ⊗ In�x ̂≤ −
V
β
, ð16Þ

Together with (9), we can obtain

V ̇≤ −
1
β
ð1
4
−

γmax

4σℓmin
ÞV . ð17Þ
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It follows that

VðxðtÞÞ≤ e− κtVðxð0ÞÞ, ð18Þ

where κ= 1
β ð14 − γmax

4σℓmin
Þ= ð14 − γmax

4σℓmin
Þ ð̸2ρ + γmax

ρσℓmin
+ λnγmax

4ρℓmin
Þ.

From (4) and Lemma 1, we have

VðxðtÞÞ≥ ∑
n

i=1

θi
2

x* − xi
�� ��2. ð19Þ

From (18), (19), and Lemma 2, we get

∑
n

i=1
x* − xi

�� ��2 ≤ 2
θmin

Vðxð0ÞÞe− κt

≤ ∑
n

i=1

ξi
θmin

x* − xið0Þ
�� ��2e− κt,

ð20Þ

where θmin =min θ1, . . . , θnf g.
We can conclude that the states of all agents converge to the optimal solution x*

of the problem exponentially fast.
The proof of in this part is based on the paper [17]. To start with, given trigger

times ti1 = 0,⋯, tik, for agent υi, if it does not receive new information from its
in-neighbors after tik , we know that tik+1 = τik+1. In this case, we have

eiðτik+1Þ
�� ��2 = γi

4 Liij j qîðτik+1Þ, and, together with the designed control algorithm, the

following result is obtained

eiðτik+1Þ
�� ��= xîðτik +1Þ− xiðτik+1Þ

�� ��= xiðτik+1Þ− xiðtikÞ
�� ��

=
Z τik+1

tik

ð∇2fiðxiðsÞÞÞ− 1 ∑n
j=1 LijxĵðsÞds

�����
�����

≤
Z τik+1

tik

ð∇2fiðxiðsÞÞÞ− 1 ∑n
j=1 aijðxĵðsÞ− xîðsÞÞ

��� ���ds

≤
1
θi

Z τik+1

tik

∑
j≠ i

LijðxĵðsÞ− xîðsÞÞ
�����

�����ds

≤
ffiffiffi
n

p
θi

Z τik+1

tik

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Lii ∑

j≠ i
Lij xĵðsÞ− xîðsÞ
�� ��2r

ds

≤
ffiffiffiffiffiffiffiffi
nLii

p
θi

ðτik+1 − tikÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
j≠ i

Lij xĵðtikÞ− xîðtikÞ
�� ��2r

=
ffiffiffiffiffiffiffiffi
nLii

p
θi

ðτik+1 − tikÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qîðτik+1Þ

q
.

ð21Þ
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Note that if ∑n
j=1 LijxĵðtikÞ=0, no trigger will ever happen since xi̇ðtÞ=0 and

eiðtÞ=0 for all t≥ tik . Then we get

τik+1 − tik ≥ θi

ffiffiffiffi
γi

p
2

ffiffiffi
n

p
Liij j . ð22Þ

Let ε0 =min ε1, . . . , εnf g, and U = T , T + 1
2 ε0

� �
. Next, we will prove that, for

agent υi, in any time interval of length 1
2 ε0, there exist at most n triggers. Without

loss of generality, let k0 be a positive integer which satisfies tik0 − 1 < T and tik0 ≥ T .
If there is no such k0, then there is no triggers in U.

If no information is received during the time period ðtik0 , tik0 + εiÞ, then from (22),
it holds that tik0 + 1 − tik0 ≥ εi ≥ ε0. Hence, there is only one trigger in U. Otherwise,
suppose at least one in-neighbor of υi triggers at some time in U, letting
t1 ∈ ðtik0 , tik0 + εiÞ be the first time when υi receives new information from its
in-neighbors after tik0 . Then, according to the second rule, we have tik0 + 1 = t1. There
exists a nonempty set of all agents triggered at t1, denoted by Q1.

If there are more triggers in U, let t2 be the next trigger time after t1. There must
be a nonempty set of agents triggered at t2, denoted by Q2, such that
Q1 ∪ Q2 − Q1 ≠ ∅. Actually, if not so, then t2 − t1 ≥ ε0 holds, which implies
t2 ∉U. That is, the cardinality of Q1 ∪ Q2 is not less than 2. Again in this way, let
tm be the m+1-th trigger time of υi and Qm be the set of agents triggered at tm. We
have ∪ m

b=1Qb ≥m. Since there is at most n agents in the network, we can conclude
that there are at most n triggers in U. Thus the proof is completed.

3.3 A Variation of Principles

In this section, we get a variation of the principles given above. We show that the
same results as Theorem 1 can be guaranteed and the proofs are similar as well. At
any fixed time s, given tp1, . . . , tph = tpkpðsÞ, for agent υp, pick γp ∈ ð0, 1Þ and 0< εp <

θp
ffiffiffi
γp

p
2 Lppj j , t

*
kpðsÞ = max

υj ∈N in
p

t jkjðsÞ. Event-triggered principles are given as follows:

(1) At time s= tph , check whether ∑
j=1

LpjxĵðsÞ=0 or not;

(2) If the checking result of (1) is true, then agent υp does not trigger and its state
remains constant until one of its in-neighbors triggers at time t> t*kpðsÞ, then

update time s= t and t*kpðsÞ, and go to step (1);

(3) If the checking result of (2) is false, then at time s, search τph+1, where

τph+1 =max fτ≥ s: xpðrÞ− xpðtphÞ
�� ��≤ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiγp

4 Lppj j qp̂ðt
*
kpðsÞÞ

q
,∀r∈ ½t*kpðsÞ, τ�g, and go

on to the next step;
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(4) In case that none of the in-neighbors of υp is triggered during the time interval
ðt*kpðsÞ, τ

p
h+1Þ, then υp triggers at time tph+1 = τph+1;

(5) In case that there exists one in-neighbor of υp triggers at time t∈ ðt*kpðsÞ, τ
p
h+1Þ:

if t− tph ≥ εp and gpðepðtÞÞ<0, then update time s= t and t*kpðsÞ, and go to step

(1); otherwise triggers at time tph+1 = t.

Theorem 2 Under the proposed principles above and keeping all other conditions
unchanged as before, the algorithm (3) guarantees that

(a) The states of all agents exponentially converge to the optimal solution x* of
the problem.

(b) In finite period of time, no agent will be triggered infinitely, i.e., the network is
guaranteed to avoid Zeno behavior.

Proof Theorem 2 can be seen as a variation of Theorem 1 due to the relation
between the two kinds of principles. The analysis is quite similar and we can get the
same convergence result as in Theorem 1, and the proofs progress alike. So we will
not give the proof here.

Remark 2 The event-triggered principles here do not change the convergence
results of the algorithm (3), because the requirements needed in the proof of
Theorem 1 are not affected. The main difference between the former and the latter
lies in (1) and (5). The latter includes the rule (1) to deal with the case when
∑
j=1

Lpj xĵðsÞ=0, which says no trigger happens at time s for agent υp, and there is no

need to calculate τph+1. The rule (5) aims to guarantee that gpðepðtÞÞ≤ 0, which
plays an essential role in the proof of Theorem 1 as well as Theorem 2.

4 Simulations

In this section, we present numerical simulations to illustrate the main results
proved in Sect. 3. Consider a multi-agent network with six agents and the com-
munication topology is shown in Fig. 1. The corresponding weight matrix A and
Laplacian matrix L are given by

A=

0 3 0 0 0 0
0 0 2 0 1 0
0 0 0 3 0 0
0 0 0 0 3 0
0 0 0 0 0 4
3 0 1 0 0 0

2
6666664

3
7777775
, L=

− 3 3 0 0 0 0
0 − 3 2 0 1 0
0 0 − 3 3 0 0
0 0 0 − 3 3 0
0 0 0 0 − 4 4
3 0 1 0 0 − 4

2
6666664

3
7777775
.
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The optimization problem is to minimize the objective function ∑
6

i=1
fiðxÞ. Let

each agent i have a local cost function defined as fiðxÞ= ðx− iÞ4 + 8iðx− iÞ2, and
fiðxÞ satisfies Assumption 1, for all i ∈ 1, 2, 3 , 4, 5, 6f g.

As shown in Fig. 2, states of agents reach consensus finally. Figure 3 says that
control inputs of agents go to zero eventually. Figure 4 indicates that the mea-
surement error eiðtÞk k = xîðtÞ− xiðtÞk k converges to zero for all agents. Figure 5
shows that no Zeno behavior happens with the proposed principles.
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5 Conclusions

This paper combines the event-triggered communication in consensus problem of
multi-agent system with distributed continuous-time convex optimization algo-
rithms over weight-balanced digraphs. We address the problem whose global
objective function is a sum of local functions associated to each agent. We utilize
the event-triggered communication technique to reduce the communication load
and avoid Zeno behavior meanwhile. Based on Lyapunov analysis approach, we
prove that the Zero-Gradient-Sum (ZGS) algorithm with the event-triggered com-
munication makes all agents’ states converge to the optimal solution of the global
objective function exponentially fast.
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A Novel Safety Assessment Approach
Based on Evolutionary Clustering
Learning

Yi Chai, Zhaodong Liu, Hongpeng Yin and Yanxia Li

Abstract The safety risk assessment is a structured and systematic methodology
aiming at enhancing the complex engineering system safety. It has been gradually
and broadly used in the industrial process control system nowadays around the
world. In this paper, a novel safety assessment approach based on evolutionary
dictionary learning and fault tree analysis for the complex engineering system is
proposed. First, historical signals are utilized to conduct the clustering learning
dictionaries by norm similarity matching model and patch-based evolutionary
dictionary learning algorithm. Second, the support vector machine method is
employed to identify and reflect the normal and fault operating states. Third, an
improved safety risks method is proposed to reflect the probable hazards of different
faults on the basis of the fault tree analysis. Finally, this processing on online
signals is to offer an effective safety assessment index and update the evolutionary
dictionaries and safety routing metrics. The related experiments are constructed to
demonstrate that our proposed approach can achieve high performance.

Keywords Safety risk assessment ⋅ Evolutionary dictionary learning ⋅ Support
vector machine

1 Introduction

In the complex engineering systems, the ultimate principle of safety assessment
mainly evaluates the failure risk, failure probability, and identifies the measurement
of possible hazards. The unexpected hazardous accidents may cause huge economic
losses, environmental contamination, and human injuries, due to component
degradation, exogenous changes, and operational mistakes. The research of
resolving safety problems draws many attentions of experts and scholars. In the last
decades, many variations of technologies, including data-driven based and
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model-driven safety assessment methods, have been proposed. However, there are
still many open-ended problems of safety assessment in the complex engineering
systems.

In a real-world application, the growth of measured data has imposed an
increasing need on data-driven based safety assessment methods for proactive
maintenance scheme under dynamic operational and environmental changes.
Probabilistic Risk Assessment (PRA) is a comprehensive, structured, and logical
analysis method aimed at identifying and assessing risks. Many PRA approaches
have been exploited, including failure modes and effects analysis (FMEA), infor-
mation fusion based safety assessment method, fault tree analysis (FTA), and sta-
tistical probability method [1–3]. The conventional safety assessment approaches
could effectively instruct the evaluation process of safety risk and offers an assistant
decision-making for the complex engineering systems.

However, in real applications, data information from the complex engineering
systems is not only collected over a period of time, but also the relationship
between data points can change over that period. It is natural to expect that the
measurement and evaluation of safety risks should reflect the change over a series
of time steps. In this paper, a novel safety assessment approach based on evolu-
tionary dictionary learning and fault tree analysis is proposed. First, historical
signals are utilized to generate the representation dictionaries by evolutionary
dictionary learning algorithm. Second, the support vector machine method is
employed to separate the normal and fault operating conditions. Thirdly, according
to the fault tree analysis of complex system, an improved safety risks method is
proposed to reflect the probable hazards of different faults. Finally, this process on
online signals is to offer an effective safety assessment index, update the repre-
sentation dictionaries and safety routing metrics.

2 The Safety Assessment Method

Many of the safety assessment and prognosis methods used in the current complex
engineering systems have been incorporated into safety pre-warning scheme. Their
associated hidden variables indicate some important process behaviors of the
complex system. Furthermore, the relationship between the variables and moni-
toring parameters may be changed and evolved over a series of time steps. Thus,
how to measure the serious consequences of various failures, and compute the
probability of occurrence remains an open-ended problem. This paper proposes a
novel safety assessment approach to solve these problems. The framework of the
proposed safety assessment method is shown in Fig. 1.
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2.1 The Dictionary Learning Algorithm and SVM

There are many monitoring signals in the complex engineering systems. How to
represent these signals and reflect the operating state is a critical step. In this
section, the representation and classifying algorithms, the evolutionary dictionary
learning method and Support Vector Machines (SVM), are illustrated in details.
Consider the monitoring signal acquisition model

X =DZ + ε ð1Þ

where, X ∈RN is the discretized signals, Z ∈RM is the acquired k-space features,
D∈RM ×N is the dictionary operator, and ε is the noise vector. A typical algorithm
attempts to solve the following problem:

bX = arg min
x
f1
2

X −DZk k2 + λ Zk k1g, ð2Þ

where λ is the regularization parameter, ∙k k is the standard Euclidean norm. In
practice, a guide signal can be separated by patches. Given the signal patches
X = x1,⋯, xi,⋯f g, one can formularize Eq. (2) as:

xî =arg min
xi

f1
2

xi − dizik k2 + λ zik k1g ð3Þ

It might be worth noting that when the feature dimension is large, solving the
lasso problem is very time-consuming. In this work, the proposed algorithm
assumes that a guide signal is available to give a good estimate of nonlocal simi-
larity for signal patches. This nonlocal similarity information is integrated as prior

Original Signals

Normal pressure signal

Pressure fault signal

...

Normal Vibration signal

Normal 1 Fault 1 Normal n

...

Kernel Space

Historical/online data evolutionary clustering learning

... ... ...
Mapping

Normal Feature  
Vector

...

Fault Feature 
Vector

...

Dictionary
Learning

NoUpdate Dictionary

Define Safety Level  & 
Routing Metrics

Safety
Assessment

Dictionary

...
Dictionary Dictionary1ND 1FD NnD

Pre-pressing

SVM 
(1-vs-1)

Accuracy

Degree of Safety:1Good Condition
: 2Normal

: 3Minor Fault
: 4Severe Fault

Risk Assessment

M

Yes

No

Update

Online Signal

...
Dictionary
Learning

L L

Fig. 1 Block diagram of the proposed method
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information into the proposed patch-based nonlocal operator. Patch grouping is
shown in Fig. 2.

For a given signal X ∈ RN , we decompose it into patches with fixed size L × 1.
The νj group of signal patches is denoted as Fνj , where νj stores the index of
patches. Let D2d be a 2-dimension transform, we define the nonlocal operator as

Aj =D2dFvj ð4Þ

An optimal grouping is that

zj =Ajxi ð5Þ

The adjoint operator AT
j is AT

j =FT
vjD

T
2d and it satisfies

∑
j
AT
j Aj =O= o ⃗1 . . . o ⃗n . . . o ⃗N½ �T ð6Þ

The invertibility of O requires that each patch must be contained in at least one
group. Similar patches are grouped to produce sparse coefficients since it shows
great potentials to represent the original signal, as shown in Fig. 3. For a search

(a) (b) (c)

Fig. 2 Group signal patches. a A signal; b four groups; c group dimension

TT

T
Ω

D
ecreasing in   norm

 distance
2 l

(a) (b) (c)

Fig. 3 Illustration of the similar patches found via block matching and the sparisity results. a A
search region Ω and the reference patch T; b similar patches found by the l2 norm distance.
c 2-dimension array stacked from the similar patches
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region Ω and the reference patch T, the similarity between the reference patch and a
candidate patch is measured by l2 norm distance

cðT , αÞ= Tðf ,LÞ− αðf ,̂LÞ�� ��
2 ð7Þ

In the following section, we will illustrate the dictionary learning processing by
KSVD in details [4]. For simplicity, we shall assume that all signals have the same
co-rank k− L. Our goal is to find the dictionary giving rise to these signals.
Assuming an initial estimation D0 of the analysis operator, the optimization scheme
is based on a two-phase block-coordinate relaxation approach. The detailed
description is provided in Algorithm 1.

Next, SVM is employed to identify the intact and contingent operating states [5].
The most common cases of nonlinear SVM are soft margin SVM (l1-SVM) and l2-
SVM. In this paper, l2-SVM is used to identify the safety case. The objective
function of the corresponding optimal separating hyper plane of l2-SVM is:

min
w, b, ξ

1
2
ATA+C ∑

N

i=1
ξi s.t. yiðATΦðhiÞ+ dÞ≥ 1− ξi for i=1, . . . , N ð8Þ

where A is an m-dimensional vector, d is a constant. C is the penalty coefficient.
ξiðA, hi, yiÞ= ðmax ð0, 1− yiATAhiÞÞ2 is the loss function. In brief, SVM is a
contemporary machine learning tool, which has quickly evolved as an active area of
research for its theoretical foundation.
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2.2 The Measurement of Safety Assessment

In the safety assessment framework, fault tree analysis is the first and crucial
step. The fundamental concept in fault tree analysis is the translation of a physical
system into a structured logic diagram. TOP events are taken from a preliminary
hazard analysis, however, informal it was; these events are usually strongly
undesired system states. This logic diagram is constructed using the event symbols
and logic symbols in Fig. 4.

Generally, a general fault tree analysis [1–3] is comprised of four steps: System
definition, Fault tree construction, Qualitative Evaluation and Quantitative Evalu-
ation. As shown in Fig. 4, the local model represents the combinations of events
which lead to the top undesirable event. The top event can be expanded as:

Ttop− event =Eintermediate− event ∪ ðor ∩ ÞXCevent ∪ ðor ∩ ÞXDevent

=XAevent ∪ ðor ∩ ÞXBevent ∪ ðor ∩ ÞXCevent ∪ ðor ∩ ÞXDevent

ð9Þ

Given px, the failure probability of Xi, the failure probability of top event T is:

PTðpx1 , px2 , px3 , px4Þ=1− ð1− px1px2Þð1− px3px4Þ ð10Þ

Given the probability of evolution of fault classification qxi and the probability of
basic event pxi , the safe degree of safety assessment can be defined as:

S= ð1− qx1px1Þ× ð1− qx2px2Þ×⋯⋯× ð1− qxnpxnÞ ð11Þ

Meanwhile, the probability of evolution of fault classification is
qxi =

1
i− 1 ∑i− 1 ðqx1 + qx2 +⋯qxi− 1Þ. The evaluation values D from expert are

divided into five levels according to the condition attributes and frequency. The
weights w are conducted via expert experience and hazard rating as shown in
Table 4. Therefore, the index of safety risk can be defined as:

Intermediate
Event E

E

Top Event

Top_Event

Event C

C

Event D

D

Event A

A

Event B

B

−•

−•

Fig. 4 The typical fault tree
structure and symbols
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T =
1
5
∑
N

i=1
wiDi ð12Þ

In this paper, we will use the hydraulic system as an example to demonstrate the
effectiveness of our proposed safety assessment framework, which are intuitively
displayed in the following section.

3 Experiments and Analysis

In this paper, a novel safety risk assessment algorithm based on evolutionary dic-
tionary learning and fault tree analysis for the complex engineering systems is
proposed. All the experiments are implemented in Matlab 2010a and on a Pentium
(R) 2.5 GHz PC with 2.00 GB RAM. The source data are utilized to test and verify
the performance, which are obtained from http://splab.cz/en/download/databaze/
multispec.

In this work, the historical signals and online data are patched by a l2 distance
model, as shown in Fig. 3. The separated patches are used to generate the clustering
dictionaries via KSVD. The combination of different signals can reflect the oper-
ational states of the hydraulic system. The learning dictionaries and features are
shown in Fig. 5.

Normal Signal Fault Signal 1 Fault Signal 2

Normal Signal Feature Fault Signal Feature 1 Fault Signal Feature 2

Fault Signal 3

Fault Signal Feature 3

Normal Dictionary Fault Dictionary 1 Fault Dictionary 2 Fault Dictionary 3

Fig. 5 The learning dictionaries and signal features
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As shown in Fig. 5, various signals are used to generate different dictionaries by
patches-based KSVD learning algorithm. Furthermore, the representing features are
clearly distinguishable under the different building dictionaries. Therefore, the
classification rates of different signals for various operating states with high accu-
racy are obtained by SVM, which can be shown in Table 1.

As shown in Table 1, the operating states can be effectively identified by SVM
method. It can also achieve a fast speed. Given these, in order to offer an intuitive
display to the index of safety assessment, we turn to describe the main part of the
safety risk assessment approach based on fault tree analysis. The minimal cut sets,
minimal path sets, and the common cause failures can be acquired. The minimal cut
sets include: X1, X2, X3f g, X4, X5, X6f g and X7, X8, X9f g. Therefore, the minimal
cut sets and their representative sequential pattern are shown in Table 2.

As mentioned above, the probability of basic events is a key indicator to measure
the safety risk assessment for the hydraulic system. In this work, we define our
probability of the basic events to consult the reference [2] from NASA, which are
acquired by statistics from amount of the complex industrial systems. Therefore, the
probability of basic events can be shown in Table 3.

In addition, the logic gates are all OR gates according to the definition of
symbol. When integrating the probability and the minimal cut sets, the safe-degree
of the hydraulic system can be computed as:

S= ∑
3

i=1
ð1− qiPiÞ = 0.99984 ð13Þ

It is nature that the hydraulic system has small fault probability with high per-
formance. The evaluation values from expert are divided into five levels
ð1: weak; 2: weaker; 3: middle: 4: stronger; 5: strong). The weights are conducted
via expert experience and hazard rating as shown in Table 4.

Table 1 The classification
rates of different signals by
SVM

Signals Train Test Accuracy (%) Time (s)

Normal 44800 4800 94.55 29.5893
Fault 1 4800 98.50 17.7595
Fault 2 4800 97.45 18.1528
Fault 3 4800 97.03 15.0764

Table 2 The minimal cut sets and their representative sequential pattern

Pattern Minimal cut
sets

Events

1 X1, X2, X3f g Filter with dirt + the insecure between pump body and
cover + the rollback of electric joint slack → pressure fluctuation

2 X4, X5, X6f g The looseness of pump gear + the leak of oil seal + the abnormal
of pressure vingve → fuel shortage

3 X7, X8, X9f g The looseness of bearing cap + the fracture malfunction of driving
shaft + oil overheat → pump vibration
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In this work, we assume that the three intermediate events ðS1, S2, S3Þ lead to the
pump failure of the hydraulic system. Therefore, the safety risk index of the
hydraulic system can be computed as:

T =
1
5
∑
3

i=1
wiDi =

1
5
ð0.38+ 0.27+ 0.45Þ×4= 0.8 ð14Þ

The index demonstrates that the hydraulic system has a high hazardous grade. In
real applications, security and stability control measurements should be done for the
hydraulic system.

4 Conclusions

This paper proposes a novel safety assessment approach for the complex engi-
neering systems to measure the serious consequences of various failures, and
compute the probability of occurrence. First, when running against the historical

Table 3 The probability of basic events

Number Basic events Probabilities

Event 1 The filter with dirt p1 = 0.000005
Event 2 The insecure between pump body and cover p2 = 0.000005
Event 3 The rollback of electric joint slack p3 = 0.0000074
Event 4 The looseness of pump gear p4 = 0.0000036
Event 5 The leak of oil seal p5 = 0.0000085
Event 6 The abnormal of pressure vingve p6 = 0.0000091
Event 7 The looseness of bearing cap p7 = 0.0000028
Event 8 The fracture malfunction of driving shaft p8 = 0.000001
Event 9 The oil overheat p9 = 0.000008

Table 4 The weights via
expert experience and hazard
rating

Subsystem S1 S2 S3
Weights 0.38 0.27 0.45

CX1 4 2 2

CX2 5 1 3
CX3 4 2 2

CX4 1 5 2

CX5 2 4 3

CX6 3 4 3

CX7 2 2 5
CX8 1 2 4

CX9 2 2 4
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signals, the clustering learning dictionaries of normal and failure states can be
obtained by evolutionary dictionary learning algorithm and KSVD. Meanwhile, the
metrics of safety risk are constructed by analyzing fault tree and the risk probability.
Second, the online signals are employed to update the representation dictionaries,
and the metrics of safety assessment. This novel approach is not limited to the
complex engineering systems. It also can extend to the other applications.
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Quantified Living Habits Using RTI Based
Target Footprint Data

Weijia Zhang, Zhichao Tan, Guoli Wang and Xuemei Guo

Abstract Providing personalized healthcare for elders is more and more necessary

in aging society. It is the premise to quantify their living habits properly. In this paper,

a classification algorithm is used to transform footprints of elder into daily activities

by combining point of interest. A concept of activity matrix and vector is proposed to

quantify daily life, and then a clustering algorithm based on similarity is put forward

to realize abnormal behaviors recognition. Finally, a experiment is given to illustrate

the effectiveness of the proposed methods.

Keywords Indoor target localization ⋅Quantified self ⋅Abnormal behaviors analy-

sis ⋅ Radio Tomographic Imaging

1 Introduction

With the aging society coming, the demands on personalized healthcare for daily

living of elder becomes increasing [1, 2], which invokes for more intelligent tech-

nologies accordingly. Quantified daily living and abnormal behavior analysis are the

fundamental yet important components of elder healthcare. Footprint data of elder

are essential cues characterizing their living habits, which fully involves spatial–

temporal information about daily living events, thus can offer the healthcare status of

elder behind these events and play an indispensable role in elder healthcare applica-

tions. More importantly, the indoor footprints of elder are the natural consequences

of their daily activities without any interference, therefore, they can be collected

anytime with the guaranteed completeness as well as the stability. In addition, the
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concise and simple structure of the footprint data benefits the storage, transmission,

processing as well as analysis in an efficient fashion. Moreover, raw footprint data are

less privacy concerns with the desirable robustness to indoor environment changes,

thus their applicability is more ubiquitous.

This paper focuses on exploring the use of target-induced RF shadow fading

image in quantified daily living and abnormal behavior analysis for elder health-

care. The aim of this study is to build a novel paradigm of modeling living habits

and detecting and recognizing abnormal behaviors. We propose a classification algo-

rithm to transform footprints into daily activities with quite mild assumptions, and

then put forward a concept of activity matrix and vector for quantified living habits.

By clustering activity vectors, we achieve abnormal behavior recognition.

2 Classification Algorithm Based on POI

2.1 Point of Interest

The human activity has a close relationship with the area where he or she is in.

Thus, it is the basis of activity recognition by connecting human activity with the

context of environment. For example, sitting at a desk is likely to show that the person

is reading, and sitting on a sofa is likely to show that the person is watching TV.

In general, all human activities are performed in the certain area. To simplify the

problem, this paper assumes that the activities in an area are all direct with unique

meanings. For example, a person sitting at a desk is most likely to read book. A

person sitting at a dinner table is most likely to have a meal.

In order to achieve activity recognition, it is important to divide the indoor envi-

ronment into different areas. Thus, we put forward a concept of point of interest

(POI) [3], which is an area used to perform activity of daily life (ADL) [4, 5]. For

example, people sitting at the desk are most likely to read book, so the desk can be

identified as the POI. A house as an example is shown in Fig. 1. The house contains

10 POIs are marked in red circle. Dinner table and kitchen are regarded as the same

POI because both of them are corresponding to dining.

2.2 Footprint Classification

Footprints of people are a series of coordinates who involve spatial–temporal infor-

mation about daily activities, which mainly include still footprints and moving foot-

prints. Still footprints are the footprints that people stay at certain POI and mov-

ing footprints are the footprints that people walk between two different POIs. This

paper basically focuses on the former. A preprocessing method called threshold clas-

sification is proposed to obtain still footprints, which compares distance between
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Fig. 1 The house with POIs

coordinates of adjacent footprint with the threshold computed in advance. For exam-

ple, if the former is greater than the latter, footprints are recognized as moving foot-

prints, otherwise, they are still footprints. The threshold is obtained as follows:

𝜀 = 1
N

N∑

i=2

[(
xi − xi−1

)2 +
(
yi − yi−1

)2
]

(1)

where N is the number of footprints, xi and yi are the abscissa and ordinate of the ith
footprint respectively.

Generally speaking, still footprints that represent the same daily activity belong to

the same POI, i.e., the coordinates of still footprints are close to the central coordinate

of the corresponding POI. Thus, in this paper, k-means clustering algorithm [6] is

used to classify still footprints. For k-means clustering algorithm, cluster number and

mean of each cluster are important parameters which need to be trained. However, for

the task of footprint classification, cluster number can be seen as number of POIs,

and mean of each cluster is equal to central coordinate of the corresponding POI,

both of them can be obtained without training.

3 Quantified Living Habits and Abnormal Behaviors
Analysis

For an elder who has a regular daily life, he or she is used to perform the same

behavior during similar period everyday. Thus, abnormal behaviors can be defined as

sudden change of daily life, e.g., sleeping more time than usual may indicate physical

or mental discomfort.
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Fig. 2 The histogram of activity matrix

3.1 Quantified Living Habits

In this paper, activity matrix and vector is proposed to quantify living habits. Activity

matrix describes the distribution of time spent when people stay at various POIs at

every hour in a day. Activity vector describes accumulate time distribution of various

POIs in a day.

In order to understand the concept of activity matrix and vector intuitively, this

paper draw two histograms of them based on the house shown in Fig. 1. For instance,

a histogram of activity matrix for an elder is shown in Fig. 2. As we have seen, the

elder is in bed from about 10:00 p.m. to 6:00 a.m., which means he or she is sleep-

ing. A histogram of activity vector can be seen in Fig. 3, which shows time spent in

various POIs in a day, and the unit of the time is minutes.

3.2 Abnormal Behaviors Analysis

In general, for an elder who lives regularly, he or she is in normal condition much

longer than abnormal condition, and foundation of abnormal behaviors recognition

using activity vectors is to classify the high similarity as a class and the low similarity

as the other. Thus, we can believe that the class of vectors with high similarity and

large quantity can be recognized as normal while the other with small quantity is

abnormal.
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Fig. 3 The histogram of

activity vector

Activity vector indicates the time distribution at various POIs, and the distance

between two vectors can be used to describe the similarity of activity vectors. The

closer the vectors are, the higher the similarity is. In this paper, four distance formulas

are proposed as follows:

3.2.1 Euclidean Distance

The Euclidean distance is usually definition of distance, which reflects the true dis-

tance between two vectors in n-dimension space. Assuming that there are two vectors

X and Y , the Euclidean distance between X and Y is defined as

DEuclidean (X,Y) =

√
√
√
√

n∑

i=1

(
xi − yi

)2
(2)

3.2.2 Mahalanobis Distance

The Mahalanobis distance is used to indicate the covariance distance, which can

calculate similarity between two unknown sample sets. The Mahalanobis distance

between two vectors X and Y in n-dimension space is defined as

DMahalanobis (X,Y) =
√

(X − Y)TΣ (X − Y) (3)

where Σ denotes covariance matrix, it is defined as follows

Σ = Cov (X,Y) = E
{
[X − E (X)] [Y − E (Y)]T

}
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3.2.3 Block Distance

The block distance is the sum of the lengths of the projections of the line segment

between the vectors onto the coordinate axes [7]. It is defined as

DBlock (X,Y) =
n∑

i=1

|
|xi − yi|| (4)

3.2.4 Minkowski Distance

The Minkowski distance between two vectors X and Y defined as

DMinkowski (X,Y) =
p

√
√
√
√

n∑

i=1

|
|xi − yi||

p
(5)

This paper cluster the activity vector based on the above distance formulas. Clus-

tering effect is different when using different distance formula. Thus, cophenetic

coefficient is used to describe the clustering effect, it is defined as

c =
∑

i<j
(
Yij − y

) (
Zij − z

)

√
∑

i<j
(
Yij − y

)2 ∑
i<j

(
Zij − z

)2
(6)

where Y denotes the distance between each vector, and Yij is the element of Y . Z
denotes clustering matrix, and Zij is the element of Z, y and z are the mean value of

Y and Z respectively. This paper define CE, CMa, CB and CMin as the cophenetic coef-

ficient to represent the clustering effect when using Euclidean distance, Mahalanobis

distance, Block distance, and Minkowski distance to cluster respectively.

4 Experiment and Results Analysis

The experimental indoor environment is shown in Figs. 4 and 5, which is located

in room 421 of our Electronics and Information Engineering Building. Sixteen RF

nodes are located around a 4.8 m × 5 m rectangle sensing area. There exist a desk

and a bed inside the sensing area, and other heavy obstructions outside. The height

of the nodes is 1 m.

In the experiment, the desk and the bed are regarded as the POI in the sensing

area, and we define three common daily activities which contain sleeping, reading,

and walking indoors. A series of simulations of daily life based on the three activities

are designed to illustrate feasibility of the methods proposed in this paper. Without

loss of generality, we regard 2 min in the experiment as a day in the reality. Each sim-
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Fig. 4 The experimental

environment

Fig. 5 The platform of

experimental environment

ulation lasts 2 min, and during each two-minute simulation, a person as an example

would perform the three activities regularly. 15 two-minute simulations are made to

represent daily life of an elder in half a month.

4.1 Classification of Footprint

In the experiment, footprint data is generated per second by running RF positioning

system. Thus, each two-minute simulation has 120 footprints in all, which include

still footprints and moving footprints. Footprints of a simulation are shown in Fig. 6.

Still footprints and moving footprints can be obtained using threshold classification

algorithm proposed, both of them are shown in Fig. 7a, b. From Fig. 7a, b, we can see

that all footprints close to central coordinate of POIs are identified as still footprints,

while a few footprints that move slowly are identified as still footprints incorrectly.

Overall, the algorithm of classification is with high accuracy.
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Fig. 6 Raw footprints

(a) Still footprints (b) Moving footprints

Fig. 7 Classified footprints

In the experiment, moving footprints only represent that the person is walking

indoors, while still footprints contain footprints in bed and footprints beside the desk,

which indicate sleeping and reading respectively. The two kinds of footprints can

be separated using k-means clustering algorithm proposed. POIs central coordinate

is able to be measured before the experiment, e.g., if the POI is desk, its central

coordinate can be seen as barycentre coordinate of the rectangle. Then, k-means

clustering algorithm is used to cluster still footprints, the result is shown in Fig. 8.
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Fig. 8 Footprints after

clustering
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4.2 Clustering of Activity Vector

Based on the fact that footprint data is generated per second, we can count number

of footprints at different POIs to obtain time spent in corresponding activities. Foot-

prints of a two-minute simulation can be transformed into an activity vector. Then

the Euclidean distance, Mahalanobis distance, Block distance, and Minkowski dis-

tance between each activity vector should be calculated to determine the similarity

among the vectors. After clustering activity vectors based on similarity, the cophe-

netic coefficient proposed is used to evaluate the clustering effect of the four distance

formulas proposed above. We can get CE = 0.9673, CMa = 0.9046, CB = 0.9703,

CMin = 0.9673. Then we find out that the clustering effect of block distance is the

best, and the clustering tree based on block distance is shown in Fig. 9. The X-

axis represents the number of activity vector, and the Y-axis represents the distance

between the vectors. From Fig. 9, we can see that the distance between 8th and 9th

activity vector is relatively small, but the distance between them and others is large.

Then we can draw a conclusion that the elder is in abnormal condition during 8th

and 9th simulation while he is in normal condition during others.

4.3 The Evaluation of Abnormal Behavior

After recognizing the abnormal behaviors, further study must be done to find rea-

son why abnormal behaviors happen. Thus, an abnormal degree is put forward to

describe the degree of abnormal behavior deviating from the corresponding normal

behavior. The abnormal degree is defined as follows:
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Fig. 9 Clustering tree
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Ai =
Wi −M

M
(7)

M = 1
m

m∑

i=1
Vi

where Vi denotes the ith activity vector in normal condition, Wi denotes the ith activ-

ity vector in abnormal condition. M denotes the mean of activity vectors in nor-

mal condition, m denotes the number of activity vectors in normal condition, In this

paper, m = 13. The results are as follows:

M = [61.69, 29.23, 29.23]

A8 = [0.42,−0.45,−0.45]

A9 = [0.47,−0.48,−0.52]

From the 8th and 9th abnormal degrees, we can find out that increase of sleeping

and decrease of reading and walking indoors are the causes of abnormal behaviors.

Specifically, in the 8th and 9th simulation, time spent in sleeping is increased by 42 %

and 47 % respectively; time spent in reading is decreased by 45 % and 48 % respec-

tively; and time spent in walking indoors is decreased by 45 % and 52 % respectively.

We can infer reasonably that the elder may suffer from some diseases in these sim-

ulations. Thus, it is helpful for nursing staff to provide more appropriate services.
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5 Conclusions

We have addressed the problem of recognizing the abnormal habit of elders, which

is an important foundation to provide more appropriate services for them. Our main

contribution is introducing a concept of activity matrix and vector to quantify daily

activities, and proposing a method to detect abnormal behaviors properly by cluster-

ing activity vectors. An experiment using real footprint data obtained by RF local-

ization system are made to verify effectiveness of the methods.
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Appendix 1: Radio Tomographic Imaging (RTI): Loss Model

A wireless sensor network with objects using radio frequency (RF) nodes is shown

in Fig. 10a. In RF sensor network, the received signal strength (RSS) yi(t) of link i
at time t is described as [8]

yi(t) = Pi − Li − Si(t) − Fi(t) − ni(t) (8)

where Pi is transmitted power, Si is shadowing loss due to objects who attenuate the

signal, Fi(t) is fading loss that occurs from constructive and destructive interference

of narrowband signals in multipath environment, Li is static losses due to distance,

antenna patterns, etc. ni(t) is measurement noise, and the unit is decibels.

The shadowing loss Si(t) can be approximated as a sum of attenuation that occurs

in each voxel. Since the contribution of each voxel to the attenuation of a link is

different for each link, a weighting is applied. it is described as

(a) RF sensor network (b) Weight model

Fig. 10 RTI model
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Si(t) =
N∑

j=1
wijxj(t) (9)

where xj(t) is the attenuation occuring in voxel j at time t, and wij is the weighting of

pixel j for link i
Imaging only the changing attenuation simplifies the problem, since all static

losses can be removed over time. The change in RSS 𝛥yi from time ta to tb is

𝛥yi =
N∑

j=1
wij𝛥xj + 𝛥Ni (10)

where 𝛥Ni is the grouping noise, it is defined as

𝛥Ni = Fi(tb) − Fi(ta) + ni(tb) − ni(ta)

and 𝛥xj is the difference in attenuation at pixel j from time ta to tb, it is defined as

𝛥xj = xj(tb) − xj(ta)

Considering all links in the network, the system of RSS equations can be described

in matrix form as

𝛥𝐲 = 𝐖𝛥𝐱 + 𝐧 (11)

where

𝛥𝐲 = [𝛥y1, 𝛥y2 ⋯𝛥yM]T

𝛥𝐱 = [𝛥x1, 𝛥x2 ⋯𝛥xN]T

𝐧 = [n1, n2 ⋯ nM]T

[𝐖]i,j = wi,j

Appendix 2: Radio Tomographic Imaging (RTI): Weight
Model

An ellipsoid with foci at each node location can be used as a model to determine the

weighting for each link in the network [9]. The model is shown in Fig. 10b.

If a particular voxel falls outside the ellipsoid, the weighting for that voxel is set

to zero, if a particular voxel is within the ellipsoid, its weighting is set to be inversely

proportional to the square root of the link distance. The model is described as [10]
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wij =
1
√
d

{
1 if dtij + drij < d + 𝜆

0 otherwise (12)

where d is the distance between the two nodes, dtij and drij are the distances from the

center of voxel j to the two node locations for link i, and 𝜆 is a tunable parameter

describing the width of the ellipse.
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Decoupled Tracking Control for a Flexible
Multi-body Satellite with Solar Panels
and Manipulator

Chaoyi Shi and Yong Wang

Abstract This paper studies the tracking control of a robotic manipulator mounted

on a rigid satellite with flexible solar panels. By designing a decoupled feedback con-

troller, the manipulator can track planned paths in the presence of the disturbances

from the flexural modes of the panels, and meanwhile, the attitude dynamics of the

satellite are stabilized. Stability analysis is proposed based on the Floquet theory for

periodic linear systems. Finally, numerical simulations are carried out to validate the

controller for the nonlinear model.

Keywords Flexible multi-body systems ⋅ Feedback linearization ⋅ Stability

1 Introduction

The dynamics and control of flexible multi-body systems have been a focus of

research for a long while, due to their importance in many engineering applica-

tions, with spacecraft being one of the critical areas. For example, space manipula-

tors on a space station are critical to many important tasks and/or missions, such as

loading/unloading equipments and supplies from the cargo ships, as well as assem-

bling/desembling space modules. A flexible multi-body satellite is typically com-

posed of robotic arms, solar panels, and the rigid main body. When a manipulator is

moving a relatively massive load around, it can disturb the orientations of the satel-

lite and excite the flexural modes of the solar panels. Moreover, the dynamics of

the satellite can become unstable due to nonlinear coupling of rigid body dynamics

of the satellite and the manipulator, with those low frequency flexible modes of the

panels. Therefore, during the operations of the space manipulators, feedback con-

trols are necessary not only to stabilize the orientation of the satellite, but also to

suppress the vibrations of the solar panels. Accordingly, design of robust controllers
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to ensure steady and reliable operation of multi-body satellite systems has become a

critical technology.

The dynamic modeling of a multi-body system typically uses the finite element

technique, which is based on Newton’s laws, or the Hamilton variational principle,

or Euler-Lagrange equations [1–3]. In general, the dynamics of a flexible space-

craft do not allow analytical solutions, but qualitative analysis can be employed to

understand the dynamic characteristics. Optimal control has been widely used [4,

5], which enables performance indices to be optimized. In [6], stability and per-

formance of closed-loop systems via PID controllers were analyzed based on the

frequency design technique. Crassidis et al. [7] used sliding-mode controller design

to achieve global stabilization. It should be pointed out that the aforementioned con-

troller designs are based on simplified models, without taking into account of the

influence of the dynamics of the manipulator and flexible solar panels.

In this paper, we focus on decoupled tracking control and stability analysis for a

flexible multi-body satellite. Comparing with other research work, we consider the

manipulator tracking control, together with stabilization of satellite attitude dynam-

ics, all under the disturbances originating from the vibration of solar panels. Con-

trollers are designed to stabilize the orientation of the main body, and to achieve

asymptotic path tracking for the manipulator.

2 Problem Statement

In this section, the planar motion of a rigid satellite with a pair of flexible solar panels

and a three-link manipulator is simplified to a (6 + 2n)-degree-of-freedom (DOF)

system, which contains 3-DOF of the main body (2-DOF translational model and

1-DOF rotational mode), 3-DOF of the manipulator, and the first n flexural modes

for each of the flexible solar panels. The dynamics of the system are constructed via

the Euler-Lagrange equations. We also present the path planning of the manipulator,

and the control objectives.

2.1 Model

The planar multi-body model is shown in Fig. 1. Where [O, i, j] denotes the inertial

reference frame and [C, e, f ] denotes the body frame, whichC is the center of mass of

the satellite’s main body. In the figure, BE and DF are solar panels, with AP, PQ and

QR being robotic arms. We assume the manipulator is controlled by electric motors

in the joints. We also assume the torques and forces for controlling the main body

are generated at point C and G. We assume D and B are located on the e axis, while

A and G are located on the f axis. The manipulator end-effector can grasp a load m at

point R. The vibrational dynamics of the panels are treated as external disturbances

to the dynamics of the main body and the manipulator.
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Fig. 1 The flexible

multi-body model

Define the state vector

q = [x y 𝜃 𝜃1 𝜃2 𝜃3 aT bT ]T ,

where [x, y] is the main body’s center of mass position, orientation coordinate 𝜃 is

the angle between e axis and i axis, and 𝜃1, 𝜃2 and 𝜃3 are relative rotational angles of

the manipulator’s links. Here aT and bT are n-dimensional vectors, representing the

amplitudes of the first n flexural modes of the solar panels BE and DF, respectively.

Due to practical considerations, the following assumption is made:

Assumption 1 The relative rotational angles of manipulator’s links are limited in

the open interval (−𝜋, 𝜋).

Define the control vector

u = [ux uy u
𝜃

u
𝜃1

u
𝜃2

u
𝜃3

𝟎T 𝟎T ]T ,

where u
𝜃1

, u
𝜃2

and u
𝜃3

are the control torques in manipulator’s joints. We assume the

floating solar panels are not directly controlled. [ux uy u
𝜃
]T is given by

⎡
⎢
⎢
⎣

ux
uy
u
𝜃

⎤
⎥
⎥
⎦

=
⎡
⎢
⎢
⎣

cos 𝜃 − sin 𝜃 0
sin 𝜃 cos 𝜃 0
R 0 1

⎤
⎥
⎥
⎦

⎡
⎢
⎢
⎣

Te
Tf
T
𝜃

⎤
⎥
⎥
⎦

,

where Te and Tf are the thrusts along e and f axis, which are exerted at point G. We

assume the torque T
𝜃

is generated by the fly-wheels in the main body.

By writing out the kinetic and potential energies of the flexible satellite, we obtain

the Lagrangian L, and the Euler-Lagrangian equations of motion. The n + 1 and

higher flexural modes of the solar panels are truncated. The generalized equations

of motion can be written as

M(q)q̈ + f (q, q̇) = u, (1)
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where M(q) ∈ ℝ(2n+6)×(2n+6)
is the symmetric inertia matrix, f (q, q̇) ∈ ℝ(2n+6)

is the

nonlinear force, which consists of centrifugal, gyroscopic, and Coriolis forces. The

details of the equations are given in the appendix.

2.2 Path Planning

We assume the end-effector of the manipulator grasps a load m along a path from

one point to another over time tf in the body frame. By denoting h: ℝ3 → ℝ2
as the

direct kinematics map, the path of the end-effector Q can be expressed as

z(t) = h(𝜃1(t), 𝜃2(t), 𝜃3(t)), (2)

where z(t) ∈ ℝ2
is tracking path in the body frame, with z(0) and z(tf ) being given. It

is clear that there is redundancy in the rotating angles of the links, the pass planning

of 𝜃k(t) (k = 1, 2, 3) may be selected by optimization.

Suppose the tracking signals of the rotational angle of the links are given by

Θk(t) (k = 1, 2, 3),

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

Θ1(t) =
1
2
(Θ10 + Θ1f ) +

1
2
(Θ10 − Θ1f ) cos

𝜋t
tf
,

Θ2(t) =
1
2
(Θ20 + Θ2f ) +

1
2
(Θ20 − Θ2f ) cos

𝜋t
tf
,

Θ3(t) =
1
2
(Θ30 + Θ3f ) +

1
2
(Θ20 − Θ2f ) cos

𝜋t
tf
,

(3)

where Θk0(k = 1, 2, 3) are initial angles at t = 0, and Θkf (k = 1, 2, 3), are the final

angles at t = tf . The specific forms of the path given above is one of many possible

choices that guarantee the angular velocities of the links relative to the body frame is

zero at t = t0 and t = tf , which will not require impulsive torques from the actuators.

2.3 Control Objectives

The objective of the controller design is for the manipulator to achieve asymptotic

tracking the planned path (3), and to stabilize the orientation of the satellite.

(i) In the body frame, the manipulator end-effector moves along the desired path

(2), and the rotation angles of the links asymptotically tracks the planned path

given by (3)

(ii) In the inertial frame, the controllers stabilize the orientation and translational

motion of the main body, and meanwhile, the disturbances generated by the

vibration of the solar panels can be effectively suppressed.
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3 Controller Design

The proposed controller aims at stabilization, asymptotic tracking, and disturbance

rejection. The design process consists of three steps. First, a feedforward controller

for the manipulator to track the desired path. Second, Eq. (1) is linearized around

the planned path. And finally, a linear decoupling feedback controller is designed to

linearly stabilize the system.

3.1 Feedforward Controller

The feedforward controller guarantees the system tracks the desired path, which is

given by

q̄(t) = [0 0 0 Θ1(t) Θ2(t) Θ3(t) 𝟎T 𝟎T ]T .

By substituting the planned path q̄(t) into Eq. (1), we obtain the feedforward con-

troller ū(t), which is given by

ū(t) = M(q̄(t)) ̈̄q(t) + f (q̄(t), ̇̄q(t)),

where

ū = [ūx ūy ū
𝜃

ū
𝜃1

ū
𝜃2

ū
𝜃3

𝟎T 𝟎T ]T .

3.2 Decoupling Feedback Controller

The objective of feedback control is to stabilize the system around the planned trajec-

tory. First, we linearize the system around the desired path q̄(t). Let 𝝃 = q(t) − q̄(t)
denote the state vector error signal, and let ũ(t) denote feedback input. The lineariza-

tion of the nonlinear dynamics Eq. (1) near the desired state (q̄(t), ̇̄q(t)) is given by

M(q̄)�̈� + P(t)�̇� + R(t)𝝃 = ũ(t), (4)

where

P(t) = 𝜕

𝜕q̇
(q̄(t), ̇̄q(t)),

R(t) =
𝜕f
𝜕q

(q̄(t), ̇̄q(t)) + 𝜕

𝜕q̄
[M(q̄(t)) ̈̄q(t)].



534 C. Shi and Y. Wang

For the linear system (4), a decoupling controller is constructed as follows,

ũ(t) = −M(q̄(t))(Kp𝝃 + Kd�̇�), (5)

where Kp and Kd are diagonal positive matrices, and the controller produces a decou-

pled linear second order closed-loop system. Furthermore, by substituting Eq. (5)

into (4), and letting 𝜼 = �̇�, then the closed-loop system can be written as

[
�̇�

�̇�

]

= A(t)
[
𝝃

𝜼

]

, (6)

where

A(t) =
[

0 I
−
(
Kp +M(q̄(t))P(t)

)
−(Kd +M(q̄(t))R(t))

]

is periodic with period 2tf , i.e., A(t) = A(t + 2tf ) for all t. Here I denotes the (6 +
2n) × (6 + 2n) identity matrix.

4 Stability Analysis

The stability of (6) can be determined via Floquet theory [8]. Let Φ(t) be a funda-

mental solution matrix of (6), then there exists a constant matrix Q such that

Φ(t + T) = Φ(t)Q, t ≥ 0. (7)

Furthermore, if the spectral radius of Q satisfies 𝜌(Q) < 1, then the linear periodic

system (6) is exponentially asymptotically stable.

In general, the fundamental solution matrix Φ(t) cannot be obtained explicitly.

Usually one can evaluate Q numerically. Note that by (7) we have

Φ(T) = Φ(0)Q.

Let Φ(0) = I, then we have Q = Φ(T). This suggests a convenient yet efficient way

to compute Q by well developed numerical integration methods.

5 Simulation

We use numerical simulations to validate the effectiveness of the controller design

proposed in this paper. We retain the first three flexural modes for each of the solar

panels and set loadm = 50 kg. The system parameters are listed in Table 1. The initial

conditions are given by
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Table 1 System parameters

Parameters Value (kg) Parameters Value (m) Parameters Value Parameters Value

m̃0 1000 R 1.0 m3 10 kg L3 0.5 m

m0 50 L 20 𝛼 1000[0.16 0.04 0.01]T kg m

m1 50 L1 1.5 𝛽 20[1 1 1]T kg m

m2 20 L2 1.0 K diag{3000 6000 9000}
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Fig. 2 The orientation and position of main body

𝝃(0) =
[
1.5 2.5 − 0.01 𝜋

5
𝜋

3
2𝜋
5

0.2 − 0.3 0.1 0.2 − 0.3 0.1
]T

,

𝜼(0) = [2 − 1 0.01 0 0 0 0.02 − 0.01 0.01 0.02 − 0.01 0.01]T ,

with the initial conditions for the panels’ flexural modes being randomly selected.

The feedback controller is given by (6) with the feedback gains given by

Kp = diag[0.3 0.3 0.15 1 2 3 0 0 0],

Kd = diag[0.6 0.45 0.5 0.5 0.7 0.9 0 0 0],

which were selected by trial and error. The simulation results are shown in Figs. 2

and 3. The figures show the orientation and position of the main body, as well as the

positions and angular velocities of manipulators links and control torques and forces.

We can see that the manipulator is able to track the desired path and the orientation
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Fig. 3 The positions and angular velocities of manipulators joints

and position of the main body are stable for the controlled system. The maximum

error of main body orientation is found to be less than 0.02 rad. Using the Floquet

theory, the stability of (6) can be ascertained by computing the spectral radius of Q,

and we get 𝜌(Q) = 0.3353. Hence the linearized system (6) is exponentially asymp-

totically stable.

6 Conclusions

In this paper, modeling and control design for a multi-body satellite system with flex-

ible solar panels and manipulator is proposed. A decoupled controller is designed to

achieve asymptotical stability and asymptotic tracking for the manipulator. The para-

meterized control law is constructed with both feedforward and feedback controllers.

The stability of the closed-loop system is proved based on the Floquet theory. To

verify the performance of the proposed controller, numerical simulations are per-

formed. The results showed that the closed-loop system achieved the control design

objective.
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Appendix

Symbol Item Symbol Item

m̃0 Mass of the main body R Radius of the main body

m0 Mass of solar panel BE, DF L Length of BE, DF
m1 Mass of robotic arm AP L1 Length of robotic arm AP
m2 Mass of robotic arm PQ L2 Length of robotic arm PQ
m3 Mass of robotic arm QR L3 Length of robotic arm QR
𝜌 Density of the solar panels 𝜸 𝛾k = ∫

L
0 𝜌𝜉Λk(𝜉)d𝜉

K Stiffness matrix of BE, DF 𝜷 𝛽k = ∫
L
0 𝜌Λk(𝜉)d𝜉

𝚲 First n flexural modes of BE,

DF
𝜶 𝛼k = ∫

L
0 𝜌Λk(𝜉)2d𝜉

M0 = m̃0 + 2m0 J0 =
m̃0R2

2
+ 2m0(R2 + RL + L2

3
) 𝜅

2
1 = 1

3
L21

𝜅
2
2 = 1

3
L22 𝜅

2
3 = L23(

1
3
m3 + m)∕(m3 + m) 𝜃 = 𝜃 + 𝜃1 + 𝜃2 + 𝜃3

M (1, 1) = M0 + m1 + m2 + m3 + m M (1, 2) = 0

M (1, 3) = −
(m2

2
+ m3 + m

)
L2 cos

(
𝜃 + 𝜃1 + 𝜃2

)
−
(m3

2
+ m

)
L3 cos 𝜃

−
(
m1 + m2 + m3 + m

)
R cos 𝜃 −

(m1
2

+ m2 + m3 + m
)
L1 cos

(
𝜃 + 𝜃1

)

M (1, 4) = −
(m1

2
+ m2 + m3 + m

)
L1 cos

(
𝜃 + 𝜃1

)
−
(m2

2
+ m3 + m

)

[
L2 cos

(
𝜃 + 𝜃1 + 𝜃2

) ]
−
(m3

2
+ m

)
L3 cos 𝜃

M (1, 5) = −
(m2

2
+ m3 + m

)
L2 cos

(
𝜃 + 𝜃1 + 𝜃2

)

−
(m3

2
+ m

)
L3 cos 𝜃

M (1, 6) = −
(m3

2
+ m

)
L3 cos 𝜃

M (2, 2) = M0 + m1 + m2 + m3 + m

M (2, 3) = −
(m2

2
+ m3 + m

)
L2 sin

(
𝜃 + 𝜃1 + 𝜃2

)
−
(m3

2
+ m

)
L3 sin 𝜃

−
(
m1 + m2 + m3 + m

)
R sin 𝜃 −

(m1
2

+ m2 + m3 + m
)
L1 sin

(
𝜃 + 𝜃1

)

M (2, 4) = −
(m1

2
+ m2 + m3 + m

)
L1 sin

(
𝜃 + 𝜃1

)

−
(m2

2
+ m3 + m

)
L2 sin

(
𝜃 + 𝜃1 + 𝜃2

)
−
(m3

2
+ m

)
L3 sin 𝜃
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M (2, 5) = −
(m2

2
+ m3 + m

)
L2 sin

(
𝜃 + 𝜃1 + 𝜃2

)
−
(m3

2
+ m

)
L3 sin 𝜃

M (2, 6) = −
(m3

2
+ m

)
L3 sin 𝜃

M (3, 3) = J0 + m1
(
R2 + 𝜅

2
1
)
+ m2

(
R2 + L21 + 𝜅

2
2
)

+ 2
(m1

2
+ m2 + m3 + m

)
RL1 cos 𝜃1 +

(
m3 + m

) (
R2 + L21 + L22 + 𝜅

2
3
)

+ 2
(m2

2
+ m3 + m

)
L2

[
R cos

(
𝜃1 + 𝜃2

)
+ L1 cos 𝜃2

]

+ 2
(m3

2
+ m

)
L3

[
R cos

(
𝜃1 + 𝜃2 + 𝜃3

)
+ L1 cos

(
𝜃2 + 𝜃3

)
+ L2 cos 𝜃3

]

M (3, 4) = m1𝜅
2
1 +

(m1
2

+ m2 + m3 + m
)
RL1 cos 𝜃1 +

(
m3 + m

) (
L21 + L22 + 𝜅

2
3
)

+ m2
(
L21 + 𝜅

2
2
)
+
(m2

2
+ m3 + m

)
L2

[
R cos

(
𝜃1 + 𝜃2

)
+ 2L1 cos 𝜃2

]

+
(m3

2
+ m

)
L3

[
R cos

(
𝜃1 + 𝜃2 + 𝜃3

)
+ 2L1 cos

(
𝜃2 + 𝜃3

)
+ 2L2 cos 𝜃3

]

M (3, 5) = m2𝜅
2
2 +

(
m3 + m

) (
L22 + 𝜅

2
3
)

+
(m2

2
+ m3 + m

)
L2

[
R cos

(
𝜃1 + 𝜃2

)
+ L1 cos 𝜃2

]

+
(m3

2
+ m

)
L3

[
R cos

(
𝜃1 + 𝜃2 + 𝜃3

)
+ L1 cos

(
𝜃2 + 𝜃3

)
+ 2L2 cos 𝜃3

]

M (3, 6) =
(
m3 + m

)
𝜅
2
3

+
(m3

2
+ m

)
L3

[
R cos

(
𝜃1 + 𝜃2 + 𝜃3

)
+ L1 cos

(
𝜃2 + 𝜃3

)
+ L2 cos 𝜃3

]

M (4, 4) = m2
(
L21 + 𝜅

2
2
)
+
(
m3 + m

) (
L21 + L22 + 𝜅

2
3
)
+ 2

(m2
2

+ m3 + m
)

L1L2 cos 𝜃2 + 2
(m3

2
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L1 cos

(
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)
+ L2 cos 𝜃3
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m1𝜅

2
1
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2
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(
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) (
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(
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(
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) (
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3
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(m3
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+ m
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L2L3 cos 𝜃3

M (5, 6) =
(
m3 + m
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𝜅
2
3 +

(m3
2

+ m
)
L2L3 cos 𝜃3

M (6, 6) =
(
m3 + m

)
𝜅
2
3 M(7 ∶ (6 + n), (7 + n) ∶ (6 + 2n)) = 𝟎n×n

M(1, 7 ∶(6 + n)) = −𝜷T sin 𝜃 M(1, (7 + n) ∶ (6 + 2n)) = 𝜷
T sin 𝜃

M(2, 7 ∶(6 + n)) = 𝜷
T cos 𝜃 M(2, (7 + n) ∶ (6 + 2n)) = −𝜷T cos 𝜃

M(3, 7 ∶(6 + 2n)) = 𝝈
T M(4 ∶ 6, 7 ∶ (6 + 2n)) = 𝟎3×2n

M(7 ∶ (6 + n), 7 ∶ (6 + n)) = M((7 + n) ∶ (6 + 2n), (7 + n) ∶ (6 + 2n)) = diag{𝜶}
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f (1) =
(
m1 + m2 + m3 + m

)
R�̇�2 sin 𝜃 + 𝜷

T (ḃ − ȧ)�̇� cos 𝜃
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2
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�̇� + �̇�1
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)
+ L1

(
2�̇� + �̇�1

)
�̇�1 sin

(
𝜃2 + 𝜃3

)



540 C. Shi and Y. Wang

+ L2
(
�̇� + �̇�1 + �̇�2

)2 sin 𝜃3
]

f (7 ∶(6 + n)) = −𝜷 (ẋ cos 𝜃 + ẏ sin 𝜃) �̇� + Ka
f ((7 + n) ∶ (6 + 2n)) = 𝜷 (ẋ cos 𝜃 + ẏ sin 𝜃) �̇� + Kb
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Nonlinear Servo Motion Control Based
on Unknown Input Observer

Ligang Wang, Yunpeng Li, Jing Na, Guanbin Gao and Qiang Chen

Abstract This paper presents an alternative control method based on a new
unknown input observer (UIO) for servo motor systems with unknown
time-varying nonlinear dynamics and disturbances. By defining auxiliary filtered
variables, an invariant manifold is derived and used to design the estimation of
unknown dynamics. The new observer has only one scalar to be set, and thus can be
easily incorporated into the control design to achieve precise output tracking. The
convergence of the proposed estimator is compared with other three well-known
schemes. Comparative simulation results show the satisfactory estimation and
control performance.

Keywords Servo motion control ⋅ Unknown input observer ⋅ Nonlinear
systems ⋅ Disturbance observer

1 Introduction

Servo motors are a kind of widely used driving motors in the industry applications
[1]. To achieve high precision motion control of such mechanisms, it is essential to
derive accurate model of the whole systems. However, this is not a trivial task. In
practical applications, the uncertainties that degrade the motion control performance
include both internal and external disturbances such as friction, load, torque, and
also modeling error. To handle such uncertainties and disturbances, there are two
widely used approaches: adaptive control and disturbance observer. In the adaptive
control framework, e.g., [2, 3], an important assumption is that the unknown
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dynamics should be strictly reformulated as a linearly parameterized form. To relax
this assumption, some functional approximators, e.g., neural network, fuzzy system,
were further incorporated into the control synthesis of nonlinear servo motion
mechanisms [4–6]. However, the function approximation is only valid for contin-
uous functions in a compact set, and only semi-global stability can be proved.

In the past decades, disturbance observer (DOB) [7, 8] was also proposed, where
the disturbances and modeling uncertainties are lumped as a time-varying distur-
bance, which is estimated using an observer. Traditional design methods of DOB are
based on frequency domain techniques so that they cannot be extended to nonlinear
systems [9]. In [7], a two-stage design procedure to improve disturbance attenuation
ability of linear/nonlinear controllers is proposed. The DOB-based control can
compensate the unparameterizable uncertainties, and has a simplified structure. In
generic nonlinear DOB design, an observer has a similar structure to original system
and there are several parameters to be set. In our recent work [10], we proposed a
simply yet effective Unknown input observer (UIO) to address the engine torque
estimation. The convergence and robustness are also rigorously analyzed.

The aim of this paper is to exploit the idea of UIO proposed in [10] for the
precision motion control of nonlinear servo systems with disturbances. First, we
present the design of UIO based on available system variables to design the dis-
turbance estimators. We also compare the estimation response of the proposed UIO
to other three estimators, e.g., extended state observer (ESO) [11, 12], nonlinear
disturbance observer (NDO) [13], and sliding model observer [14]. The proposed
UIO is incorporated into the control design to alleviate the effects of these unknown
dynamics, e.g., friction and disturbance. Comparative simulations are included to
show the satisfactory control performance.

2 Problem Formulation

In this paper, the following servo motion system driven by a linear DC motor as
[15] will be considered as follows:

x ̇1 = x2
x2̇ = ax ̇1 + u− ff − fr − fl

� �
̸b

�
ð1Þ

where u is the control voltage, x1, x2 are the motor rotation position and speed; ff is
the friction force, fr is the ripple force, and fl is the applied load force. The
parameters a, b denote the effect of mechanical and electrical dynamics, whose
nominal values are available for most physical systems.

The objective of this paper is to introduce an alternative control scheme for
system (1) in the presence of unknown dynamics ff , fr, fl. In particular, the UIO
proposed in [10] is modified to estimate and then compensate these unknown
forces, which leads to a simple but efficient two-step control design procedure.
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3 Disturbance Observer Design

We first consider the estimation of the unknown dynamics using the unknown input
observer. Thus, we rewrite the second equation of the system (1) as

x ̇2 = ½ax2 + u−Fðx1, x2Þ� ̸b ð2Þ

where Fðx1, x2Þ= ff + fr + fl is the lumped unknown dynamics.
This section first presents theoretical developments of a new input observer to

estimate the unknown dynamics. Without loss of generality, we assume the
derivative of Fðx1, x2Þ is bounded, i.e., supt≥ 0 F ̇ðx1, x2Þ

�� ��≤ℏ holds for a constant
ℏ>0.

A. Unknown Input Observer Design

We define the filtered variables x2f , uf of x2, u as

kx ̇2f + x2f = x2, x2f ð0Þ=0
kuḟ + uf = u, uf ð0Þ=0

�
ð3Þ

where k>0 is a filter parameter.
An ideal invariant manifold [16] will be used to inspire the design of UIO.

Lemma 1 [10] Consider system (2) and filter operation (3), the variable

β= ðx2 − x2f Þ ̸k− ðax2f + uf −FÞ ̸b ð4Þ

is ultimately bounded for any finite k>0, and

lim
k→ 0

½ lim
t→∞

fðx2 − x2f Þ ̸k− ðax2f + uf −FÞ ̸bg�=0,

Proof We refer to [10] for a similar proof. ◇

The above ideal invariant manifold provides a mapping from the filtered vari-
ables x2f , uf to the unknown dynamics F. Thus, it can be used to design an estimator
for F without knowing any information of x ̇2. Based on the invariant manifold, a
feasible estimator of Fðx1, x2Þ is given by

bF = ax2f + uf − bðx2 − x2f Þ ̸k ð5Þ

Clearly, only the filter constant k>0 should be selected by the designer.
The convergence property of the proposed observer can be summarized as

Theorem 1 For system (2) with unknown input observer (5), the estimation error

eF =F − bF is bounded by eFðtÞj j≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2Fð0Þe− t k̸ + k2 ℏ2

q
and thus F→ bF holds for

k→ 0 or ℏ→ 0.
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Proof We apply a low-pass filter ð ⋅ Þf = ½ ⋅ � ̸ðks+1Þ on both sides of (2), so that

s
ks+1

½x2�= a
b
⋅

1
ks+1

x2½ �+ 1
b
⋅

1
ks+1

u½ �− 1
b
⋅

1
ks+1

F½ � ð6Þ

We consider (6) together with the first equation of (3) and have

x2̇f =
x2 − x2f

k
=

ax2f + uf −Ff

b
ð7Þ

where Ff is the filtered version of F given by kF ̇f +Ff =F. Then it follows from (5)
and (7) that bF =Ff , that is, the estimator gives the filtered version of the unknown
dynamics. In this case, we can prove that the estimation error can be small using
sufficiently small k. For this purpose, we derive the estimation error as

eF =F − bF = 1−
1

ks+1

� �
F =

ks
ks+1

½F� ð8Þ

To facilitate the convergence proof, we further represent the estimation error (8)
in the time-domain as

eḞ =F ̇−F ̂̇=F ̇−
1
k

F −Ff
� �

= −
1
k
eF +F ̇ ð9Þ

Select a Lyapunov function as V =
1
2
e2F , then its derivative can be given as

V ̇= eFeḞ = −
1
k
e2F + eFF ̇≤ −

1
k
V +

k
2
ℏ2 ð10Þ

We can calculate the solution of (10) as VðtÞ≤ e− t k̸Vð0Þ+ k2ℏ2 ̸2, so

eFðtÞj j≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2Fð0Þe− t k̸ + k2ℏ2

q
. In this case, one can verify that eFðtÞ→ 0 for k→ 0

and/or ℏ→ 0. ◇

B. Comparison to different disturbance estimation methods

In this subsection, we will compare the proposed UIO with other three estimators
for system (2) to show their convergence and implementation.

B.1: Extended state observer (ESO)
ESO was initially proposed by Han in [11, 12], and has gained many applications
[1]. The basic idea of ESO is to regard the lumped disturbances as a new state
variable of the system, which can be estimated via a high-gain observer. Consid-
ering F as an extended state as x3 =F, then the Eq. (2) can be rearranged as
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x2̇ = ðax2 + u−FÞ ̸b
x3̇ = c tð Þ

�
ð11Þ

where c tð Þ=F ̇ is assumed to be bounded. Thus we can design an ESO as

z ̇1 = − ½z2 − β1 z1 − x2ð Þ� ̸b+ u ̸b+ ax2 ̸b
z2̇ = − β2 z1 − x2ð Þ

�
ð12Þ

where β1, β2 are the feedback gains in the observer, z1 is the estimation of x2 and z2
is the estimation of F. A feasible way to determine β1, β2 can be given as
s2 + β1s+ β2 = ðs+ pÞ2, where p>0. As analyzed in [17], if F ̇ is bounded, then
z1 → x2 and z2 →F hold for p→∞. In this paper, to make a trade-off between the
convergence and robustness, we set p=1000 in the simulations. The induced
high-gain of ESO leads to a potential peaking phenomena as shown in [17], which
may degrade the transient control response when the estimated state z2 is used.

B.2: Nonlinear disturbance observer (NDO)
The authors of [13] provide a nonlinear disturbance observer to estimate the
unknown disturbances. From system (2), we know F = − bx ̇2 + ax2 + u. Then we let
L>0 as the observer gain, so that a direct DO with exponential convergence can be
formulated as

F ̂̇= − LF ̂+L − bx ̇2 + ax2 + uð Þ ð13Þ

However, the above DO requires prior knowledge of acceleration signal x ̇2,
which may not be available or measured in actual systems.

To address this issue, we design an auxiliary variable z=F ̂+Lbx2, and then
design the following NDO as

bF = z−Lbx2
ż= − Lz+ Lðax2 + u+ Lbx2Þ

�
ð14Þ

Then the observer error is derived from (14) as

eḞ =F ̇−L − z− ax2 − u− Lbx2 + bx ̇2ð Þ= − L F − bF	 

+F ̇= − LeF +F ̇ ð15Þ

It is interesting to find that the error dynamics of NDO shown in (15) are in the
same form of that of the proposed UIO. Thus, it can be proved that the observer
error eF of (15) will converge to zero for F ̇=0 and/or L→∞. Thus, the response of
NDO is the same as UIO. However, no auxiliary variable needs to be defined in the
proposed UIO.
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B.3: Sliding mode observer (SMO)
We assume the disturbance FðtÞ is bounded, i.e., ( ) ( )F t t≤ holds for ( ) 0t > .
Then, we can define the following sliding mode observer

x ̂2̇ =
1
b
½ax2 + u− σ sign ðx2 − x2̂Þ� ð16Þ

with a small positive constant  t  .
Then the observer output error between (2) and (16) can be obtained as

ef = x2 − x2̂, so that its derivative is

be ̇f = −F + σ sign ðef Þ ð17Þ

Based on the sliding mode theory and the equivalent control method [14], we
know that ef will reach the sliding mode surface ef =0 in finite time, and thus

( )sign( )FF eσ= + for any bounded disturbance F. However, a well-recognized
issue in the sliding model observer is the chattering due to the signum function. To
reduce the chattering, a low-pass filter is adopted to give the following estimator:

bF =
1

ks+1
σ sign ðef Þ
� � ð18Þ

In this case, we can verify the estimator error of (18) is the same as (8). Con-
sequently, the steady-state convergence response of the sliding mode observer (16)
is comparable to those of UIO and NDO. However, the estimated dynamics may
not be smooth although the high-frequency switching can be reduced by intro-
ducing the low-pass filter in (18). This will be further shown in simulations.
Moreover, the upper bound ( )t of the unknown dynamics FðtÞ should be known in
the sliding mode observer design to determine the constant σ.

4 Control Design with Disturbance Observer

In this section, we will incorporate the proposed UIO into the control design for (1)
to achieve output tracking for a given command x1d. System (1) with the estimator
(5) can be given as

x1̇ = x2
x2̇ = 1

b ½ax2 + u− bFðx1, x2Þ− eF�
�

ð19Þ
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We define an auxiliary variable defined as

p= e ̇+ k2e ð20Þ

where e is the tracking error as e= x1 − x1d , and k2 is a positive constant.
Then we get the derivative of p as

p ̇= e ̈+ k2e ̇= ½ax2 + u− bFðx1, x2Þ− eF� ̸b− x1̈d + k2e ̇ ð21Þ

The controller can be designed as

u= − k1p+ bF − ax2 − bðk2e ̇− x1̈dÞ ð22Þ

where k1 > 0 is the feedback gain.
Then the following theorem summarizes the main results of this paper:

Theorem 3 For the motor system (1), the controller (22) with the estimator (5) is
designed. Then, for any unknown dynamics F, the estimation error eF and the
tracking error e will converge to a small compact set around zero, whose size
depends on the bound supt≥ 0 F ̇

�� ��≤ℏ.

Proof Substituting (22) into (21), we have the tracking control error as

p ̇=
1
b

− k1p− eFð Þ ð23Þ

Select a Lyapunov function as V =
1
2
bp2 +

1
2
e2F , so that its time derivative can

be calculated along as

V ̇= bpp ̇+ eFeḞ = − k1p2 − peF −
1
k
e2F + eFF ̇≤ − αV +

η

2
ℏ2 ð24Þ

where α=min f2ðk1 − η ̸2Þ ̸b, 2ð1 ̸k− 1 ̸ηÞg is positive for k1 > η ̸2>
k ̸2, k>0. Thus, we can obtain from (24) that VðtÞ≤ e− αtVð0Þ+ ηℏ2 ð̸2αÞ holds
and this implies that p and eF will exponentially converge to a compact set defined

by Ω: = p, eFj pj j≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ηℏ2 α̸b

p
, eFj j≤

ffiffiffiffiffiffiffiffiffiffiffiffi
ηℏ2 α̸

pn o
. ◇

5 Simulations

This section will present comparative simulation results to demonstrate the validity
of the proposed method, and to compare the estimation response of the above
mentioned four estimators for F. The parameters of model (1) can be found in [15],
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which lead to the lumped parameters a= − 123, b=0.69. Moreover, the ripple
force is given by

fr =Ar sin 2πx1 ̸P+φð Þ ð25Þ

where ω=2π P̸=314 and φ=0.05π. The friction model is given as

ff = fc + fs − fcð Þe− x2 ̸xṡð Þ2
h i

sign ðx2Þ+Bx2 ð26Þ

where fs =20, fc =10, xṡ =0.1, B=10 define the effects of the maximum static
friction, the coulomb friction the Stribeck effect and the viscous friction. Moreover,
the external load is given as fl =50 sin ð2πtÞ. In the control design, the filter
parameter is k=0.001, and the feedback gains used in the controller are chosen as
k1 = 2, k2 = 500.

Figure 1a shows the tracking responses of the motor position and speed using
the presented control (22) with the proposed UIO. It is shown that fairly smooth and

0 1 2 3 4 5 6 7 8 9 10
-0.2

0

0.2

0.4

0.6

P
o

si
ti

o
n

 (
m

)

0 1 2 3 4 5 6 7 8 9 10
-0.5

0

0.5

1

Time (s)

V
el

o
ci

ty
 (

m
)

reference
actual

reference
actual

0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3
-5

0

5

Proposed

0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3
-5

0

5
ESO

0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3
-5

0

5

O
b

se
rs

er
 e

rr
o

r

SMO

0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3
-5

0

5

Time (s)

NDO

e
F

0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3
50
60
70
80

Time (s)

NDO

0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3
50
60
70
80

Proposed

0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3
50
60
70
80

ESO

0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3
50
60
70
80

SMO

tr
ac

ki
n

g
 lu

m
p

ed
 d

is
tu

rb
an

ce

F

F

0 1 2 3 4 5 6 7 8 9 10

-50
0

50

Proposed

0 1 2 3 4 5 6 7 8 9 10
-50

0
50

ESO

0 1 2 3 4 5 6 7 8 9 10

-50
0

50

tr
ac

ki
ng

 lu
m

pe
d 

di
st

ur
ba

nc
e

SMO

0 1 2 3 4 5 6 7 8 9 10
-50

0
50

Time (s)

NDO

F

F

(a) (b)

(d)(c)

Fig. 1 Simulation results: a Tracking control response of the proposed control (22) with (5);
b Estimation performance of UIO (5), ESO (12), NDO (14) and SMO (18); c The zoom-in plot of
(b); d Estimator errors of UIO (5), ESO (12), NDO (14) and SMO (18)
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satisfactory control performance can be obtained. The profiles of the estimated
disturbances are given in Fig. 1b, c. The first picture of Fig. 1b shows the esti-
mation response of F using the four estimators, and its zoom-in view of the esti-
mation between 0.2 and 0.3 s is shown in Fig. 1c. We can see the major trends of
F can be accurately captured, although there is a small phase delay (about 0.001 s).
This phase delay comes from the introduced low-pass filter (3). It is noted that
k should be chosen as a trade-off between the estimation performance and
robustness.

Moreover, we compare their estimation error responses in Fig. 1d. It can be
found that the performance of NDO is indeed very similar to that of UIO, which are
all better than that of ESO and SMO. In particular, the phase delay of NDO is
smaller than that of ESO. Moreover, the implementation of the proposed UIO is
simpler than that of ESO. On the other hand, as we stated in Sect. 3, SMO creates
oscillated estimation results. The estimation errors of all these four different esti-
mators shown in Fig. 1d further confirm the above analysis.

6 Conclusion

In this paper, we propose a new nonlinear disturbance observer for servo mecha-
nisms by extending the principle of a recently proposed unknown input observer.
This new UIO has only one constant to be selected and a simpler structure, while its
convergence response is comparable to that of generic NDO, ESO and SMO. The
proposed estimator is incorporated into the feedback control design to achieve
precision motion control. The closed-loop system stability including the UIO can be
rigorously proved. Simulations are given to verify the theoretical analysis. The
results demonstrate that the proposed UIO can achieve a superior estimation
compared to ESO and SMO. Future work will focus on the robustness analysis for
the proposed UIO and other estimators.
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H∞ Filtering for a Class of Discrete-Time
Markovian Jump Systems with Missing
Measurements

Yunyun Liu and Jinxing Lin

Abstract This paper is concerned with the H∞ filtering problem for a class of
discrete-time Markovian jump system with missing measurements. The measure-
ment missing assumed to occur in random way and the missing probability for each
sensor is governed by an individual random variable satisfying a certain proba-
bilistic distribution over the interval [0 1]. Our attention is focused on the design of
a filter such that, for the admissible random measurements, missing the error of
filtering process is stochastically stable. Using the Lyapunov function combined
with projection Lemma is established that the filtering error system is stochastically
stable and a guaranteed H∞ performance constraint is achieved. A numerical
example is given to illustrate the feasibility and effectiveness of proposed filter.

Keywords H∞ filtering ⋅ Markovian jump system ⋅ Missing measurement ⋅
LMI

1 Introduction

As a class of hybrid system, discrete-time Markovian jump systems (DMJs) are
popular in modeling many practical systems whose structure is subject to random
abrupt variation [1–5]. During the past decades, DMJs have been attracted more and
more increasing research interest. To mention just a few, in [6], the filtering for a
class of DMJs was investigated; in [7], the control problem of nonlinear DMJs with
general transition probabilities allowed to be known, uncertain, and unknown was
proposed; and in [8], the author studied the DMJs with partially known transition
matrix.
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On another research front, studies on the H∞ filtering problem have been gaining
considerable momentum over the past few years. The main aim is to design a filter
such that the mapping from the external input to the filtering error is minimized or is
less than a prescribed level according to the H∞ norm. Up to now, much progress
has been made in the study of the H∞ filtering problem for Markovian jump
systems [9–12]. In particular, the H∞ filtering has been investigated in [13] and [14]
for a class of discrete-time Markovian jump systems with missing measurements.

The missing measurement phenomenon usually occurs in networked control
systems and has attracted considerable attention during the past few years. A model
for the missing measurements phenomena is usually a Markovian jumping process.
A jump linear estimator in terms of a predictor is proposed in [14], which can select
a corrector gain at each time. Another Bernoulli distribution is adopted to describe
the missing behavior, which is considered to be first proposed in [15], wherein an
optimal recursive filter is presented for systems with missing measurements.
However, most of existing literature [16–18] has implicitly assumed that the
measurement signal is neither completely intact (with missing probability 0) nor
completely missing (with missing probability 1), and all the sensors have different
missing probabilities which according to a certain probabilistic distribution in the
interval [0 1].

It should be pointed out that the problem of filtering with missing measurements
for DMJs has not fully investigated, while the fault probability of each actuator is
individually quantified, and is governed by an individual random variable satisfying
a certain probabilistic distribution in the interval [0 1], which are still scarce up to
now. The main difficulty is to deal with a problem which how to incorporate the
probabilistic missing measurement into a estimation framework. Thus, the intuition
motivates this paper to initiate the research on considering missing measurements in
the state estimation for DMJs.

This paper is concerned with the problem of H∞ filtering for DMJs with missing
measurements. The missing measurements considered in this paper follow an
individual random variable satisfying certain probabilistic distribution in the
interval [0 1]. Such a probabilistic distribution could be any commonly used dis-
crete distributions. We have an interest in designing a filter such that the overall
filtering error system is stochastically stable. Using the a mode-dependent Lya-
punov, the linear matrix inequality (LMI) method and sufficient conditions are
derived to ensure the resulting filtering error system is stochastically stable and
guaranteed H∞ performance constraint is achieved. Illustrative a example is given
to show the effectiveness of the proposed method.

Notation. The notations used are standard. The subscript “T” denotes matrix
transposition. ℜn denotes the n-dimensional Euclidean space. The notion ‘*’ in a
matrix always denotes the symmetric block in the matrix. diag . . .f g stands for a
block-diagonal matrix. λmaxðPÞðλminðPÞÞ denotes the largest (smallest) eigenvalue
of matrix P. For a real matrix P,P>0 means that P is symmetric and positive
definite. Efxg denotes the mathematical statistical expectation of a stochastic
variable x and Efx j yg means the conditional expectation of x givens y.
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2 System Description

Consider a probability space ðΩ,F, PÞ, where Ω, F and m represent, respectively,
the sample space, the algebra of events, and the probability measure, the following
discrete-time Markovian jump systems(DMJs) is considered:

xk +1 =AðrkÞxk +BðrkÞwk

yk =CðrkÞxk +DðrkÞwk

zk =EðrkÞxk

8<
: ð1Þ

where xðkÞ∈ℜn is the state vector, yðkÞ∈ℜm is the process output, zðkÞ∈ℜp is
the signal to be estimated, wðkÞ∈ℜq is the external noise which belongs to
l2ð0,∞Þ. frk , k≥ 0g is a discrete-time Markovian chain, which takes values in finite
set S= 1, 2, . . . ,Nf g (N represent positive integer) with mode transition probabil-
ities (TPS):

Pr ðrk+1 = j j rk = iÞ= πij

where πij ≥ 0 ∀i, j∈ S, and ∑N
j=1 πij =1. The set S contains N modes of system (1)

and for rk = i∈ S, the system matrices of ith mode are denoted by fAi,Bi,Ci,Dig,
which are considered here to be known with appropriate dimensions.

In this paper, the measurement with sensor data missing is paid special attention,
where the multiples are described as

yk̂ =ΞC(rk)x(k) +D(rk)w(k)

= ∑
m

i=1
ξiΛiC(rk)x(k)D(rk)w(k)

ð2Þ

where yk̂ ∈ℜm is the measured output vector, Ξ= dig fξ1, . . . , ξmg with ξi being
m unrelated with wðkÞ. It is assumed that the probabilistic density function has
piðsÞ ði=1, . . . ,mÞ on the interval [0 1] with mathematical expectation μi and
variance σ2i . Λi is defined by

Λi = 0 . . . 0|fflffl{zfflffl}
i− 1

, 1, 0 . . . 0|fflffl{zfflffl}
m− 1

8<
:

9=
;

Defining Ξ=EfΞg, for a matrix M >0, it follows from [16] that

EðΞ−ΞÞ=0

EðΞ−ΞÞTMðΞ−ΞÞ= ∑
m

l=1
σ2l Λ

T
i MΛi

8<
: ð3Þ
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Remark 1 Equation (2) describes the measurement with multiple sensors, in which
the diagonal matrix Ξ represents the whole missing status and the missing status
and the random variable ξi corresponds to the ith sensors ði=1, . . . ,mÞ. ξi can take
values on the interval [0 1] and the probability for ξi to take different values which
may be different. In this paper, we are interested in designing a filter of the fol-
lowing structure:

xk̂ +1 =Af ðrkÞxk̂ +Bf ðrkÞyk̂
zk̂ =Ef ðrkÞxk̂

�
ð4Þ

where xk̂ ∈ℜn is the state vector of the filter, zk̂ is the estimation of zk, and it is
mentioned that Af ðrkÞ, Bf rkð Þ and Ef rkð Þ are mode-dependent H∞ filter parameters
to be determined.

Defining the filtering error as ek = zk − zk̂, the filtering error system is obtained as

xk̄+1 = ðAðrkÞ+ eAðrkÞÞxk̄ +BðrkÞwk

ek =EðrkÞxk̄

�
ð5Þ

where

xk̄ =
xk
xk̂

� �
, AðrkÞ=

AðrkÞ0
Bf ðrkÞΞCðrkÞ Af ðrkÞ

� �
, eAðrkÞ= 0 0

Bf ðrkÞðΞ−ΞÞCðrkÞ 0

� �

BðrkÞ=
BðrkÞ

Bf ðrkÞDðrkÞ
� �

, EðrkÞ= EðrkÞ −Ef ðrKÞ
� �

Definition 1 [19] The filtering error system (5) is said to be stochastically stable if
the case of wk ≡ 0 for every initial condition x0 ∈ℜn and r0 ∈ S, the following
inequality holds:

E ∑
∞

k =0
xk̄k k2 j x0̄, r0

� �
<∞ ð6Þ

Definition 2 [19] Given a scalar γ >0, the filtering error system (5) is said to be
stochastically stable and has H∞ noise attenuation, and for all nonzero wk ∈ l2½0,∞Þ
the following inequality holds:

E ∑
∞

k=0
ek̄k k2

� �
< γ2 ∑

∞

k=0
wkk k2 ð7Þ

The purpose of this paper is formulated as follows: Given system (1) with
missing measurement, design a filter (4) such that the resulting filtering error system
(5) is stochastically stable with a prescribed H∞ noise performance index.
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Lemma 1 (Schur Complement) Given constant matrices S1, S2, S3 where S1 = ST1
and 0< S2 = ST2 , then S1 + ST3S

− 1
2 S3 < 0 if and only if

S1 ST3
S3 − S2

� �
<0 or

− S2 S3
ST3 S1

� �
<0

3 H∞ Performance Analysis

In this section, we will provide H∞ performance analysis results for the filtering
error system (5), which will be used for the filter design in the next section.

Theorem 1 Consider the filtering error system (5) with given filter parameters. If
there exist positive definite matrices Pi >0, ði=1 . . .mÞ such that the following
matrix inequalities hold:

−Pi 0 G PiAi PiBi

* −Pi 0 Ei 0
* * −Qi 0 0
* * * −Pi 0
* * * * − γ2I

2
66664

3
77775<0, i=1, 2, . . . , s ð8Þ

where

G: = ½σ1BT
1Pi, . . . , σmB

T
m Pi�T , Qi: = dig Pi, . . . ,Pi

	 

, Pi = ∑s

j=1 λi, jPj

then the filtering error system (5) stochastically stable and H∞ performance con-
straint is satisfied.

Proof Define the following Lyapunov functional candidate for system (4):

Vðx ̄ðkÞ, kÞ= x ̄Tk Pi xk̄ ð9Þ

Then

E½ΔVðx̄k, kÞ�: =E½Vðxk̄+1, k+1Þ j x̄k, rk −Vðxk̄, kÞ�= x̄Tk+1Pix̄k+1 − x ̄Tk Pix̄k

= x ̄Tk ðA
T
i PiAi + eAT

i PieAi −PiÞxk̄ + x ̄Tk A
T
i PiBiwk + w̄T

k B
T
i PiAix̄k + w̄T

k B
T
i PiBiwk

= x ̄Tk ðA
T
i PiAi + ∑

s

i=1
σ2i B

T
l PiBl −PiÞx̄k + x̄Tk A

T
i PiBiwk + w̄T

k B
T
i PiAix̄k + w̄T

k B
T
i PiBiwk
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where

eAT
i PieAi = ∑

m

i=1
σ2i

0 0
Bf c 0

� �T
Pī

0 0
Bf c 0

� �
, Bl =

0 0
Bf c 0

� �

Therefore, with wk =0, by Schur complement, we can obtain from (8) that
E ΔV(xk̄ , k)½ �<0

E½ΔVðx ̄k , kÞ�: = x ̄Tk A
T
i PiAi + ∑

s

i=1
σ2i B

T
l Pi −Pi

� �
xk̄ ≤ − μx ̄Tk xk̄ <0 ð10Þ

while μ= λmin − ðAT
i PiAi + ∑m

i=1 σ
2
i B

T
l PiBl −PiÞ

n o
as the minimum eigenvalue of

− A
T
i PiAi + ∑m

i=1 σ
2
i B

T
l PiBl −Pi

 �
Then,

E ∑
M

k=0
ΔVðxk̄, iÞ�=E½Vðx ̄M +1, iÞjx ̄k , i

� �
−E½Vðx ̄0, 0Þ�≤ − μE ∑

M

k=0
x ̄Tk xk̄

� �
ð11Þ

Thus,

E ∑
M

k=0
x ̄Tk xk̄

� �
≤ −

1
μ

E Vðx ̄k, 0Þ−Vðxk̄+1, k+1Þjx ̄k , k½ �f g≤ −
1
μ
E½Vðx0̄, kÞ�<∞

ð12Þ

The filtering error system (5) is stochastically stable from Definition 1.
Now, to establish the H∞ performance for the system, consider the following

performance index:

J: =E ∑
∞

k=0
ek̄k k2 − γ2 wkk k2

� �

Under zero initial condition Vðx ̄ðkÞ, rkÞ j k=0 = 0, we have

J ≤E ∑
∞

k=0
ek̄k k2 − γ2 wkk k2

h i
+ΔVðx̄k, kÞ

� �
= ∑

∞

k=0
ēTk ēk − γ2wT

k wk +ΔVðx ̄k, kÞ
� �

= ∑
∞

k=0
ηTkΦiηk

where

ηk = x ̄Tk wT
k

� �T ,

Φi =
A
T
i PiAi + ∑

s

i=1
σ2i B

T
l PiBl −Pi +ET

i Ei A
T
i PiBi

* BT
i PiBi − γ2I

2
64

3
75 ð13Þ
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By Schur complement, we can obtain from (8) that Φi <0, which mean
ek̄k k2 < γ2 wkk k2 and J <0. The proof is completed.

Remark 2 Note that it is hard to use Theorem 1 to design the desired filter due to
the cross coupling of matrix product terms among different system operation
modes. To overcome this difficulty, the technique using slack matrix developed in
[20] can be adopted here to obtain the following improved BRL for system (5).

Theorem 2 Consider the discrete-time markovian jump system (1). The filtering
error system (5) is stochastically stable and satisfies the H∞ performance index
γ >0, if there exist matrices Pi >0, Mi, Xi ði=1, . . . ,mÞ satisfying the following
LMIs:

−Xi −XT
i +Pi 0 G XiA ̄i XiBi

* −Xi −XT
i +Pi 0 Ei 0

* * −Mi −MT
i +Qi 0 0

* * * −Pi 0
* * * * − γ2I

2
66664

3
77775,

i=1, 2, . . . , s

ð14Þ

where Pi = ∑s
j=1 λi, jPj, Mi = fXi . . .Xig.

Proof Define a transformation matrix T as

T =
A
T
i I 0 I 0

BT
i 0 0 0 I
0 0 I 0 0

2
64

3
75 ð15Þ

Performing the congruence transformation T to (14) leads to

A
T
i PiAi + ∑

s

i=1
σ2i B

T
l PiBl −Pi A

T
i PiBi Ei

* BT
i PiBi − γ2I 0

* * − I

2
664

3
775<0 ð16Þ

Appling Schur complement in (16), we can obtain (13). Then, according to
Theorem 1, the filtering error system (5) is stochastically stable and satisfies the
given H∞ performance index γ >0.

4 H∞ Filter Design

In the above theorem, we have analyzed the stochastically stable and H∞ perfor-
mance of the filtering error system by assuming all the filtering parameters are given
and known. In the following, we will propose the design method.
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Theorem 3 Consider the DMJs (1) with missing measurements. The filtering error
system (5) is stochastically stable and satisfies a prescribed H∞ performance index
γ >0, if there exist matrices P1i, P2i, P3i, AFi, BFi, CFi, Ui, Si, Ri ði=1, . . . ,mÞ
and scalar ξi >0 satisfying the following LMIs:

Π11i Π12i 0 0 0 G Π17i Π18i Π19i

* Π22i 0 0 0 0 Π27i Π28i Π29i

* * Π33i Π34i 0 0 0 0 0
* * * Π44i 0 0 Ei −Ef 0
* * * * Π55i Π56i 0 0 0
* * * * * Π66i 0 0 0
* * * * * * −P1i −P2i 0
* * * * * * * −P3i 0
* * * * * * * * − γ2I

2
6666666666664

3
7777777777775

, i=1, 2, . . . . ; s ð17Þ

P1i P2i

* P3i

� �
>0 ð18Þ

where

Π11i =Π33i = −Ui −UT
i − ∑

s

j=
λijPij , Π12i =Π34i = −Ri − STi − ∑

s

j=
λijP2j

Π22j =Π44j = −Ri −RT
i − ∑

s

j=
λijP3j , Π17i =UiAi +RiBfiΞCi

Π18i =Π28i =RiAfi , Π27i = SiAi +RiBfiΞCi

Π29i = siBi +RiBfiDi , Π19i =UiBi +RiBfiDi

ð19Þ

Π55i = −Ui −UT
i − ∑

s

j=1
λijP1j . . . −Ui −UT

i − ∑
s

j=1
λijP1j

( )

Π56i = −Ri − STi − ∑
s

j=1
λijP2j . . . −Ui −UT

i − ∑
s

j=1
λijP2j

( )

Π66i = −Ri −RT
i − ∑

s

j=1
λijP3j . . . −Ri −RT

i − ∑
s

j=1
λijP3j

( )

Moreover, if the LMIs have a feasible solution, the parameters of an admissible
filter can be given by

Afi =R− 1AFi, Bfi =R− 1BFi, Efi =EFi ð20Þ
Proof Assume the matrices Pi and Xi in Theorem 2 in the form of
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Pi =
P1i P2i

* P3i

� �
, Xi =

Ui Ri

Si Ri

� �
ð21Þ

where Ri is assumed to be nonsingular. After substituting the above matrices into
(14) and replacing with AFi =RiAfi, BFi =RiBfi and EFi =Efi, it is easily shown that
(18) and (19) are equivalent to (14). Therefore, the filtering error system is guar-
anteed to be stochastically stable and achieves the prescribed H∞ performance
constraint, and the proof is finally concluded.

5 Numerical Example

In this section, a numerical example is presented to demonstrate the effectiveness
and the feasibility of proposed filter. Consider the DMJs with two subsystems and
the following parameters:

A1 =
− 2.0 0

0 − 1.9

� �
, B1 =

0.15 0.4

0.2 0.3

� �
, C1 =

0.2 0

0 0.2

� �
, D1 = 0.8

A2 =
0.5 0

0 0.3

� �
, B2 =

0.15 0.4

0.2 0.31

� �
, C2 =

0.1 0

0 0.1

� �
, D2 = 0.9

E1 =
0.4 0

0 0.4

� �
, E2 =

0.4 0

0 0.1

� �

ð22Þ

The transition probability matrix is

Π=
0.6 0.4
0.3 0.7

� �
ð23Þ

In addition, we assume the probabilistic density function of ξ1 and ξ2 in [0 1]
described by

p2ðs1Þ=
0.8 s1 = 0
0.1 s1 = 0.5
0.1 s1 = 1

8<
: , p2ðs2Þ=

0.7 s2 = 0
0.2 s2 = 0.5
0.1 s2 = 1

8<
: ð24Þ

from which the expectations and variance can be easily calculated as
μ1 = 0.15, μ2 = 0.2, σ21 = 0.1025 and σ22 = 0.11.

Using Matlab LMI control toolbox to solve the LMIS in (18) and (19), we can
calculate that the filter parameters are as follows:
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Af 1 =
− 2.3001 0.1251

− 0.8294 − 2.2813

� �
, Bf 1 =

0.2963 − 0.0867

0.1346 0.3373

� �
, Ef 1 = − 0.1000 − 2.000½ �

Af 2 =
− 0.5087 − 0.5697

− 0.8539 − 0.7003

� �
, Bf 2 =

0.9043 − 0.4008

0.7765 − 0.2489

� �
, Ef 2 = − 0.0996 − 0.1999½ �

6 Conclusions

In this paper, the analysis and design of H∞ filtering for discrete-time Markovian
jump systems with missing measurements are investigated. The missing measure-
ments are assumed to occur in a random way, and the missing probability for each
sensor is governed by an individual random variable satisfying a certain proba-
bilistic distribution in the interval [0 1]. We have designed a filter for the missing
measurements, and the error dynamics of filtering process is stochastically stable.
The numerical example implies the effectiveness and feasibility of the proposed
approach.
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Cascade STATCOM Power Factor
Automatic Compensation System

Yongdong Guo

Abstract Cascaded H bridge inverter is the key component of the static syn-
chronous compensator (STATCOM). It is widely used in power factor compen-
sation, for its fast response, high reliability, and safety. In this paper, we introduce a
sampling system of phase-sensitive circuit into the model cascade STATCOM
switch, and propose a grid power factor automatic compensation system. Model of
the system operation is then presented. We also analyze the cascade STATCOM
switch in normal working condition by applying the switching function of double
Fourier transform technique. A simulation platform is constructed to verify the
feasibility, correctness, and reliability of the system.

Keywords Phase-sensitive circuit ⋅ Cascade STATCOM ⋅ Open-circuit fault of
power switch ⋅ Analytical model ⋅ Double Fourier transform

1 Introduction

As static synchronous compensator (STATCOM) is a representative of the new
types of reactive power compensator, it has many advantages compared with the
traditional reactive power generator [1]. It is an important part of flexible ac trans-
mission, and the recent research also develops towards the aspect of high voltage and
large capacity [2]. Due to the pressure limit of the power tube (such as IGBT), most
medium-voltage high-power cascade multilevel STATCOM uses H bridge struc-
ture [3, 4]. In the actual operation, with the emergence of cascaded H bridge,
high-voltage grid power factor automatic compensation derives lower cost, higher
reaction speed, and provides more convenience to new users [5]. This paper applies
the H bridge power grid aiming to increase the tested module-phase-sensitive circuit.
According to state grid power factor, phase-sensitive circuit real-time monitoring
grid, working conditions, work gives the STATCOM pulse adjustable wide PMW
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signal, in order to realize the reasonable compensation capacitance of high voltage
power grid power factor.

2 Phase-Sensitive PWM Circuit

Phase-sensitive circuit is taking A phase CT signal, BC line voltage signal output.
IA and UBC phase is shown in Fig. 1.
IA as the load properties and phase change of UBC, due to the changes of IA and

the phase of UBC, the expression is:

ia =
Ua

ðR+ L+CÞa
ð1Þ

ia =
A sin ω0t+ θð Þ
ðR+ L+CÞa

ð2Þ

θ as the intersection point of IA and t and the starting position of the IA is half shaft,
A is range.

2:1:1 the load is purely resistive, as shown in (3), pure resistive load IA and UBC

90°, at this time

ia =
A sinω0t+ θ

ðRÞa
ð3Þ

The reactive power, the smallest cosφ=1, the power factor is the largest.
2:1:2 load for the inductive load, when Ia is ahead of UBC voltage 0–90°

ia =
A sinðω0t+ θÞ

ðR+ LÞa
ð4Þ

The perceptual load IA phase current and UBC voltage waveform and phase.
2:1:3 load a capacitive resistor, such as:

The load is capacitive IA phase current waveform and phase with UBC.

UA 

IA 

UBC

UC 
UB 

Fig. 1 IA and UBC phase is
shown
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When IA is UBC 90° in advance, then the phase-sensitive output is less than
zero, for compensation.

ia =
A sinðω0t+ θÞ

ðR+ cÞa
ð5Þ

2:2 phase-sensitive circuit output resolution, phase-sensitive circuit is com-
posed of CT signals and PT. PT signal circuits refers to the BC line voltage
signal.

Set the angular frequency of PT input signal EI to 0, omega

ei =EieJW0t ð6Þ

On the type of EI for the input signal amplitudes, CT and PT in the circuit, a
square wave has the same frequency, practical use, are represented as

ei =
− 1 −T 2̸ + nT < t< nT
1 nT < t< T 2̸ + nT

�
ð7Þ

Among them, T = 2π
ω0
, n=1, 2, 3 . . ..

Will be launched for the ER spectrum. It provides leaf series, the spectrum. It
provides transformation for

Fn nð Þ= 1
T

ZT
2

− T
2

eie− jω0t =
1

2πnj
ð8Þ

ER for CT, A phase current signals, thus

er = ∑
∞

n= −∞
F nejnω0t

= ∑
∞

n= −∞

1
2πn

ejnω0t
ð9Þ

So the output multiplier for

es = eier = ∑
∞

n= −∞

Er

2πnj
ejω0 n+ 1ð Þt ð10Þ

The above structure is a reverse amplifier, ER for CT signal amplitude, through
the reasonable collocation R,

Op-amp output

Cascade STATCOM Power Factor Automatic … 565



Fs =Vier =
Vi er =0
−Vi er =1

�
ð11Þ

The signal through the filter circuit processing, due to the noisy circuit EI, so

ei = en + es ð12Þ

Set

en = ∑
∞

R= −∞
Fn κð Þejω0κt ð13Þ

Due to

e0 = en ⋅ er + es ⋅ er ð14Þ

en ⋅ er = ∑
∞

n= −∞
∑
∞

κ= −∞

F nðκÞ
2πnj

ejω0 n+ κð Þt ð15Þ

Only when n = k, predominate is output and result as follows:

∑
∞

κ= −∞

F nðκÞ
2πκj

ð16Þ

System noise is only about 5 % of the original.

3 The Normal Circumstance Cascade STATCOM
Working State

Type cascade STATCOM star topology structure as shown in Fig. 1, each phase is
composed of multiple series inverter bridge. The control system includes output
current closed-loop control and dc voltage balance control.

Literature [6] type cascade STATCOM mathematical model is given as follows:

C duj tð Þdt = i tð Þ ⋅FW t, jð Þ
j=1, 2, . . .

∑
N

j=1
U j tð Þ ⋅FW t ⋅ jð Þ+R ⋅ i tð Þ

+ L di tð Þ
dt =Vs tð Þ

8>>>>>><
>>>>>>:

ð17Þ
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Type of UI(t) for the first j, an inverter dc capacity of the bridge voltage; I(t) for
the inverter current, rated current flowing into the direction of the STATCOM is
positive vsðtÞ=Vs sinðω0t+ δÞ For the system phase voltage; for the inverter output
voltage with the system voltage angle.

FWðt, jÞ for the first j a switching function of inverter bridge, when the output
voltage of the power unit ujðtÞ, when FW t, jð Þ=1. The output voltage of ujðtÞ, when
FW t, jð Þ=1.

Output zero electricity at ordinary times, FW t, jð Þ=1.

3.1 Normal Junior League STATCOM Working Condition

Ignore the line loss, only reactive current of STATCOM current exists, and flow
direction of STATCOM is positive, the device current is as follows:

iðtÞ=
ffiffiffi
2

p
Ia tð Þ cos ω0tð Þ+ iA tð Þ ð18Þ

Type of IQ tð Þ as the fundamental reactive current component; ia = iðtÞ for the
current high-order harmonic component.

3.2 Capacitor Voltage

Substitute (18), (10) into (17) and available capacitance voltage function is as
follows:

U iðtÞ =
1
C
Z

iðtÞ ⋅ e0dðtÞ ð19Þ

Type of Uj as the capacitor voltage dc component. uiðtÞ as the capacitor voltage
high-frequency component. In the normal working conditions by (4), the capacitor
voltage low-frequency component only contains second harmonic component.

Due to en ⋅ er in (14) is noise, when not to consider the noise, to be seen by (11)

U i tð Þ =
1
C
Z

iðtÞ ⋅V idðtÞ

=
1
C
Z

V i½Iα tð Þ
ffiffiffi
2

p
cos ω0tð Þ+ ia tð Þ�d tð Þ

ð20Þ
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4 Phase-Sensitive Circuit Without Power Tube
Cascade STATCOM Working Condition

Because of the STATCOM output current for the reactive current, the current phase
and the inverter output voltage phase difference is of 90°. STATCOM compensa-
tion inductive reactive power, for example, the electric currents generated by H
bridge leading voltage is 90°. For single polarity PWM modulation, H bridge with
six kinds of working condition is shown in Fig. 2. S1 to S4 conduction, current
flows through the S1, S4, S1S4 conduction, current d1, d4, S2, S3 conduction,
current flows through the S2, S3.

S1 and S3 conduction or S2, S4 conduction S1 and S3 conduction or S2, S4
conduction.

The working status of Fig. 3 STATCOM power unit (Fig. 4).

Fig. 2 Phase-sensitive circuit structural model

Fig. 3 Schematics of cascade STATCOM
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In Fig. 2e, f to zero level output, and a grid cycle by S1 and S3 conduction time
and S2, the zero level S4 of conduction time is equal to zero level.

4.1 Switch Function Analysis

If S1 tube open-circuit fault occur, its equivalent circuit is shown in Fig. 5.
At this time for switching function F t, jð Þ in 2kπ <ω0t<2kπ + π 2̸ period, the

current through S1 tube, thus can only flow from S2 of parallel diode, this period of
time switching function F t, jð Þ=0. Similarly, F t, jð Þ in 2kπ − π 2̸ <ω0t<2kπ + π 2̸,
originally by S1 and S3 conduction of zero level will become a current flow through
the d2, S3, −UDC. At this time of a grid cycle switch function double Fourier
decomposition.

Fig. 4 Working status of H
bridge. a 2kπ<ω0t<2kπ + π

2.
b 2kπ + π

2 <ω0t<2kπ + π.
c 2kπ + π<ω0t<2kπ + 3π

2 .
d 2kπ + 3π

2 <ω0t<2kπ +2π.
e 2kπ − π

2 <ω0t<2kπ + + π
2.

f 2kπ+ π
2 <ω0t<2kπ + 3π

2
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FW t, jð Þ= 2ma + π

8π
+

3
4
ma sin ω0tð Þ− ma

2π
cos ω0tð Þ

+ ∑
∞

ℓ=2, 4, 6
½A0P cosðPω0tÞ+B0P sinðPωαtÞ�

+ ∑
∞

ℓ=1
∑
∞

P = −∞
½AℓP cosðω0t+Pω0tÞ

+BℓP sinðℓω0t+Pωα0tÞ�

ð21Þ

Type in the

A0P + jB0P = −
ma

π

Z π
2

0
sin yejPydy

AℓP + jBℓP =
2ej

π
2y

jℓπ2

Z π
2

0
½ejπ2ℓma sin y+ jPy − ej

π
2ℓma sin y+ jPy�dy

4.2 The Results of Simulation and Analysis

In this section, the simulation verifies the correctness of the above derivation. The
simulation parameters are as follows:

Cascade number N = 6, the grid line voltage RMS Us = 10 kV, load R = 26 Ω,
L = 30 μh. Capacitance voltage directive value is 1800 V, size of 1500 μm,
F output inductance L = 30 μh. Rated modulation than ma = 0.535, rated output
current effective value of 70.7 A.

Figures 6 and 7 respectively after the compensation system of the current
waveform and spectrum can be seen in the controller system which under current
THD dropped to 3.83 %, the waveform is basically consistent and system voltage
waveform (Figs. 8 and 9).

Obviously, the control system will not allow such a large fluctuations, it will be
by adjusting the switching function to achieve a smaller steady-state value fluctu-
ations. 50 Hz wave simulation results to 51.33 V (note: as the delta changed little,

Fig. 5 Power tube
open-circuit equivalent circuit
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ignore the influence of the delta) here. At the same time, the fault unit about 40 V
dc side voltages is rising, stable average in the vicinity of 1840 V is consistent with
theoretical analysis. Can the two features position error units. At the same time,
through the simulation, power unit to any power tube will be open.

Fig. 6 The system current
waveform beform
compensation

Fig. 7 The system current
spectrum before compensation

Fig. 8 The system current
waveform after compensation
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5 The Feasibility Analysis and Summarize

This paper investigates the power factor compensation system from theory on the
essence of research, but in practice must be revised, through hardware bandpass
filter, fully able to identify the 50 Hz voltage fluctuation and the rise of the dc
voltage, thus can be used in many slopes on the type of STATCOM.

This method has the following advantages: (1) using transistors as switching
element make the grid power factor adjustment control, convenient, simple, and
reliable; (2) use of STATCOM device for sensor, and less devices.
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Voltage-Balanced Control for a Cascaded
3H-Bridge Rectifier

Ziyi Fu, Boxiang Zhang and Xuejuan Xiong

Abstract This paper studies the CHBR (Cascaded H-Bridge Rectifier)’s DC side
capacitor voltage balance control algorithm, introduces single-phase DQ coordinate
transformation, deduces the mathematical model in this coordinate. This uses
feed-forward decoupled control strategy to keep voltage and current of AC side in
the same phase, puts forward an improved algorithm to balance DC capacitor
voltage even if the loads of CHBR are imbalanced. Finally, establishes a simulation
model of three cells’ CHBR. The simulation results indicate that this improved
algorithm can reduce the switching frequency effectively, and balance the DC
voltage of every module much better.

Keywords Cascaded H-bridge rectifier ⋅ Bridge circuits ⋅ Power factor ⋅
Voltage control ⋅ Simulink

1 Introduction

The cascade multilevel converter is used to control the high voltage and
large-capacity electric drive. It is easy to control and has modular structure, good
expansibility. The H-bridge circuit is the basic power conversion unit. Several units
are cascaded and become a simple cascaded circuit [1–4]. H-bridge cascaded
multilevel converter DC side is connected with capacitor, and isolated from each
other. So there are multigroup independent DC bus voltages. Furthermore, each
H-bridge converter unit is a nonlinear, multivariable, strong coupling system, and
each of the converter units has different parallel loss, switching loss, and modu-
lation. Those problems make DC capacitor voltage of each converter unit unbal-
ance. So how to balance the DC capacitor voltage is a research focus of cascaded
H-bridge multilevel topology [5–8].
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The balanced control of DC capacitor is related to the output waveform’s
quality, active, and reactive power. Because of the cascaded topology, current of
each power unit is equal and it means that DC output voltage must be adjusted by
the same current. This feature makes it difficult to control the DC output voltage,
what is more may appear as system stability problems in some cases [9, 10].

There are two main methods to solve this problem: complex modulation method
and closed-loop control method. Complex modulation method contains several
kinds of ways such as two-dimensional modulation method, space vector pulse
width modulation method, exchange balanced modulation method, and so on
[11–14]. Those methods can balance the DC capacitor quickly, accurately, and
effectively. But the modulation strategies need to be designed according to the
specific converter structure. So it is hard to be extended to multi-cascaded H-bridge
topology. Another one is closed-loop control method. Its basic thought is to
closed-loop control the capacitor voltage of each H-bridge unit separately. Common
methods are based on proportional integral (PI) regulators to control. In this paper,
an improved control algorithm based on exchange balanced modulation is pro-
posed. First, control the total input voltage of the CHBR, introduce the single-phase
DQ coordinate transformation to separate active and reactive power. Separately
control active and reactive power, synthesis desired voltage waveforms of AC side.
Sort the DC capacitor voltage of each module to determine the charge and discharge
status of them. This algorithm can balance the DC capacitor voltage simply and
effectively. It also can reduce switching frequency so that the energy loss of the
system is less, furthermore the life of the switch becomes longer.

2 Feed-Forward Decoupling Control of CHBR

Figure 1 shows the basic topology of CHBR, it is composed of series of n power
units, each power unit contains four switches with anti-parallel diodes, DC side is
connected with DC bus capacitors and loads.

According to Kirchhoff’s voltage law (KVL) and Kirchhoff’s current law (KCL),
the mathematical model of the duty cycle of CHBR is established on the basis of the
topology

Us = ∑
n

i=1
DiUci + L dis

dt + Rsis

Diis =Ci
dUci

dt
+

Uci

Ri

Uan = ∑
n

i=1
DiUci

8>>>>>><
>>>>>>:

; i = 1, 2, . . . , n ð1Þ

where UsisRsLDiUciCiRi are grid voltage, input current, and equivalent resistance
and inductance, duty ratio of each power unit, DC side capacitor voltage
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capacitance, and load resistance respectively. Where Uan is the average value of the
CHBR AC side voltage in a switching period.

In three-phase PWM rectifier system, through Clark and Park transformation, the
sine wave signal in the three-phase stationary symmetrical coordinate is trans-
formed into the DC signal in the two-phase synchronous rotating coordinate. But
each power unit of CHBR is a single-phase rectifier, there is only one DC value,
cannot do coordinate transformation directly. But construct a vertical dummy
variable, which can also be the stationary coordinate of sinusoidal signals are
transformed into DC signal in synchronous rotating coordinate by coordinate
transformation.

Arbitrary sinusoidal value XðtÞ =Xm sinðωt−φÞ can be decomposed by
trigonometric function transformation

XðtÞ =Xm sinðωt−φÞ=Xm cosφ sinωt−Xm sinφ cosωt ð2Þ

S11

Uh1
S41S21

S12 S32

S22 S42

S1n S3n

S2n S4n
Uhn

+
Us
_

is

Uh2

S31

R1

R2

Rn

C1

C2

Cn

L

Rs

Fig. 1 Topology of Cascaded H-bridge converter contains n power units
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Define Xd =Xm cosφXq =Xm sinφ, so (2) become

XðtÞ =Xd sinωt−Xq cosωt ð3Þ

In this way Xd, Xq can be regarded as two orthogonal direct value in the DQ
synchronous rotating coordinate, then control them independently. Compare with
the direct control. This control method can eliminate the static error and improve
the anti-interference ability. For each CHBR power unit, it is necessary to construct
a virtual current ix to carry out Park transform. Input current is is converted to direct
current. Virtual current is shown in (4)

is tð Þ= Im cos ωt−φð Þ
ix tð Þ= − Im cos ωt−φ− π

2

� ��
ð4Þ

Then isðtÞ and ix tð Þ can be written as the form of (2)

is
ix

� �
=

sinωt − cosωt
cosωt sinωt

� �
id
iq

� �
ð5Þ

Then

id
iq

� �
=

sinωt cosωt
− cosωt sinωt

� �
is
ix

� �
ð6Þ

The values in (1) can be expressed as following formula:

Us tð Þ=Um sinωt= ud sinωt
is tð Þ= id sinωt− iq cosωt

Uan tð Þ=Uand sinωt−Uanq cosωt

8<
: ð7Þ

Then take those values to (1), the mathematical model of CHBR under syn-
chronous rotating coordinate system is obtained

Um =L did
dt +Rid +ωLiq +Uand

L diq
dt +Riq −ωLid +Uanq =0

(
ð8Þ

As is shown in (8), controlled variables id, iq are coupled with each other, so it is
hard to control them independently. This paper draws lessons from feed-forward
decoupling control strategy of three-phase PWM rectifier, and applies in this model.
The control equation is deduced

Uand = − Kp + Ki
s

� �
i*d − id
� �

−ωLiq +Um

Uanq = − Kp + Ki
s

� �
i*q − iq

� �
+ωLid

(
ð9Þ
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where i*di
*
q are desired values of active current and reactive current respectively.

Take (9) into (8), then get the control equation

L did
dt = ðKp + Ki

s Þ i*d − id
� �

−Rid
L diq

dt = ðKp + Ki
s Þ i*q − iq
� �

−Riq

(
ð10Þ

Through this transformation, id and iq are decoupled. The value of i*d is given by
the voltage outer loop, the value of i*q is set to 0 to keep the system’s high power
factor. The feed-forward decoupling strategy of CHBR is shown in Fig. 2.

3 CHBR DC Capacitor Voltage-Balanced Control
Algorithm

As is shown in Fig. 1, the operating mode “0” corresponds to the conduction of
bottom switches (S2, S4). In modes “+1” and “−1” the diagonal switches (S1, S4)
and (S2, S3) are turned on respectively. Define Si as switching function, Si gets
three cases: “1” “−1” “0”, so the voltage of AC side can be expressed as

Us =Uh1 +Uh2 +⋯+Uhn ð12Þ

Uhi = Si ⋅UCi; i=1, 2, 3 . . . ð13Þ

where Uhi, UCi, Si are the AC side voltage, DC capacitor voltage and switch
function of the ith H-bridge. If UC1 =UC2 =⋯=UCn =UC(UC is the desired value
of DC capacitor voltage), so n H-bridge power units can synthesis 2n + 1 different
voltages. According to Kirchhoff’s law, get the topology model based on instan-
taneous value

Uin =U0 + L dIin
dt

ihi = Si ⋅ iin

�
; i=1, 2, 3 . . . , n ð14Þ

Fig. 2 Feed-forward decoupling block diagram of CHBR
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where ihi is the current of the ith H-bridge unit. When is >0, if Si =1, AC side
voltage source will charge for capacitor of ith H-bridge unit, then the corresponding
DC capacitor voltage increases; if Si = − 1, AC side voltage source will discharge
for capacitor of ith H-bridge, then the corresponding DC capacitor voltage
decreases. When is <0, the situation is just reversed. If Si =0, the AC side voltage
source has no effect on the capacitor voltage of the DC side of the ith H-bridge unit.
Therefore the CHBR should balance the DC side capacitor voltage by controlling
the switching status.

3.1 Traditional Capacitor Voltage-Balanced Algorithm

As for a CHBR contains n H-bridge units, the input voltage Us is divided into 2n
equal sections with the scale of Uc (Uc is the reference of primary DC capacitor
voltage). As is shown in Fig. 3.

Region K is where the magnitude of input voltage, Us, lies between (K − 1)UC
and KUC. The voltage region K is defined as follows:

ðK − 1Þ ⋅Uc < US

		 		<K ⋅Uc ð15Þ

The traditional capacitor voltage-balanced control algorithm is shown in Fig. 4.

3.2 Improved Capacitor Voltage-Balanced Control
Algorithm

Traditional algorithm balances the DC capacitor voltage by changing the switching
status constantly. That will increase the switching loss, and generate a lot of heat. The
heat is bad for the life of switches.What ismore,when the loads are serious imbalance,
traditional algorithms might fail. To solve this problem, this paper proposes an

Fig. 3 Definition of voltage
regions for K = 1, …, N
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improved algorithm, which will add a certain fault tolerance rate (Fault tolerance rate)
to the traditional capacitor voltage control target, which is defined as F

Fi =
Ucij j
Uc

; i=1, 2, 3 . . . , n ð16Þ

The improved algorithm process is shown in Fig. 5.
The control goal of traditional algorithm is to make each module voltage equal to

the reference value. And improved algorithm determines whether the fault tolerance
rate F exceeds the fault tolerance limit Fmax first. If F does not exceed Fmax, the
switch status is controlled to be the same as last sampling period. Otherwise still use
the traditional balance control algorithm. Improved algorithm allows the DC
capacitor voltage of each module to have a small gap, thereby reducing frequency
of the H-bridge input and cut out frequency, thus reduce the switch loss, improve
the system efficiency.

Fig. 4 Flow chart of traditional capacitor voltage-balanced control algorithm

Fig. 5 Flow chart of improved capacitor voltage-balanced control algorithm
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4 Simulation and Results Analysis

In order to verify the effectiveness of the improved algorithm, this paper builds a
CHBR of three cells cascaded simulation model in MATLAB.

In this simulation, where AC side input voltage peak is set to 311 V, the input
DC voltage reference value is set to 200 V, and the AC side inductance is set to
12 mH. All DC bus capacitor values are set to 2800 μF. The three module load R1,
R2, R3 are set to 20, 25, and 30Ω. The traditional algorithm and the improved
algorithm are used in the simulation respectively, the Fault tolerance rate of
improved algorithm is set to 1.003 and the results are shown in Fig. 6:

Fig. 6 Simulate results. a AC side voltage and current waveform. b DC capacitor voltages
waveform of three modules (traditional algorithm). c DC capacitor voltages waveform of three
modules (improved algorithm)
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As it is shown in Fig. 6a, it is found that the phase of the AC side voltage and
current can be the same phase. (b) (c) show that the improved algorithm can balance
the DC capacitor voltage of three power units very well. But traditional algorithms
cannot balance the DC capacitor voltages.

5 Conclusions

This paper studied CHBR and established mathematical model by analyzing the
topology. Researched CHBR’s modulation mode and capacitor voltage-balanced
control algorithm based on capacitor voltage ranking to determine capacitor’s
charging and discharging state. In order to solve the problem of switch’s higher
frequency, put forward an improved DC capacitor voltage-balanced control algo-
rithm, the control algorithm reducing the action times of the switches, so that the
switching losses are reduced. The correctness and feasibility of the proposed control
algorithm are verified by simulation.
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Autonomous Navigation for Spacecraft
Around Mars Based on Information
Fusion with Cross-Correlation Noise

Jianjun Li and Dayi Wang

Abstract This paper presents an innovative autonomous navigation scheme based
on information fusion for spacecraft orbiting Mars using observations of Phobos
and Deimos. The optimal fusion (OF) algorithm and the covariance intersection
(CI) fusion algorithm are then applied to solve the information fusion problem of
multiple subsystems which are all cross-correlation. Simulation results demonstrate
the superiority that the OF algorithm and the CI fusion algorithm have in handling
the fusion problem with cross-correlation noise compared with Federated Filter.

Keywords Autonomous navigation ⋅ Mars ⋅ Information fusion ⋅
Cross-correlation

1 Introduction

Autonomous orbit determination of an interplanetary spacecraft is the process by
which the orbit parameters are autonomously estimated using the onboard mea-
suring devices without the supports of ground-based monitoring stations. In fact,
the current process can only be operated successfully with the assistance from the
ground-based facilities. Those facilities will become more complex, demanding,
and expensive as the number of interplanetary missions increase and the navigation
constellation will not work properly when the communication fails between
spacecraft and ground-based facilities [1, 2]. Huge time delay from earth to asteroid
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and planets also makes it difficult to estimate real-time state of interplanetary
spacecraft only depending on ground-based stations. Therefore, autonomous nav-
igation must be studied to achieve the interplanetary exploration missions suc-
cessfully in the future. Fortunately, information fusion is one of effective means to
develop the technology for autonomous navigation. So far, multiple new sensors
have been developed to improve performance of onboard navigation system such as
optical camera and X-ray detectors [3, 4]. Those sensors are suitable to be applied
to interplanetary missions. There also have been many studies about navigation
schemes based on those measurements, some of which have been applied to real
interplanetary missions successfully and performance show perfectly [5]. However,
it is known that all these sensors have advantages and drawbacks. So combining
different sensors using a reasonable fusion algorithm can increase the spacecraft’s
autonomous capabilities.

Fusing algorithm plays a critical role in increasing accuracy of parameters
estimation for navigation system. It has two basic forms: centralized fusion and
distributed fusion. Distributed fusion is more considerable challengingly because of
its fault-tolerant performance and reliability [2]. Under the assumption of
cross-uncorrelated sensor, a distributed Kalman filtering fusion was proposed in [6].
But often is the case that there may be cross-correlations between the sensor
measurement noises in practical applications. This is because dynamic process is
always observed in a common noisy environment. The Federated Filter ignores the
cross-correlations among every filter and actual situation cannot satisfy such strict
hypothesis conditions because of the common prior estimation and process noise.
So it will not get a better information fusion result using the Federated Filter
algorithm. Based on those analyses above, an innovative scheme of autonomous
navigation for spacecraft around Mars based on information fusion is proposed in
this paper. The paper is organized as follows: Sects. 2 and 3 describe the system
models in detail, including dynamic model and measurement model. Section 4
develops the distributed fusion algorithms with cross-covariance. In the Sect. 5,
simulation results and analysis are presented. And conclusion will be given in
Sect. 6.

2 Autonomous Navigation System Model

The state model is built based on orbital dynamics. Here two-body model is chosen
as dynamic model in J2000 Mars inertial coordinate system. In this model, only the
perturbation caused by the second zonal harmonics in the Mars’s gravitational field
is taken into account and others are treated as noise.
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dx
dt = νx
dy
dt = νy
dz
dt = νz
dνx
dt = − μ x
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8>>>>>>>>>><
>>>>>>>>>>:
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r=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2 + z2

p

The state vector x= ½x, y, z, vx, vy, vz�T denotes the spacecraft’s state, including
positions and velocities of three axes. μ is the gravitational constant of the Mars. J2
is the second zonal coefficient. Rm is the Mars’s radius. αx, αy, αz are other per-
turbations, such as the gravity of sun and other planets, sunlight pressure, atmo-
spheric drag, and so on. Then the state equation of orbit dynamic model can be
expressed as

x ̇ðtÞ= f ðxðtÞ, tÞ+wðtÞ ð2Þ

where wðtÞ is process noise, considered as zeros-mean Gaussian white noise.

3 Measurement Models

Phobos and Deimos, Martian moon can be easily observed by the spacecraft
orbiting Mars. Navigation camera can get high-accuracy navigation information
relative to targets [7]. That is to say, the spacecraft position can be determined
accurately by observing the lines of sight Phobos and Deimos [8]. And angles
between them can be also calculated indirectly. The relationships are shown in
Fig. 1.

For navigation camera system, image processing algorithms must be created to
extract navigation data from a raw image. But the focus of the paper is the image
information containing target body that can be used to estimate the spacecraft
position directly, image processing has been finished before.

The line of sight is direction of unit vector from spacecraft to target celestial
body. It can be calculated using pixels obtained by navigation cameras. For con-
venience, the relationship describing the projection of three-dimensional world onto
a camera detection plane is assumed a pinhole camera model. Then the line of sight
of celestial body in the frame attached to camera is given by
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rcsc =
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2d + y2d + f 2
p xd

yd
− f

2
4

3
5 ð3Þ

where f is the camera focal length, xd and yd are the coordinates of the observed
point on the detector plane. This solution can be achieved through being rotated
from the inertial frame by

rcsc =AcbAbirIsc ð4Þ

where Acb and Abi are transfer matrixes from the spacecraft body frame to the
camera frame and from the inertial frame to the spacecraft body frame. rcsc and rIsc
are the lines of sight of target celestial body in the camera frame and the inertial
frame, respectively. Subscript c donates the target celestial body. Let the lines of
sight rcsc to be the observation vector, then the observation can be derived

yr = hrðxÞ+ vrsc ð5Þ

Here, hrðxÞ can be expressed by the right part of Eq. (4). vrsc denotes the
measurement noise of the line of sight for the navigation camera.

MarsSpacecraft

Demios

Phobos

I
sdr

I
spr

I
smr

sd

sp

Camera detector plane

Star

sm

I
ssr

Fig. 1 The geometric position of Mars, Phobos and Deimos
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4 Distributed Fusion Algorithms for State Parameter

The Federated Filter (FF) is always considered first when dealing with multiple
information fusion (Fig. 2). For Federated Filter, global optimal estimation will be
got by weighing all results from subsystems, where all weight coefficients are
invariant instead of changing adaptively. And it is assumed that the all filters are
uncorrelated using variance upper bound.

But actually, it is impossible for actual situation to satisfy this hypothesis due to
the effect of process noise and the common prior estimation. Hence, it may not get a
better information fusion result using the Federated Filter. Aimed at improving
accuracy of navigation system, two different distributed fusion algorithms are used
in the paper, including the (OF) [9, 10] and CI fusion [11]. The cross-correlations
among subsystems are considered in two algorithms. Based on steady-state Kalman
filter of linear time-invariant system, the comparison of accuracy relations among
them was conducted in [11].

(1) The OF algorithms

The OF algorithm with matrix weight is given as [9]

x ̂= ∑
L

k=1
Mkxk̂ ð6Þ

Here, the weighting matrix Mk satisfies the constrain equation

∑
L

k =1
Mk = In ð7Þ
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Fig. 2 The structure of Federated Filter
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With the expression

Mi, . . . ,Mi½ �= ðeTP− 1eÞ− 1eTP− 1 ð8Þ

where P= ðPkiÞnL× nL, e= ½In, . . . In�T . n and L denotes the number of state and
subsystems, respectively. And cross-covariance among local filters needs to be
known.

(2) Covariance intersection (CI) fusion algorithm

Unlike the optimal fusion (OF) algorithms before, the covariance intersection
(CI) fusion method was present for systems with unknown cross-covariance. Its
basic principle is that is uses the convex combination weighting method. The CI
fuser is obtained via the optimization of a nonlinear performance index function and
its form is expressed as [12]

x ̂=P ∑
L

i=1
ωiP− 1

i xî ð9Þ

P− 1 = ∑
L

i=1
ωiP− 1

i ð10Þ

where the ωi ∈ ½0, 1�, and ∑L
i=1 ωi =1.

(3) Computation cross-covariance

As mentioned before, the cross-covariance among local filters needs to be cal-
culated in OF algorithm. The state cross-covariance Pij of the local filtering errors
can be defined by the Lyapunov equation (15)

Pij =Ψ iPijΨ
T
j +Δij, i, j=1, . . . , L ð15Þ

Ψ i = ½In −KiHi�Φi ð16Þ

Δij = ½In −KiHi�ΓQΓT ½In −KjHj�T , i, j=1, . . . ,L ð17Þ

Here, we define Pii =Pi.

5 Prototype and Test Results

In order to study the performance of different fusion algorithms to deal with cor-
relation noise, average RMSE indicator is defined here.
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Position ARMSE=
1
K

∑
K

k=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

∑
N
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ðxñðkÞTxñðkÞÞ

s

Velocity ARMSE=
1
K

∑
K

k=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

∑
N

n=1
ðvñðkÞTvñðkÞÞ

s

The initial parameters of filters are listed in Table 1.
Under the above-mentioned condition, the simulation for the autonomous nav-

igation schemes for spacecraft around the Mars, based on the OF and the CI fusion
under cross-correlation, are conducted compared with the federated filter respec-
tively. To study the effect of correlated noise clearly, simulations were conducted
under several different conditions, including No effect from Correlated Measure-
ments and Process Noise (NCMPN), Under effect of Correlated Process Noise
(UCRN), Under effect of Correlated Measurement Noise (UCMN), and Under
Cross-correlated Measurements and Process Noise (UCMPN). Results are pre-
sented in the follows figures.

(1) Comparing the difference of several simulation conditions based on the Fed-
erated Filter (FF)

(2) Under effect of Correlated Process Noise (UCPN)
(3) Under effect of Correlated Measurement Noise (UCMN)
(4) Under Cross-correlated Measurements and Process Noise(UCMPN)

Figure 3 is average RMSEs of position and velocity based on Federated Filter
under several conditions. It obviously shows that correlated noise affect markedly
on the accuracy of fusion algorithms. For deep space missions, it would be better to
take into account the effect of correlated noise.

Figures 4, 5 and 6 are the simulation results based on the three fusion algorithms
under different conditions. It can be concluded that the accuracy of OF and CI
algorithm is higher than that of Federated Filter no matter under what conditions.
Therefore the two fusion algorithms are very suitable for navigation system for deep
space missions and can greatly enhance the reliability and accuracy without the
supports from earth.

Table 1 The initial
parameters of filters

Filters statistics Value

Measurement noise R ð1× 10− 5Þ2I3× 3

State noise Q O3× 3 O3× 3

O3× 3 ð1× 10− 6Þ2I3× 3

� �

Initial state P0 ð1× 10− 3Þ2I3× 3 O3× 3

O3× 3 I3× 3

� �

Cross-covariance Pij
0 ð1× 10− 4Þ2I6× 6
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Fig. 3 The ARMSE difference of different simulation conditions
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6 Analysis of Experimental Results

In this paper, an autonomous navigation scheme for spacecraft orbiting Mars based
on information fusion is proposed. By taking the line of sight of Martian moon,
Phobos and Deimos, as observed variables, autonomous navigation scheme was
built based on orbit dynamics. Meanwhile, the common process noise was also
considered in fusion algorithms. Simulation results indicate that OF and CI fusion
excel in dealing with those fusion problems under cross-correlation noise. Finally,
simulation experiment was conducted and results show perfectly. The accuracy of
the autonomous navigation is dramatically improved. Conclusion demonstrates that
the scheme proposed in the paper is reasonable and can provide high-precision
navigation for spacecraft around Mars.
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The CUDA-Based Multi-frame Images
Parallel Fast Processing Method

Yiyao An, Maoyun Guo, Yi Chai and Haoxin Liang

Abstract This paper purposes a fast parallel processing method for multi-frame
images based on CUDA by Nvidia employing the Sobel edge detection operator as
example. To utilize the CUDA’s high parallel computing capability of dense
numeric calculation, the paper optimizes the data structure of multi-frame images,
combines the multi-frame images into “one image” which reduces the complexity
of method. And the experiment result shows that the average running time of the
method based on CUDA, which is 499.7 ms, is about 15 % as much as that based
on CPU when processing the 64 frames of 512 × 512 pixels images with 8-digit
grayscale. The method can utilize the CUDA’s computing capability greatly.

Keywords CUDA ⋅ Sobel operator ⋅ Multi-frame images ⋅ Parallel computing

1 Introduction

As a typical application of dense data, video processing hungers for high-
performance computing. The traditional method is processing the frames of the
video one by one from each video channel of video system. With the development
of multiprocessor and cloud computing, the above processing can be parallelized.
But these approaches waste lots of the logic computing resources, because there is
much more numerical calculating than logic calculating in video processing.

The GPU-based general purpose heterogeneous parallel computing technology,
such as Nvidia’s CUDA (Compute Unified Device Architecture) affords a high-
efficiency computing platform to the dense numeric calculating [1]. It is very
suitable for image processing such as image segmentation and edge detection.

Now, many researchers have carried out the researches on the image processing
based on CUDA [2–7]. Zuo hao rui et al. provided a parallel computing algorithm
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of the Sobel operator for single image based on CUDA [2]. Meng Xiaohua et al.
released an algorithm of Laplace edge detection method with CUDA [3]. Luo et al.
gave out a CUDA-based algorithm for Canny edge detection [5]. And all of these
methods can improve the compute speed of the image edge detection.

Based on the CUDA, this paper will carry out the research on the parallel
processing method for the multi-frame images from multiple channels of the video
system employing the Sobel operator as example.

2 The Classic Sobel Edge Detection Operator

The classic Sobel edge detection operator is composed of two templates, S1 and S2,
corresponding to the horizontal edge and the vertical edge. Shown in Fig. 1, the
pixel P(n, m) should employ S1 and S2, whose results are R1 and R2 corre-
spondingly. And the result is |R1| + |R2|, where |•| represents the absolute value.
The P (n − 1, m − 1), P (n − 1, m), P (n − 1, m + 1), P (n, m − 1), P (n, m + 1),
P (n + 1, m − 1), P (n + 1, m − 1) and P (n + 1, m + 1) are the neighbor pixels
of the P (n, m) [2].

So in Fig. 1, a pixel needs 11 adding operations with the Sobel operator
regardless of the absolute terms. So if there are N × N pixels in one image, the
total of add operations is 11 N2. So if there are M frames, it will take 11 MN2 add
operations.

3 The CUDA-Based Multi-frame Images Edge Detection
Method

Some researcher has applied CUDA-based Sobel operator parallel to image, which
is mainly for the single frame image [2]. In order to make full use of CUDA on
parallel processing, this paper proposes a parallel processing method for
multi-frame images from multichannel videos.

P(n-1,m-1) P(n-1,m) P(n-1,m+1)

P(n,m-1) P(n,m) P(n,m+1)

P(n+1,m-1) P(n+1,m) P(n+1,m+1)

P (n,m)=
|R1|+|R2|

original image result of Sobel operator

R1=P (n −1, m+1)+2P (n, m+1)+P(n+1, m+1)
−P(n−1, m−1)−2P(n, m − 1)− P(n+1, m − 1)

R2=P(n +1, m+1)+2P(n+1, m)+P(n+1, m+1)
− P(n−1, m−1)−2P(n-1, m)−P(n-1, m+1) 

Fig. 1 The operation of Sobel edge detection operator
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3.1 The Programming Model of the CUDA-Based
Multi-frame Images Edge Detection Method

In CUDA programming model, CPU serves as host which controls the whole serial
logic and task scheduling of programming. And GPU serves as device, which
achieves data calculation with threads (usually as kernels) in highly parallel [1].

Figure 2 illustrates the execution flow of multi-frame images edge detection
based on CUDA. The host (CPU) mostly completes the process of inputting the
images data, launching the CUDA’s threads to execute the image processing and
other serial operations. And the device (GPU) generates threads grid containing
thread blocks (kernels, which contain Sobel operator processing) and memory
blocks (each of which contains one frame image from the channel of video) and
runs the kernels (threads) in parallel [1].

3.2 The CUDA’s Parallel Computing Organization

In order to achieve the parallel processing of the data, CUDA organizes the threads,
which process data, with a one-dimensional or two-dimensional grid. And in the
grid, the threads are organized with thread blocks which correspond to the memory
blocks in CUDA. All threads in each thread block are located in the same processor
core and share the limited memory resources of the core [1]. Generally, the number

Block(0,0) Block(1,0)

Block(0,m) Block(1,m)

Block(n,0)

...

... ...

Block(n,m)...

...

Device

Host

Host

Serial code

Parallel kernel
Kernel<<<>>>()

Serial code

Acquire The Data  Of   Frame Image 

Kernel Generates N Blocks, Each block 
Contain a frame image 

Device

Run the Kernels for Edge Detec on 
(Sobel operator Based on CUDA) 

copy the results  back to the host

Parallel Code

Grid

Copy mulit-frame image data to device

a thread, corresponding 
to a kernel, to execute 
the Sobel operator for 
edge detec on in GPU  

Fig. 2 The CUDA-based program execution flow
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of blocks within a grid is decided by the amount of data rather than the number of
processors. The former is often far more than the latter. At present, a kernel (a
thread in blocks corresponding to parallel processing in GPU) can be executed by
more than one same threads.

3.3 The CUDA-Based Multi-frame of Images Sobel
Operator Method

As the Fig. 3 shows, the main idea of the method for processing multi-frame images
from multichannel videos is to combine the multi-frame images into “one image”
and employs the Sobel operator as edge detection which is executed as the parallel
thread (the kernel) in GPU to utilize the GPU parallel computing resources.

In order to realize the parallel processing of multi-frame images, GPU will first
allocate memory space according to the number of video channels. As shown in
Fig. 3, here supposed the channels number of video system is N = 512, GPU can
allocate N memory blocks and a thread grid containing N thread blocks. Each frame
of image corresponds to one memory block. Each memory block corresponds to
one thread block. And each pixel of a frame of image corresponds to one of the

1 2 ... 32

33 34 ... 64

... ... ...

496 497 ... 512

Block
1

Block
2

... Block
32

Block
33

Block
34

... Block
64

... ... ...

Block
496

Block
497

... Block
512

Camera 1

Camera 2

Camera 512

Image 1

Image 2

Image 512

Memory Blocks Theads Grid

Thread1 Thread2 ... Thread
    256

Thread
257

Thread
258

... Thread
512

... ... ...

Thread
256*255

+1

Thread
256*255

+2

... Thread
256*256

Pixel 1 Pixel 2 ... Pixel 
256

Pixel 
257

Pixel 
258

... Pixel 
512

... ... ...

Pixel 
256*255

+1

Pixel 
256*255

+2

... Pixel 
256*256

Fig. 3 The CUDA-based pixel and thread operation of multi-frame image
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threads in the corresponding thread block. Because the threads of GPU are highly
parallel in CUDA, the multi-frame images processing are highly parallel. So the
method stated in the paper could save a lot of time.

To compare with the traditional method which based on CPU, here the image
pixel’s number is also set to N × N and the frames number is also set to M. Ideally,
if GPU could provide enough memory and threads resources to storage and process
M frames images, each with N × N pixels, all calculations of the Sobel operators of
the method could be completed at one step (one computing cycle). That is, the
method will only take 11 add operations to complete all operations. However, the
resources of GPU are limited, so it will take more times than 11 add operations do.
This will be given at the experiment part in detail.

4 Experiment and Analysis

For verifying the above method, the paper has carried on the experimental verifi-
cation. The experimental environment is as follows: CPU is intel core i5-3230m
2.6 Hz. Display card is Nvidia GT635M. Internal storage is 4 GB Operating system
is win8.1. CUDA version is CUDA 6.0. The size (pixels number) of the each image
is 512 × 512.

4.1 Experiment Results

The experiment will run the proposed method (based on CUDA) and the traditional
method (based on CPU) 10 times and gets average processing time as the running
time. The experiment results are showed in the Table 1.

Table 1 The running time of the program based on CPU and CUDA

Frames of images Time based on CUDA (ms) Time based on CPU (ms)

1 7.19 48.15
2 14.35 95.63
4 28.703 203.62
6 43.064 301.85
8 57.398 406.84
16 114.84 786.12
24 172.20 1151.32
32 229.63 1517.94
64 449.71 2993.03
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4.2 Analysis of Experimental Results

From the results, it can be seen that the running time of the paper proposing method
is less than that of the traditional method based on CPU. The former is about 15 %
of the latter. But it is different from the theoretical analysis in the time complexity
analysis in the previous chapter.

The reason is that the theoretical time complexity analysis is a very ideal. It need
not consider the actual hardware (GPU) limitations, which means that the GPU can
always process all the pixels of all images with Sobel operator once (one computing
cycle). In fact, the maximum number of threads GPU can run at one computing
cycle is limited. When GPU cannot process the data in one computing cycle, it will
execute the processing threads group by group, whose threads number depends on
the GPU hardware, serially until completing the above processes. So the actual
running time of the CUDA-based method is much slower than that of theoretical
analysis in the paper.

5 Conclusion

With the above analysis, it can be concluded that the speed of method based on
CUDA is faster than that based on CPU. The running time of the former is about
15 % of the latter. So the application of CUDA for multi-frame images processing
method has a very good processing performance in speed. It is more suitable for
video processing.
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Blind Source Separation Based on Mixed
Integer Programming

Xiaocan Fan and Lizhen Shao

Abstract The underdetermined blind source separation problem is a common prob-

lem in our daily life, but it is difficult to solve because of its underdetermined. In the

literature, sparse component analysis which exploits the sparsity of sources in a pre-

defined sparse dictionary has been proposed to solve it. Usually, sparse component

analysis uses a two-stage approach. The first stage is to estimate the mixing matrix

and the second stage is to reconstruct sources. In fact, the second stage is a sparse

optimization problem. In this paper, we model the problem of reconstructing sources

as a bi-objective optimization problem. We take the error and sparsity as the two

optimization objectives, and propose an iterative algorithm based on mixed integer

programming to solve the bi-objective source reconstructing problem. Experimental

results show the accuracy and effectiveness of our proposed algorithm.

Keywords Sparse component analysis ⋅ Bi-objective ⋅ Underdetermined blind

source separation ⋅ Mixed integer programming

1 Introduction

Blind source separation (BSS) is a special kind of signal processing. It is a process

that the sources S ∈ ℝn×T
and the mixing matrix A ∈ ℝm×n

are reconstructed using

the mixed signals X ∈ ℝm×T
. Generally, we assume that the mixtures are linear com-

binations of the sources, i.e., X = AS. Moreover, any information about the sources

and the mixing matrix are all unknown [1].

Blind source separation is a common problem in our daily life. Many independent

component analysis methods have been proposed to solve it in determined case. Inde-

pendent component analysis mainly exploits the independence of sources to obtain

the separation matrix, i.e., the inverse of mixing matrix. However, sources can not

be reconstructed successfully even if the mixing matrix has been estimated in under-
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determined case [2]. Therefore, some priori conditions of sources and the mixing

matrix should be set. For instance, some signals can be sparse represented in a pre-

defined sparse dictionary. Sparse component analysis (SCA) arises at the historic

moment. It can exploit the sparsity of signal to reconstruct signal. It has gradually

developed into the mainstream algorithm of blind source separation, because it over-

comes the shortcoming of independent component analysis.

A two-stage approach [3] has been often used for sparse component analysis since

both the mixing matrix and sources are unknown. The two-stage method, as the

name suggests, is to divide the algorithm into two steps. First the mixing matrix is

estimated, then sources are recovered.

In the abundant literatures with sparse component analysis, much work has been

dedicated to solve blind source separation problem. In [4], Georgiev et al. formulated

conditions under which a given matrix X can be uniquely represented as a multipli-

cation of matrices A and S. In [5], Bobin et al. proposed a novel sparsity-enforcing

BSS method called adaptive morphological component analysis. In [6], nine dif-

ferent sparse optimization problems are formulated based on l0, l1 or l∞ data misfit

measures. In [1], Syed et al. proposed a hierarchical 0–1 mixed integer programming

to solve BBS problem. In [7], Li et al. proposed a revised version of MOEA/D based

on iterative thresholding algorithm for sparse optimization. All of the above blind

source separation methods are based on sparse models that have only one objective.

In this paper, we use a two-stage method to solve blind source separation problem.

First of all, a linear clustering method is used to estimate the mixing matrix. Then,

we propose an iterative mixed integer programming (MIP) algorithm to construct

sources in the second stage. Finally, the performance of our proposed algorithm will

be verified through experiments.

The rest of this paper is organized as follows. In Sect. 2, we introduce sparse opti-

mization and bi-objective optimization. Section 3 explains our mixed integer opti-

mization model and introduces the iterative MIP algorithm to solve bi-objective blind

source separation problem. In Sect. 4, experimental results and discussions are pre-

sented. Finally, we conclude this work in Sect. 5.

2 Sparse Optimization and Bi-objective Optimization

In sparse optimization, we need to find a sparse signal s ∈ ℝn×1
with respect to x =

As, where A ∈ ℝm×n
and x ∈ ℝm×1

are known. Usually, there may be many possible

solutions. However, if some conditions, such as restricted isometry property, have

been satisfied, the equation has a unique K-sparse solution. What is more, if signals

are not sparse, we can use some underlying transforms to sparse signals [8].

Generally, l0 norm is used to measure the sparsity of a vector; the sparsity is the

number of nonzero elements in a vector. So, we can seek the sparsest solution as

follows:

min ‖s‖0
s.t. x = As. (1)
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However, Eq. (1) is a NP-hard problem. Besides, we need list CK
n kinds of linear

combinations about nonzero positions of s to solve it. So, it is not easy to solve the

problem. In fact, we can formulate sparse optimization problem as a bi-objective

optimization problem, in which error function ‖x − As‖22 and penalty function ‖s‖0
are two optimization objectives. We should minimize the two objectives at the same

time.

min{‖s‖0, ‖x − As‖22} (2)

In multi-objective optimization [9], the solution of multi-objective problem is not

limited to a single solution, but there may be more than one solution. The goal of

multi-objective optimization is to find pareto optimal front. For two solutions x1 and

x2, we say x1 dominates x2 when ∀k ∈ 1,… ,m, fk(x1) ≤ fk(x2), and ∃k ∈ 1,… ,m,

fk(x1) < fk(x2). Therefore, if we cannot find a solution x that dominates x∗, we call x∗
pareto optimal. Correspondingly, we call f (x∗) nondominated. The set of all nondom-

inated points are called pareto optimal front. Similarly, for any two solutions x1 and

x2, we say x1 weakly dominates x2 when ∀k ∈ 1,… ,m, fk(x1) < fk(x2). Therefore, if

we cannot find a solution that weakly dominates x∗, we call x∗ is weakly pareto opti-

mal. Figure 1 shows the weakly pareto optimal front of a bi-objective optimization

problem.

Suppose Fig. 1 is the pareto front for a bi-objective programming problem (2), we

can see that the pareto optimal front contains a “knee” point with sparsity level K. In

sparse optimization, our purpose is to find the “knee” point in pareto optimal front.

In this paper, we dedicate to developing an algorithm to solve problem (2) and thus

obtain the “knee” point with desired sparsity level K for problem (1).

Fig. 1 Weakly pareto

optimal front
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3 Blind Source Separation

In this part, some assumptions should be satisfied to solve a blind source separation

problem.

∙ any square m × m sub-matrix of the mixing matrix A ∈ ℝm×n
should be nonsingu-

lar;

∙ nonzero elements of every column of the sources S should be less than m − 1.

3.1 First Stage: Mixing Matrix Estimation

If sources are sparse, we assume that the source S ∈ ℝn×T
has only one nonzero com-

ponent in the j-th moment. Therefore, Xj = Sij × Ai, namely Xj and Ai are collinear.

In the same way, if the k-th moment satisfies the same condition, Xk and Ai are also

collinear. So we can obtain mixing matrix A by clustering the mixed signals X, see

e.g. [10].

In the case of sources are not sparse, we can sparse the mixed signals using wavelet

transform. Then, the high frequency component of the transformed signals can be

used as the new observation signals. Because of the linearity of wavelet transform,

the mixing matrix can be obtained by clustering the observed signals in the spatial

domain.

3.2 Second Stage: Source Estimation

Usually, it is not easy to solve sparse optimization problem because of the non-

convexity of sparsity. Many optimization methods have been proposed to estimate

sources, such as greedy algorithms and convex optimization algorithms. In order to

solve bi-objective source reconstructing problem (2), we transform the problem into

the following mixed integer programming problem:

min ‖X − As‖22
s.t. ‖s‖0 = K. (3)

where K ∈ {0,… , n}.

Here, we introduce a binary variable zj to express whether the j-th component is

zero or not.

zj =

{
0, nonzero

1, zero.
(4)
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Thus, the mixed integer programming source reconstructing model is

min ‖Xi − ASi‖22
s.t. |Sij| ≤ Qzj, i = 1, 2,… ,T

∑n
j zj = K, j = 1, 2,… , n

zj = 0 or 1

(5)

where Q is a large number, Xi and Si represent the i-th column of X and S, respec-

tively.

Now, we are going to propose an iterative MIP method to solve the bi-objective

source reconstruction problem (2). Since we want to obtain the minimal sparsity

value under the circumstance of the error is minimal, we do not need to find the

entire pareto front, only need to find part of the pareto front which includes the “knee”

point. The iterative MIP procedure can be described as Algorithm 1.

Algorithm 1 (The iterative MIP procedure)

Initialization.
(i1) Randomly generate a sequence of sparsity Sp = {s1,… , spop}

P = ∅, and Q = ∅
(i2) Input: the number of population pop; the mixed signals x;

the mixing matrix A
Iteration steps.
1: Solve MIP

for i = 1 to pop do

calculate the optimal solution for the problem in Eq. (5) when K = si,
and save the solution to the i-th column of P

end

2: Seek the Weakly Pareto optimal Solution
compare all solutions in P with each other, seek the weakly pareto optimal

solution and put them in Q
3: Sparsity Update

3.1: order Sp, si1 < si2 < … < sipop
3.2: make a new set by interpolation method

Spnew = {⌊sij + (sij+1 − sij )∕2⌋ ∣ sij+1 − sij ≥ 2, j = 1 ∶ pop − 1}
3.3: take place a sparsity in Sp if |Spnew| ≠ 0
si1 ← randomly choose a sparsity in Spnew if |Q| > 0.5pop
sipop ← randomly choose a sparsity in Spnew if |Q| ≤ 0.5pop

3.4: move sparsity in Sp if |Spnew| = 0
si1 ← min{sipop , smax} ,if |Q| = pop
sipop ← max{sipop , smin},if |Q| = 1

3.5: if the “knee” point with sparsity level K is in Sp, output; otherwise go

to Step 1

Output: the sparse solution P, the sparsity Sp
In Algorithm 1, we determine the set of all weakly pareto optimal solutions in

P and save them to Q. The method of [11] is used to check the “knee” point of the

pareto front. Therefore, we can be aware of whether Sp contain the sparsity K or not
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from the size of Q. As the algorithm carries out, we want to get a continuous sparse

sequence. However, even if pop consecutive sparsity levels have been obtained, we

may change it since sparsity K that we need may be excluded. Then, we can know

on which side the sparsity may locate through the size of Q. For instance, if the size

of Q is equal to pop, all members of Sp are on the left side of K.

4 Experimental Results

Our algorithm is carried out in the MATLAB environment, and CPLEX is used to

solve the MIP problem. In order to demonstrate the performance of our proposed

method, we use a synthetic instance and only consider the underdetermined case,

namely m < n. First, all the sources are artificially generated. Figure 2 represents the

original source signals. Then, data points X ∈ ℝ3×1000
have been mixed from the

randomly generated mixing matrix A ∈ ℝ3×4
and the sources S ∈ ℝ4×1000

.

A =
⎡
⎢
⎢
⎣

0.5456 0.3588 0.9683 0.4594
0.8279 0.7100 0.0231 0.4767
0.1297 0.6060 0.2487 0.7495

⎤
⎥
⎥
⎦

We use the algorithm proposed in [10] to estimate the mixing matrix, then the

matrix Ar is obtained. In order to compare, A and Ar are normalized. Then, we can
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Fig. 2 Original sparse sources
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Fig. 3 Reconstructed sources

see that Ar and A differ only by permutation of the columns, which meets the char-

acteristic that the sequence of signal reconstruction is uncertain.

Ar =
⎡
⎢
⎢
⎣

0.5456 0.9683 0.4594 0.3588
0.8279 0.0231 0.4767 0.7100
0.1297 0.2487 0.7495 0.6060

⎤
⎥
⎥
⎦

In addition, in order to find the source signals, we run Algorithm 1, taking every i-
th moment mixture Xi and matrix Ar as input and we find the desired sparsity level K

and Si. Finally, we get the recovered sources S, see Fig. 3. It shows the practicability

of our algorithm.

5 Conclusions

In this paper, we have formulated the problem of constructing source as a bi-objective

optimization problem, in which error and sparsity are two objectives. Then, we pro-

pose an algorithm based on mixed integer programming to solve the problem. At

each iteration, we solve a certain number of mixed integer programs to find some

points in the pareto optimal front. We demonstrate the proposed algorithm by an

example. This work indicates the feasibility of our algorithm.
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A Visual Feedback Model-Free Design
for Robust Tracking of Nonholonomic
Mobile Robots

Hui Chen, Hua Chen, Yibin Wang and Fang Yang

Abstract This paper considers the problem of designing a visual feedback control
law for robust tracking of nonholonomic mobile robots. The control approach
developed in this work with uncalibrated visual parameters, unknown control
directions, and external disturbances. Using incomplete information of the moving
objects to be tracked to propose a model-free, self-support control algorithm to
ensure the tracking error can be driven into a prespecified neighborhood of zero.
Global stability of the corresponding closed-loop system of tracking error is proved
by the Lyapunov stability theory. Finally, the simulation results demonstrate the
effectiveness of the proposed controller design method.

Keywords Visual feedback ⋅ Nonholonomic mobile robots ⋅ Model-free ⋅
Robust tracking

1 Introduction

In recent few years, Wheeled Mobile Robot (WMR) plays an important role in
several fields as industry, agriculture, terrorism, explosion, space exploration,
safety. They can replace human to complete son dangerous or impossible task.
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However, as it is known to all that it is impossible to stabilize any nonholonomic
system to a point by a static state feedback law according to Brockett’s conclusion
[1]. Therefore, a great deal of research is done to resolve the stabilization problem
of such systems. And lots of reasonable and ingenious methods have been proposed
in order to overcome this design difficulty [2–5], which contains four cases: con-
tinuous time-varying feedback control laws [6–8], discontinuous feedback control
laws [9–11], hybrid feedback control laws [12], and optimal control laws [13–15].

Since the stable problem has been solved by the stabilization methods, it is hard
to ensure that these methods mentioned above are equally valid in the trajectory
tracking problem.

In fact, research of the tracking controller design has received increasing
attention from many researchers for recent decades, for example, two
knowledge-based tracking controllers have been put forward to solve the problem
of a computed torque nonlinear in [16]. In [17] to overcome the difficulties of using
the brushed direct current motors actuates the uncertain wheeled mobile robots, a
robust tracking control law is proposed. Reference [18, 19] gives some non-smooth
finite-time tracking control laws for improving the convergence rate of the wheeled
mobile robots. In addition, a robust control law based on the visual servoing
feedback for nonholonomic mobile robots with uncalibrated camera parameters is
proposed in [20].

This paper considers the robust tracking problem of nonholonomic model-free
mobile robots with uncertain parameters with the unknown trajectory based on the
generalized principle of self-support (GPSS) control strategy [21, 22]. The main
innovations and results can be summarized as the following two respects.

(a) Based on the principle of GPSS, the control inputs can be regarded as a natural
part of the robotic system itself, so the visual feedback controller can be
presented.

(b) Through the research of the existing visual servoing control of nonholonomic
model-free mobile robots [23–26], a new control law is proposed with
uncertain directions, unknown visual parameters and external disturbances.

The structure of the paper is as follows: Sect. 2 gives a formalization of the
problem considered in the paper. Section 3 states our main results. Section 4
provides an illustrative numerical example and the corresponding simulation results
of the proposed methodology. Finally, a conclusion is shown in Sect. 5.

2 Problem Statement

As shown in Fig. 1, the mass center p can be measured. Assuming that the geo-
metric center point and the mass center point of the robot are the same, the dynamic
model for the nonholonomic wheeled mobile robot can be described by the fol-
lowing differential equations [27, 28]:
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x ̇= v cos θ
y ̇= v sin θ
θ=ω
v ̇= τ1
ω ̇= τ2

8>>>><
>>>>:

ð1Þ

where (x, y) is the position coordinates of the mass center p of the robot moving, θ
denotes its heading angle from the horizontal axis, ω is steering velocity, and v is
the forward velocity.

As shown in Fig. 2, using a camera fixed to measure the movement of the
nonholonomic wheeled mobile robot, the corresponding kinematic equation can be
described as follows from (1):

x ̇= α1v cosðθ− θ0Þ
y ̇= α2v sinðθ− θ0Þ
θ=ω
v ̇= β1ðtÞτ1 + d1ðtÞ
ω ̇= β2ðtÞτ2 + d2ðtÞ

8>>>><
>>>>:

ð2Þ

where αi is uncalibrated visual parameter, βiðtÞ>0 is the unknown control direc-
tion, θ0 is the unknown angle of coordinate system and diðtÞ is the external dis-
turbance. τi is the force or torque inputs to be designed.

Fig. 1 Nonholonomic
wheeled mobile robots
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Defining the output tracking error as follows:

xe = x− xd
ye = y− yd

�
ð3Þ

where xd , yd are the desired position point. However, we may not measure all the
information of x, y and xd, yd because of random perturbation, complex uncertain
parameter, etc., hence, we make the following assumptions:

Assumption 1 The estimation of error measurement (xe, ye) can be denoted as
follows:

xẽ = xe −
Z t

0

ω1ðtÞdt ð4Þ

yẽ = ye −
Z t

0

ω2ðtÞdt ð5Þ

Fig. 2 Nonholonomic wheeled mobile robots with a fixed camera
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where the bounded estimated error function ωiðtÞ satisfies that

ωiðtÞj j≤ bi,
Z t

0

ωiðtÞdt
������

������≤ ci ð6Þ

Assumption 2 Where the uncalibrated visual parameter αi, the unknown control
direction βiðtÞ, the unknown angle θ0 and the external disturbance diðtÞ are assumed
to be bounded, i.e.,

0 < α−
i ≤ αi ≤ α+

i , 0 < β−
i ≤ βi ≤ β+

i

0< θ−
0 ≤ θ0 ≤ θ+

0 , 0 < d −
i ≤ di ≤ d +

i

ð7Þ

Assumption 3 The velocities, accelerations are x ̇, y ̇, x ̈, y ̈ not directly available, but it
is within a known bounded region:

x ̇j j≤m, x ̈j j≤m1, y ̇j j≤ n, y ̈j j≤ n1, θ ̇j j≤ r ð8Þ
Remark 1 What was different from other research about visual feedback of non-
holonomic wheel mobile robots is that all the visual parameters are assumed to be
unknown and we discussed a more complex uncertain dynamic model here.

Remark 2 We assume that there is an error estimation function in (4) and (5)
because that ðx, yÞ and xd, ydð Þ may not be got directly because of some in some
complex occasions.

The control priority in this paper is to design a robust tracking visual feedback
law for robot system under Assumptions 1–3.

3 Main Results

The design results will be stated as the following theorem:

Theorem 1 Under Assumptions 1–3, for the dynamic system (2), taking
The following feedback law

τ1 = − k1s1̃ðtÞ
τ2 = − k2s2̃ðtÞ

�
ð9Þ

where sĩðtÞ is the estimated error feedback signal for controller as follows:

s1̃ðtÞ= x ̃ė + λ1xẽ
s2̃ðtÞ= y ̃ė + λ2yẽ

�
ð10Þ
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where ki is a design parameter that satisfies

k1 >
2ð mm1

ðα−
1 Þ2 +

nn1
ðα−

2 Þ2Þ+ d +
1

β−
1 λ1ε

>0, k2 >
r+ d +

2

β−
2 λ2ε

>0 ð11Þ

where λi, ε>0 denote the scale index of convergent region of the tracking error
given in advance. Then the real tracking error can be driven into the following
prespecified neighborhood of zero

Dε = ðxe, yeÞ: xej j≤ λ1c1 + b1
λ1

+ ε, yej j≤ λ2c2 + b2
λ2

+ ε

� �
ð12Þ

Proof Take a Lyapunov function candidate VðtÞ= 1
2 x2e + y2e
� �

for each xe and ye.
Calculating the time derivative of V(t)

V ̇ðtÞ= xexė + yeyė ð13Þ

According to (4) and (5) in Assumption 1, we have

xe = xẽ +0
Z t

0

ω1ðtÞdt, xė = x ̃ė +ω1ðtÞ ð14Þ

ye = yẽ +
Z t

0

ω2ðtÞdt, yė = y ̃ė +ω2ðtÞ ð15Þ

Substituting (14) and (15) into (13), we have

V̇ðtÞ= xeðx ̃ė +ω1ðtÞÞ+ yeðy ̃ė +ω2ðtÞÞ ð16Þ

From (10), we have

x ̃ė = s1̃ðtÞ− λ1xẽ
y ̃ė = s2̃ðtÞ− λ2yẽ

�
ð17Þ

Substituting (4), (5), (9) and (17) into (16), we have
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V̇ðtÞ= xeðs1̃ðtÞ− λ1xẽ +ω1ðtÞÞ+ yeðs2̃ðtÞ− λ2yẽ +ω2ðtÞÞ

= xeðs1̃ðtÞ− λ1ðxe −
Z t

0

ω1ðtÞdtÞ+ω1ðtÞÞ+ yeðs2̃ðtÞ

− λ2ðye −
Z t

0

ω2ðtÞdt+ω2ðtÞÞ

= − λ1x2e − λ2y2e + xeðs̃1ðtÞ+ λ1

Z t

0

ω1ðtÞdt+ω1ðtÞÞ

+ yeðs2̃ðtÞ+ λ2

Z t

0

ω2ðtÞdt+ω2ðtÞÞ

= − λ1x2e − λ2y2e + xeð− τ1
k1

+ λ1

Z t

0

ω1ðtÞdt+ω1ðtÞÞ

+ yeð− τ2
k2

+ λ2

Z t

0

ω2ðtÞdt+ω2ðtÞÞ

ð18Þ

According to system (2) the estimated feasible bound of τi can be presented as
follows:

v= ð x ̇
α1
Þ2 + ð y ̇

α2
Þ2 = x2̇

α21
+

y2̇

α22
v
.
=

2 x
.
x
..

α21
+

2 y
.
y
..

α22
ð19Þ

ω= θ ω ̇= θ ̇ ð20Þ

τ1 =
v ̇− d1ðtÞ
β1ðtÞ

=
2x ̇x ̈
α21

+ 2y ̇y ̈
α22

− d1ðtÞ
β1ðtÞ

ð21Þ

τ2 =
ω ̇− d2ðtÞ
β2ðtÞ

=
θ ̇− d2ðtÞ
β2ðtÞ

ð22Þ

From (7) and (8) in Assumptions 1 and 3, we have

τ1j j≤
2ẋx ̈
α2
1
+ 2y ̇ÿ

α2
2
− d1ðtÞ

��� ���
β1ðtÞj j ≤

2ð mm1
ðα−
1

Þ2 +
nn1

ðα−
2

Þ2Þ+ d +
1

β−
1

= τ1max τ2j j≤ θ ̇− d2ðtÞj j
β2ðtÞj j ≤ r+ d +

2
β−
2

= τ2max

8>><
>>:

ð23Þ
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According to (6), (11), and (18), we have

V̇ðtÞ= − λ1x2e − λ2y2e + xeð− τ1
k1

+ λ1

Z t

0

ω1ðtÞdt+ω1ðtÞÞ+ yeð− τ2
k2

+ λ2

Z t

0
ω2ðtÞdt+ω2ðtÞÞ

≤ − λ1x2e − λ2y2e + xej j ðτ1
k1

+ λ1

Z t

0

ω1ðtÞdt+ω1ðtÞÞ
������

������

+ yej j ðτ2
k2

+ λ2

Z t

0

ω2ðtÞdt+ω2ðtÞÞ
������

������
≤ − λ1x2e − λ2y2e + xej jðτ1max

k1
+ λ1c1 + b1Þ

+ yej jðτ2max

k2
+ λ2c2 + b2Þ

ð24Þ

If xej j> λ1c1 + b1
λ1

+ ε, yej j> λ2c2 + b2
λ2

+ ε, from (24), we have

V̇ðtÞ≤ − λ1x2e − λ2y2e + xej jðτ1max

k1
+ λ1c1 + b1Þ+ yej jðτ2max

k2
+ λ2c2 + b2Þ

= − xej jðλ1ðλ1c1 + b1
λ1

+ εÞ− τ1max

k1
− λ1c1 − b1Þ

− yej jðλ2ðλ2c2 + b2
λ2

+ εÞ− τ2max

k2
− λ2c2 − b2Þ

= − xej jðλ1ε− τ1max

k1
Þ− yej jðλ2ε− τ2max

k2
Þ

= −
xej j
k1

ðk1λ1ε− τ1maxÞ− yej j
k2

ðk2λ2ε− τ2maxÞ
≤ 0

ð25Þ

By Lemma 2 and (25), xeðtÞ→ 0, yeðtÞ→ 0 as t→∞, hence xeðtÞ, yeðtÞ will be
driven into De.

On the other hand, once xej j≤ λ1c1 + b1
λ1

+ ε, yej j≤ λ2c2 + b2
λ2

+ ε, from (9) and (10),
Eqs. (14) and (15) we have
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xėj j+ y ̇ej j= x ̃̇e +ω1ðtÞj j+ y ̃̇e +ω2ðtÞj j
= s1̃ðtÞ− λ1xẽ +ω1ðtÞj j+ s2̃ðtÞ− λ2yẽ +ω2ðtÞj j

= −
τ1
k1

− λ1ðxe −
Z t

0

ω1ðtÞdtÞ+ω1ðtÞ
������

������

+ −
τ2
k2

− λ2ðye −
Z t

0

ω2ðtÞdtÞ+ω2ðtÞ
������

������

≤
τ1max

k1

����
����+ λ1ð xej j+

Z t

0

ω1ðtÞdt
������

������Þ+ ω1ðtÞj j

+
τ2max

k2

����
����+ λ2ð yej j+

Z t

0

ω2ðtÞdt
������

������Þ+ ω2ðtÞj j

≤ λ1ε+ λ1ðλ1c1 + b1
λ1

+ ε+ c1Þ+ b1 + λ2ε

+ λ2ðλ2c2 + b2
λ2

+ ε+ c2Þ+ b2

≤ 2ðλ1ε+ λ1c1 + b1Þ+2ðλ2ε+ λ2c2 + b2Þ

ð26Þ

According to (26), it is obvious to obtain

xėj j+ y ̇ej j≤ 2ðλ1 + λ2Þε→ 0+ as b1 = b2 = c1 = c2 = 0 ð27Þ

Then according to the Lyapunov stability theory, xe, ye will stay in Dε.
The similar proof process for the case of

xej j> λ1c1 + b1
λ1

+ ε, yej j≤ λ2c2 + b2
λ2

+ ε; xej j≤ λ1c1 + b1
λ1

+ ε, yej j> λ2c2 + b2
λ2

+ ε can be
easily obtained, thus omitted and this completes the proof.

4 Simulations

In this section, some numerical simulations results will be used to show how to
present the model-free controllers from Theorem 1. By Assumptions 1–3 and
Theorem 1, we suppose b1 = b2 = 1.0, c1 = c2 = 1.5, ω1ðtÞ=0.8e− 0.02t cos t,
ω2ðtÞ=0.5e− 0.03t sin t, ε0 = 0.3, λ1 = λ2 = 1.0, d1 = d2 = 2.0, α−

i =0.6, α+
i =

1.2, β−
i =0.5, β+

i =2.5, d −
i =1.0, d +

i =3.0, ði=1, 2Þ, θ−
0 = π

20 , θ+
0 = π

4 , m=1.0,
m1 = 0.5, n=1.2, n1 = 0.4, r=0.2, k1 = − 10, k2 = − 15 The initial conditions of
tracking error are xeð0Þ= − 2.5, yeð0Þ=1.2.
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Observing from Figs. 3 and 4, we find that the practical tracking error can be
driven into the prespecified fixed neighborhood of zero with given size at about
ε0 = 0.3 within t≤ 5 s.

Fig. 3 The response of tracking error xe with respect to time

Fig. 4 The response of tracking error ye with respect to time
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5 Conclusion

In this paper, a visual feedback robust tracking of nonholonomic mobile robots has
been discussed. A new idea (GPSS) is proposed to solve the problem that designs
the control law with uncalibrated visual parameter, unknown control direction,
unknown angle, and external disturbance. Moreover the efficiency of the control
strategy is verified through the numeric simulations.
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Short-Term Solar Irradiance Forecasting
Using Neural Network and Genetic
Algorithm

Anping Bao, Shumin Fei and Minghu Zhong

Abstract Solar irradiance is a vital factor for a solar plant because the inaccurate
prediction can increase the risk and the cost of operation. To reach a high-prediction
accuracy, a model for short-term direct normal irradiance prediction is proposed in
this paper. First, the inputs of the model were discussed and included historical
data, such as direct normal irradiance, air temperature, pressure, and the wind
velocity. Then, the model was constructed and optimized by genetic algorithm.
Model validation was conducted using data from the National Renewable Energy
Laboratory’s India Solar Resource Data. The result shows that the forecast skill of
the proposed model improved 80 % over the persistence model and also better than
that of some published models.

Keywords DNI forecasting ⋅ Neural network ⋅ Genetic algorithm ⋅ Short-term
forecasting

1 Introduction

Due to environmental pollution and climate change caused by the use of conven-
tional fossil fuels, renewable energy has received more and more attention [1–4].
As one of the major renewable energy, solar power penetration is growing rapidly
[5]. Since most of the power grid variability is based on the load side and the
fluctuations of solar irradiance are rapid and random, photovoltaic power fore-
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casting is important for the solar power grid. The accurate prediction of the direct
normal irradiance (DNI) is vital for a concentrated solar thermal plant. The inac-
curate forecasting can result in the increasing of the risk and cost of operation for a
solar plant [6].

Therefore, a great deal of models has been developed to predict the DNI. Some
are based on physical models and spectral information [7, 8]. Some are using
statistical methods, such as models of the time series [9]. The statistical models
could be classified into two groups, linear models and nonlinear models. For the
linear model, autoregressive (AR) and autoregressive moving average (ARMA)
[10] are easily used to forecast the DNI. For the nonlinear model, artificial neural
network (ANN) [11] and support vector machine (SVM) [12] are applied widely.
However, the linear model cannot fully describe the information of the DNI series,
because some of them are nonlinear. ANN, as a nonlinear model, may be able to
predict DNI precisely with the appropriate structure. However the weights and the
structure of an ANN model are chosen difficultly [13].

To overcome the disadvantages of ANN models, in this paper, an ANN-based
model is developed for forecasting DNI, and its initial weight values are optimized
with genetic algorithm (GA). GA is an algorithm that could solve the optimization
problem of complex systems. So, the forecasting results of ANN with the weights
optimized by GA would be stable and accurate.

The rest of this paper is constructed as the following: Sect. 2 introduces Arti-
ficial Neural Networks. The details of the input variables and the structure of the
ANN-based model with GA are discussed in Sect. 3. The performance of the
proposed model is evaluated with different experiments in Sect. 4. Conclusions are
presented in Sect. 5.

2 ANN Models

Artificial Neural Network (ANN) is an artificial intelligence system developed
based on modern neurobiology research, which simulates the mechanism of human
brain to process information [11]. It not only has the ability of general calculation
and processing data, but also can deal with knowledge of thinking, learning and
memory ability like humans. Due to its great learning ability and inherent gener-
alization ability, it has been widely used in the fields of classification, modeling,
and forecasting.

The multilayer perceptron (MLP) is one of the most neural networks for fore-
casting in solar engineering applications. A MLP with one output and three layers
can be expressed as

y= g Xð Þ=ω2f ∑
d

i=1
ω1ixi

� �
+ θ ð1Þ
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where X is a vector of input variables; ω is the weights of each neuron; θ is the
threshold value of the output layer; and f ⋅ð Þ is an activation function, such as a
sigmoid function [14].

For the structure of ANN, MLP is a kind of the feed-forward neural networks.
Besides it, the radial basis function neural network is also a common feed-forward
neural network. In the process of training an ANN model, it will be combined with
learning algorithms, such as gradient descent algorithm, Newton method, and so on.

3 ANN Model with GA

In this section, the input variables are determined first, and then an ANN-based
model for forecasting solar irradiance is constructed. Finally, the GA is used to
optimize the original weights of the ANN model.

3.1 Data Collection

The DNI values used in this paper were all downloaded from http://rredc.nrel.gov/
solar/new_data/India. Figure 1 shows the hourly evolution of the direct normal
irradiance measured on horizontal surface for 2011 at 70.05 °E and 24.05 °N. In
addition, the air temperature, the pressure, and the wind velocity were also
downloaded under the same conditions.

Fig. 1 Hourly direct normal irradiance for 2011
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3.2 ANN-Based Forecasting Model

For predicting the solar irradiance, a feed-forward neural network with
back-propagation algorithm was constructed. The key factor of the ANN model is
the neural network’s structure. First, the inputs should be discussed, which deter-
mine the node number of the input layer of the neural network. In our model, the
partial autocorrelation coefficients of DNI data for 1 year were used to determine
the input dimension referring to the AR model. Figure 2 shows the results of the
partial autocorrelation function of DNI(t) and DNI(t − k) (k = 0, 1, …, 20) in the
DNI time series. DIN(t), DNI(t − 1), DNI(t − 2) and DNI(t − 24) were selected as
the inputs of the neural network. And other meteorological data at the same moment
were also as the inputs of the neural network [15].

The output is the DNI value of the next hour, so the node number of the output
layer is one. Some study published shows that a three-layer neural network can fit
with any continuous bounded function. Consequently, the proposed ANN model
has one hidden layer. If the node number of the hidden layer is too little, the
forecasting accuracy will be low; if the node number of the hidden layer is too
large, the constructed model will be complex and there will be an over-fitting
phenomenon. An empirical formula was used to determine the node number of the
hidden layer, and it was defined as

N =
ffiffiffiffiffiffiffiffiffiffiffi
I +O

p
+ a ð2Þ

Fig. 2 Results of the partial autocorrelation function of hourly direct irradiance
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where I is the dimension of the inputs and O is the dimension of the outputs, and
a is a constant between one and ten. According to the cross validation, the node
number of the hidden layer can be finally determined.

3.3 Genetic Algorithm for Model Optimization

GA was developed by John Holland et al. for solving optimization problems. It was
an optimization algorithm inspired by the evolution mechanism of biological sys-
tem, “survival of the fittest”. The main idea of GA is that: the variables, which need
to be optimized, are encoded to generate the first generation of population; then
according to the evolution principle, the more appropriate population will be
generated, which means the more appropriate will be achieved. In every generation,
the individual will be selected from one generation based on its fitness, and then the
selected individuals will be crossed and mutated to produce the next generation
depending on genetic operators. Finally, the last population will be decoded to
achieve the optimization solution of the original problem [16, 17].

Comparing to the general optimization algorithms, such as the gradient method,
dynamic programming, branch and bound method, the genetic algorithm has the
following characteristics:

(1) Adaptively. It searches the optimization solution automatic once the encoding
method, the function of calculating fitness and genetic operators are
determined.

(2) Parallelism. It is not limited to search a local minimal value, but search the
global optimal point by searching a number of points simultaneously.

(3) Generality. It is used with the objective function and fitness function and does
not need any other auxiliary information.

In this paper, the GA was used to optimize the initial weights of ANN model,
and the main steps are as the following:

step 1 defining the parameters of GA such as the max iterations, population size,
crossover probability, and mutation probability;

step 2 constructing the fitness function;
step 3 encoding and producing the initial population;
step 4 calculating the individual fitness;
step 5 generating the next generation of new population by selection, crossover,

and mutation operation;
step 6 decoding to get the weight if the fitness of the new population meets the

defined requirement, or else going to the step 5.
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4 Simulation Experiments

To investigate the performance of the proposed model, some experiments were
carried out with data introduced in Sect. 3. First, the four statistical metrics, nor-
malized mean bias error, normalized mean absolute error, normalized root mean
square error, and forecast skill were introduced for assessing the model’s perfor-
mance. Then the proposed model was used to predict DNI inter-hour ahead. Finally,
the comparative experiment with other models published was carried out.

Four metrics used to assess the performance of the model are described as
follows:

• normalized Mean Bias Error (nMBE): nMBE= 1
N ∑

N

i=1
Dci −Dmið Þ D̸× 100%

• normalized Mean Absolute Error (nMAE): nMAE= 1
N ∑

N

i=1
Dci −Dmij j D̸×100%

• normalized Root Mean Square Error (nRMSE):

nRMSE=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N ∑

N

i=1
Dci −Dmið Þ2 D̸×100%

s

• forecast skill (s): s= nRMSEp −nRMSE
nRMSEp

×100%

where N denotes the total number of data points, Dci is the clear-sky DNI computed
by different models, Dmi is the measured value by a pyrheliometer and D is the
mean of the measured values nRMSEp is nRMSE of the persistence model.

4.1 Short-Term Prediction

In order to evaluate the performance of the proposed model, the 90 % of the data
were set as a training set and the remain were set as a testing set. Table 1 lists the
results of the ANN model and the optimized model for forecasting DNI 1 h ahead.
The nRMSE of the GA-ANN model is only 9.65 %, which is very low. And the
forecast skill of the proposed model improved to 23 % over that of the ANN model.
It is clear that the forecasting accuracy has been improved by optimized with GA.
Figure 3a shows the comparison between the measured and predicted DNI by the
GA-ANN model for the testing set. The predicted DNI is in agreement with the
measured values in most instances.

Table 1 Results of the
proposed model for
forecasting DNI for the
testing set

nMBE (%) nMAE (%) nRMSE (%)

ANN 2.97 6.01 12.53

GA-ANN −0.57 4.98 9.65
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For further understanding the performance of the proposed model, the distri-
bution of its forecasting error is shown in Fig. 3b. The distribution of the errors of
all the testing set and data excepting the zero points both approximates a normal
distribution. The errors are most in [−30, 30], which is under 6 % of the average of
the daily solar irradiance.

4.2 Comparative Experiment

To illustrate the properties of the proposed model, the comparative experiment was
carried out. Table 2 shows the comparison between the proposed model and some
models mentioned in Sect. 2. The forecasting skill of the AR model to improved
58.98 % over the persistence model, although its performance is lower than that of
the other models in Table 2. It means that there are linear relationship between the
future solar irradiance and the historical data. The ANN model performs signifi-
cantly better than the persistence model and the AR model, but it is inferior to the
GA-ANN model. This shows that the way of GA optimizing the weights of the
ANN model can achieve a higher accuracy of forecasting solar irradiance. The
forecasting accuracy of the LS-SVM is similar to that of the proposed model. It is

Comparison between measured and 
predicted DNI

Comparison between forecasted
values and measurements

Fig. 3 Experiment results of GA-ANN model for the testing set

Table 2 Performance
statistics (nMBE %) of the
proposed model and others
models for six days

Model nMBE
(%)

nMAE
(%)

nRMSE
(%)

s (%)

Persistence 0.36 27.49 49.97 0
AR 2.04 12.86 20.50 58.98
ANN 2.97 6.01 12.53 74.92
LS-SVM 2.24 4.35 9.39 81.87

GA-ANN 1.17 4.50 9.06 81.21
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hard to determine which of them is better for the term of the forecasting accuracy.
But the performance of the LS-SVM is affected seriously by the model’s param-
eters, while they are not easy to be defined and usually by experience. However, the
weights of the GA-ANN model are easier by GA optimizing. So, the GA-ANN
model is better to some extent than the LS-SVM model for the operation.

5 Conclusion

Several models were introduced for 1 h ahead forecasts, and an ANN-based model
optimized by genetic algorithm was proposed in this paper. The genetic algorithm is
used to optimize the weights of the ANN, and the order selection criteria of the time
series is used to determine the input dimension. Several experiments were carried
out to evaluate the performance of the proposed model with the data from a public
database of India. The results show that the optimized ANN model with GA out-
performed the unoptimized model. The proposed model’s error is very low and its
forecast skill is above 80 % level over the persistence model. Moreover, the per-
formance of the proposed model is also better than the other two models published.
In the future, the cloudiness index will be taken into consideration to improve the
accuracy of forecasting solar irradiance.
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