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Autonomous Control of Mobile Robots
for Opening Doors Based on Multi-sensor
Fusion

Xiaomei Ma and Chaoli Wang

Abstract This paper presents a method of opening doors by mobile robots
autonomously. Considering that the existing fingerprint lock will collapse when
finger injures, the use of robot shows its durability and convenience, and it avoids
carrying even losing keys trouble, and incarnates people’s awareness of
intelligent robot era. In this robot opening door system, a mobile phone is applied to
send open-door command, the robot receives the command via Wi-Fi, then plans
path based on laser sensor and encoder sensors to move to the door position, and
aims at the door handle based on visual servo, and finally opens the door. Exper-
iments have proved the validity and feasibility of the presented method. Meanwhile,
we are discussing other applications of this method.

Keywords Service robot -« Path planning - Multi-sensor fusion - Inverse
kinematics

1 Introduction

Nowadays, the application of mobile robots is expanding extremely, not only in
industry, agriculture, national defense, service industry, but also in mine, hunting,
rescue, radiation, and space field such as harmful and dangerous occasions, and all
these fields receive very good application [1]. Being an active research area for a
long time, autonomous robotics has attracted more and more attention [2]. Taking
sweeping robot for example, it comes into millions of households and is accepted
by more and more ordinary people.
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Navigation technology is one of the core technologies of mobile robots. The
main navigation methods include: magnetic navigation, inertial navigation, GPS
navigation, road navigation, visual navigation, voice navigation, and so on. GPS
navigation systems can be found in motor vehicles and other various land-based
vehicles. Paper [3] concludes that the accuracy of the GPS position fixes has a
significant impact on the relative contributions that each dead-reckoning navigation
sensor error makes. The RGB-D (Kinect-style) camera provides high quality syn-
chronized videos of both color and depth, and dramatically increases robotic object
recognition, manipulation, navigation, and interaction capabilities [4, 5]. Paper [6]
presents an incremental method for concurrent mapping and localization for mobile
robots equipped with 2D laser range finders, and illustrates that accurate maps of
large, cyclic environments can be generated even in the absence of any odometric
data. This paper adopts laser positioning and navigation to resolve path planning
problem in the environment with complex obstacles.

This paper focuses on the navigation based on the laser scanner and encoder
sensors, the positioning of the door handle based on Kinect, and the inverse
kinematics of the manipulator.

2 System Description

This system is designed for mobile robots to open doors autonomously as long as
users send open command. Figure 1 is a flowchart showing an overall operation of
the system.

The difficulties mainly lie in the path planning and navigation of mobile robot in
the environment with complex obstacles, the alignment of the door handle with
robot, and the inverse kinematics of the manipulator.

Fig. 1 The overall operation Start
of the system -

| Mobile phone transmits open door command |

| Controller (C) receives the command via Wi-Fi |

| Voice prompts: Please wait |

| C plans path and controls the robot to move to the target point |

v

| C calls the manipulator to conduct the open action |

v

| Voice prompts: Please come in |

End



Autonomous Control of Mobile Robots for Opening Doors ... 3

3 Laser Positioning and Navigation

The indoor map information is stored in the configuration file in advance, If in a
new environment, the configuration file needs to be modified.

In order to achieve navigation and path planning of mobile robot in the envi-
ronment with complex obstacles, this paper combines laser scanner with encoder
sensors to achieve the best positioning effect. Laser scanner data and the robot
current pose are used to update the map.

A-star algorithm is used to plan the path [7-9]. The planned path, which are a
series of inflection points are recorded. The speed and the motion direction of the
robot is calculated according to the robot’s current pose and the target (door)
position, the robot is controlled to move along the inflection points until it arrives at
the target point. The navigation and path planning program interface is shown in
Fig. 2.

Left is map display part, which is responsible for the real-time display of the map
and path. Right top is the laser scanner device connection part. Right center is
motion control part, which is designed to control the robot to move forward,
backward, turn left, turn right, and stop. Right bottom is target point input
part. Robot pose part is used to set the robot current pose.

24 MyMFC * . I .- o]
Map Lp:|192.153.u,1a

| Open laser

Robot control

Connect
Start ]

Tum left|  stop | Tum right]

Forward

i

Backward

i

Set the current pose

Xvalue [0.28 m
Yvalue [1.05 m
Zvaue |0.00 radian

Set target position
X value 3.23 m

Yvae [4.61 m

I

Fig. 2 The navigation and path planning program interface
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4 Control Algorithm of the Manipulator

The open action is realized by manipulator rotating the door handle. Manipulator
aligns door handle is the premise. However, manipulator usually misaligns the door
handle when robot arrives at the door position.

This paper adopts a Kinect to obtain the target position. Since Kinect is RGB-D
style, it provides both color and depth information. A red square mark is used to
solve the alignment problem. The centroid of the red square is installed at the same
vertical line with the door handle. The alignment is achieved by aligning the
manipulator with the red marker. By handling the video captured by Kinect, robot is
controlled to move right or left to align the red mark. Figure 3 shows the red mark
and its extraction. Mathematical morphology is applied in the process of digital
image processing [10-12].

The deployed manipulator is four DOF. D-H method is used to establish the
coordinate frames [13]. The manipulator with D-H link coordinate frames is shown
in Fig. 4.

Table 1 displays the D-H link parameter. Coordinate frame i — 1 can be trans-
formed into i through the following consecutive relative movement:

Fig. 3 The red mark and its (a) (b)
extraction

Fig. 4 The manipulator with
D-H link coordinate frames
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Table 1 D-H parameter i a o d; 0,
1 0 0 d; (constant) 6
2 0 /2 d, (constant) 6,
3 0 0 ds (constant) 05
4 0 /22 d4 (constant) 04

Step 1 Translate d; from x;_; to x; along z; .

Step 2 Rotate 6; angle from x;_ to x; about z;_y, 0; € (-, x].
Step 3 Translate a; from z;_; to z; along x;.

Step 4 Rotate angle o; from z;_; to z; about x;. ; € (— 7, 7.

The homogeneous transformation matrix of the continuous relative transfor-
mation is defined as

Ci — CA;S; Sa;S; a;c;
i—1_ | s ca;ci —Ssa;c; a;s;
A;” " =Trans,(d;)Rot;(6;) Trans,(a;)Rot,(a;) = 0 sat ca, d
0 0 0 1
(1)
where s; 2 sin6;, ¢; 2 cos 0;, sa; 2 sina;, ca; 2 cos ;.
Substituting D-H parameter in Table 1 into Eq. (1) leads to
C12€34  S12 C12834  d3sp+dssio
51234 —C12 S12834  —d3cia —dicnn
AY=A%1A243 = 2
4 14724733474 $34 0 —cu d1+d2 ()
0 0 0 1

where ¢; £ cos(0; +6;), s; £ sin(6; +0;).

It needs to control the gripper of the manipulator to move to the door handle
position. The pose of gripper can be obtained as long as the robot aligns the door
handle with the known height of door handle and the distance between it and robot
which is obtained from the Kinect. Namely, Ag is known, each joint variable
q9=1q1,42 93, q4]T should be solved according to the joint conversion relationship,
which belongs to classic inverse kinematics of robot [13].

The joints 2 and 3 of the manipulator are mainly controlled. The simplified
model is shown in Fig. 5. The angle coordinates of the two joints (g1, g>) are solved
from the coordinates of the end of the manipulator (z;,y;) in working space.

Doing geometric analysis according to Fig. 5 leads to Eq. (3)

{Z1=ll sin(qy) + L sin(q1 + q2) 3)
yi=11cos(q1) + 1 cos(q1 +g2)

Solving Eq. (3) leads to Eqgs. (4) and (5)
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Fig. 5 The simplified
two-DOF structure

(z,0)

2 2_12_12
q) = arccos (Zl-i-yzllllzlz) 4)
_Jp1=p2nq1>0
= {pl +p2.q1 <0 )

2 2 2 2
g i +y - =1
where p| = arctan';—: , P2 = arccos (M)

204/ +y?

S Experiment Results

In order to verify the effectiveness of the proposed method, a mobile robot equipped
with two 70 W DC motors and optical encoders with a precision level of 500 pulses
rotation were used.

As shown in Fig. 6, the mobile robot is equipped with a laser scanner, a Kinect, a
four-DOF manipulator with a single-DOF gripper. The UST-10LX model laser
scanner communicates with the interface via internet. The 2D plane measuring range
of the laser scanner is 270° with angular resolution of 0.25°. The maximum mea-
suring distance is 30 m. The main controller was designed with a PC. The robot can
be controlled by two motors to move forward, backward, left, right, and stop. Fig-
ure 6 shows the movie snapshot of the process of opening the door.
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Fig. 6 The mobile robot for
experiment

Kinect

PC controller
Laser scanner

6 Conclusion

This paper presents a method of opening doors by mobile robots autonomously. In
the robot opening door system, all users need to do is to apply a mobile phone to
send the open command. The robot receives the command via Wi-Fi, then plans
path to move to the door position based on laser scanner and encoder sensors, and
aims at the door handle based on visual servo, finally opens the door autonomously.
The use of robot shows its advantage over other methods. It is not only durable but
also convenient. Besides, sometimes we come back home without keys, this method
avoids carrying even losing keys trouble. In addition, with more and more auton-
omous robots coming into millions of households, the use of robot incarnates
people’s awareness of intelligent robot era and pursuit of science and fashion.
Experiments have proved the validity and feasibility of the presented method.
Meanwhile, we are discussing other applications of this method.
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Linear Active Disturbance Rejection
Control Approach for Load Frequency
Control Problem Using Diminishing Step
Fruit Fly Algorithm

Congzhi Huang and Yan Li

Abstract The diminishing step fruit fly optimization algorithm (DS-FOA) is
employed to optimize the performance of the load frequency control (LFC) problem
by employing the linear active disturbance rejection control (LADRC) approach.
First of all, the LFC problem taking into account the case of a single generator
supplying power to a single service area is presented. Second, the general LADRC
solution to the problem is given, where the diminishing step fruit fly optimization
algorithm (DS-FOA) is employed to optimize the performance of the system with
the approach. Third, the performances of the system with the following three
control approaches are compared, including the traditional PID control approach,
the normal LADRC approach, and the DS-FOA optimized LADRC approach. With
the proposed LADRC approach, the system performance is much better than that of
the traditional PID controller, and a much better performance is achieved with the
proposed DS-FOA optimized LADRC approach. The performance superiority of
the proposed approach is also validated by the frequency domain analysis results
given.

Keywords Fruit fly optimization algorithm (FOA) - Load frequency control
(LFC) - Linear active disturbance rejection control (LADRC) - Power system

1 Introduction

The problem to control the active power output of generating units responding to
the disturbances in grid frequency and tie line power exchange within the desig-
nated limitation is denoted by the load frequency control issue [1]. Nowadays, it has
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become a hot topic with the aggressive development of smart grid all over the
world. The traditional PID control strategy is usually employed to solve the LFC
problem. The particle swarm optimized PID control approach is proposed in [2],
and the other approaches refer to the model predictive control [3], adaptive fuzzy
logic control [4], robust Hoo control [5], and so on.

However, the performance improvement of the system with the traditional PID
control approach is usually limited, while most of the advanced control approaches
are difficult to put into practice due to its complex structure. To solve the distur-
bance rejection control problem widespread in industry, the active disturbance
rejection control approach by Han [6] was brought into being. Its core idea is that
the total disturbance, including all the internal uncertainties and external distur-
bance can be estimated with the aid of an extended state observer constructed in real
time, and then cancelled by the nonlinear PD control law [7]. However, there were
too many parameters to be tuned in the original ADRC approach, and thus it is
often difficult to conduct parameter tuning work and put it into practice. Fortu-
nately, the linear version of the ADRC approach emerges at a historic moment in
[8], which largely simplified the parameters tuning procedure and thus quickly
found a number of applications in practical engineering, see the integrated guidance
and control system [9], and the hot strip width and gauge regulation problem [10].

In this paper, a general LADRC approach is introduced, and the DS-FOA is
employed to tune the LADRC approach. In addition, the LFC problem for the
single area power system with a non-reheated turbine is given for an example.
A fourth-order LADRC approach is used to illustrate the effectiveness of the pro-
posed approach. In order to improve the system performance, the DS-FOA is
employed to tune the parameters in the LADRC approach, the result is also com-
pared with that of the traditional PID approach in [11] and the normal LADRC
approach in [12].

2 LFC Problem Formulation

A linear model of a single area power system with a non-reheated turbine is shown
in Fig. 1.

Droop Characteristic

o | AR
AX,. G —
7 ,—'-I u G
Controller 5 [ Governor H Turbine ¥ Load & Machine —AFr
+ | |

Fig. 1 Linear model of a single area power system
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As can be seen from Fig. 1, r is the reference input, u is the controller output,
and AF is the frequency deviation, which is also the controlled process output in the
load frequency control problem. AP, represents the external load disturbance, APg
represents the incremental quantity in generator output, and AX the incremental
quantity in governor valve position.

The plant discussed in this paper is the same with that in [11] consisting of the
following three parts: governor, turbine, and load and machine. The dynamics of
the governor can be described as Ggy(s) = 1/(T,s + 1), and the turbine model is
often represented by G,(s) = 1/(T;s + 1). The transfer function of the load and
machine is denoted by G,,(s) = K,/(T,s + 1). In addition, the droop characteristic
is a feedback controller with the gain of 1/R so as to improve the system
performance.

Since the LFC problem for the power system under consideration is expressed
only to relatively small changes in load, so the controller can be used to ensure the
frequency deviation as small as possible under small load changes.

3 Linear Active Disturbance Rejection Control Solution

A. Linear Active Disturbance Rejection Control

The typical block diagram for the system with the LADRC approach is shown in
Fig. 2.

As shown in Fig. 2, an ESO based on the process input and output data is
constructed to estimate the process output its finite time derivatives, and the total
disturbance. Consider the following general controlled process:

(n) —

y gy, ¥, . u i, .., W) +bu, (1)

where y is the controlled process output variable, u is the control input, and
w represents the external disturbance. Taking the estimation value of b as b, it can
be rewritten as:

Process y
(A,B,C.D)

—

ESO
(A.B.C.D)

Fig. 2 Block diagram of control system with the LADRC approach
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Y =g(t,y, 3, - suyity ..o w) + (b—bo)u+bou=f + bou, (2)

where f=g(t,y,¥, ..., u, 1, ..., w)+ (b—bg)u is defined as the total disturbance,
including the unknown dynamics as well as all the external disturbances. Define an
augmented state vector x = [x1, X2,..., Xy, x,,+1]T, the extended state equation of the
original process is given as follows:

X] =X

Xp=X,41+bou, (3)
Xn 41 =h
y=X1

where the state variables x;, x,,..., x,, are the process state, x,,,1 = f added as an
augmented state, and 7 = f is the unknown variable representing the first order
time derivative of the total disturbance.

Then, the following extended state observer is constructed:

n=n+p () —21)
S a1 +B,(0(0) = 21) + boue 4)
n+1 =ﬁ11+1(y(t) _Zl)

where the observer gain is denoted by L = [B1, fa...., B Pns1]’. With appropriate
observer gains, the following state variables can be tracked accurately:

21(0) = y(1), 22(6) = 3(0), - .. za(t) = Y V(1)
Zn+1(l‘) —>f

(5)
In order to simplify the parameter tuning procedure of the ESO, all the observer

poles are placed at the same place —wo, where the observer bandwidth w, is the

only parameter to be tuned. The characteristic equation of the ESO is given as:

s”+ﬂ1s”_1+---+ﬂn_1s+ﬂn=(5+wo)". (6)

Then, the ESO gain L can be obtained as follows: | = nw,, p» = 0.5n(n — 1)
@2,..., B = N, Prrr = o' With the well-tuned ESO, the control law is then
designed:

—Zn+1+Uo

w= ST )

This control law reduces the original plant to a cascaded integrator, which can be
easily controlled by a PD controller as follows:
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uo=ky(r—2z1) —ka1za =+ = kgn—1)zn (8)

After the gains are selected in order to place all the roots of the closed-loop
characteristic equation at the same place —w,., where w.,. is the controller bandwidth.

s”+kd(,,_1)s"_1 + -t kas+k,=(s+ )", 9)
where the controller parameters k,, kgi,..., kg, -1y are chosen as follows:
-1
kp = we, kg = we .., kd(n—l) = nwe.

Now, there are only three parameters to be tuned in the LADRC approach: by, @,
and w,. In the following section, the FOA will be employed to tune them so as to
achieve better performance.

B. Fruit Fly Optimization Algorithm

The fruit fly optimization algorithm (FOA) proposed by Pan [13] is a kind of
swarm intelligent algorithm. Compared with the traditional particle swarm opti-
mization (PSO) algorithm, the FOA can achieve an optimal speed. But it also has its
own disadvantages: it is easy to fall into a local optimal solution, and it is easy to
become premature. Thus there are many scholars trying to improve the traditional
FOA. The diminishing step fruit fly optimization algorithm (DS-FOA) is proposed
in [14] to improve the global searching ability at the beginning and ensure the local
optimization ability later. In the DS-FOA, the searching step length L changes from
a constant variable into a decline variable:

Ly(G-1)

L=Lo— ,
0 Gmax

(10)

where L is the initial searching step length, G is the current optimization iteration
number and G, is the max optimization iteration number. The tuning procedure
of the DS-FOA optimized LADRC approach is given as follows:

Step 1 Initialization. Set the max optimization iteration number G,,.x, and the flies
population size P.

Step 2 Generate the initial locations of the fruit fly swarm randomly, 6y = [(xo;,
Yor)s (%02, Y02)> (X035 Y03)]-

Step 3 Use (10)—(12) to assign each fruit fly a direction and distance randomly,
and change the searching step L.

X (i) =Xo; + L*rand(1,1) (11)
Y(i) = Yoi + L *rand(1, 1) (12)

Step 4 Take the values of the parameters by, @, and w,, into the LADRC approach,
and obtain the system error e(f) = y(f) — r(f), where y is the system output,
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and r is the set point. The performance index ITAE (Integration of Time
multiplied by Absolute Error) can be selected as the fitness function.

[~

J= /t|e(t)|dt (13)

0

Based on Eq. (13), the value of performance index J can be easily
obtained.

Step 5 Compute the minimum value of J,;, and the location of by, w. and wo:
0; = [(xi1, yin)s (Xizs Yiz)s (i3, Yi3)]

Step 6 Once J,,;y,, is obtained, update the initial location as 8y = [(Xip0, Yis0)s Kiwes
yia)c)’ (xiwo, yi(uo)]~

Step 7 Repeat step 3—6. When it comes to achieve maximum iteration number
then run out of circulation, and get the final values of by, @, and w,,.

4 Illustrative Examples

The nominal parameters of the non-reheated turbine plant in Fig. 1 are chosen as
follows: K, = 120, T,, =20, T, = 0.3, T, = 0.08, and R = 2.4. With the given
nominal parameters, the process model with droop characteristic can be obtained as
G,(s) = 250/(s® + 15.88s> + 42.465 + 106.2). To verify the robustness of the
proposed approach, the parameters of the system are assumed to vary by +£50 %. 1/
T, € [2.564, 4.762], 1/T, € [9.615, 17.857], 1/T,, € [0.033, 0.1], K,/T,, € [4,
12], 1/RT, € [3.081, 10.639].

The PID controller K(s) = 0.4036 + 0.6356/s + 0.1832s was the one adopted in
[11]. The LADRC tuning parameters in [12] are selected as follows: the estimation
value b = 250, the observer bandwidth w, = 5.15 and the controller bandwidth
. = 280.

In the DS-FOA optimized LADRC approach, the population size is set as 30, the
number of iterations is chosen as 20, and the initial searching step length is equal to
1, and the simulation results are presented in Fig. 3. Figure 4 shows the opti-
mization processes of DS-FOA. Table 1 shows the optimization result.

A. Disturbance Rejection Test

After conducting a disturbance rejection test, the performance superiority of the
optimized LADRC approach can be verified. With the load demand AP, = 0.01,
the responses of the power system with non-reheated turbine and the DS-FOA
optimized LADRC approach are shown and compared with the PID and LADRC
performance from [11, 12] in Fig. 4.
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Fig. 4 The responses of power system with a non-reheated turbine and the following three control

approaches: PID, LADRC and DS-FOA optimized LADRC approach
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Table 1 Result of DS-FOA optimization LADRC parameters

bo (o8 , ITAE
242.6164 267.1187 6.3466 0.001208

As shown in Fig. 4, the performance of the system with the fourth-order
LADRC is much better than that of PID controller. In addition, by using DS-FOA
optimize LADRC parameters, the system shows a much better performance.

B. Performances Indices

To further compare the performance of the system with the DS-FOA optimized
LADRC approach with that of the PID controller and the normal LADRC approach,
the performance indices ITAE are computed and listed in Table 2.

In this table, it is shown that with the DS-FOA optimized LADRC approach in
the system, the performance indices are much smaller than the other two control
approaches, which explicitly indicates that the performance superiority of the
proposed approach.

C. Open Loop Transfer Function Frequency Domain Analysis

For the unit negative feedback control system, the actuator is assumed to be linear
and its gain is equal to 1. Its open loop transfer function is Gjpp(s) = G, * G,
where G, is plant transfer function and G, is controller transfer function. It is easy to
know the transfer function of plant G,, and the PID controller Gp;p from [11].

0.6356
GCPID(S> =0.4036 +

+0.1832s (14)

In [15], the transfer function of LADRC has been summarized. For this paper,
the transfer function of LADRC and DS-FOA LADRC can be expressed as follows:

2.195x 107s* +4.522 x 108s® +3.493 x 10%s% +1.199 x 10'%s + 1.544 x 10'°

G =
cLapre(s) 2505% +2.195 % 10752 +2.68 X 1075 +2.693 X 107
(15)
1.849 X 107s* +4.602 x 1085 +4.296 x 10%s> 4+ 1.782 x 10'%5 +2.773 x 10'°
GepLapre(s) = 3 72 7 7
2405° +1.849x 10752 +2.371 X 1075 +2.389 X 10
(16)
Table 2 The Performance Indices ITAE
Controller Optimized LADRC LADRC PID
ITAE 0.00121/0.00110/0.00197 0.0069/0.0077/0.0104 0.0302/0.0365/0.0329

Note ITAE performance indices are presented in order as the system with the normal/upper
bound/lower bound parameters
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Fig. 5 Frequency domain analysis of PID controller, LADRC and DS-FOA optimized LADRC
(solid LADRC; dashed DS-FOA optimized LADRC; dash dotted PID)

’fl‘ablfs 3 fOpen 100131 transfer  congroller PM dB (Cut-off frequency rad/sec)
unction frequency domain
analysis PID 92.3273 (3.8749)

LADRC 89.0296 (249.8372)

DS-FOA LADRC 88.0407 (249.9800)

The Bode plots for the open loop transfer functions of the system with the three
controllers are shown in Fig. 5.

As can be seen from Fig. 5 and Table 3, all the three controllers make the system
stable. The LADRC increase the cut-off frequency to achieve a better response
speed than the traditional PID control approach. By using the DS-FOA optimized
LADRC parameters, the system has a higher phase margin in middle frequency so
that it has a better dynamic characteristics, which also proves the performance
superiority of the proposed approach.

5 Conclusion

In this paper, the DS-FOA optimized LADRC approach is proposed, and its per-
formance superiority is validated by the simulation example. By using DS-FOA
tuning the three control parameters of LADRC, by, o, and w,., the LFC problem in
this paper is solved. The performance of LADRC demonstrates the effectiveness
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and robustness of the proposed LADRC approach. In addition, by using the
DS-FOA, the better parameters of LADRC can be found and the controller
achieved better effect and stronger robustness. However, its deficiency is that the
performance of the FOA can be improved further, and the optimized parameters of
LADRC by DS-FOA for the reheated turbine plant and hydroturbine plant remains
a difficult and challenging problem to be further investigated.
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Local Zernike Moment and Multiscale
Patch-Based LPQ for Face Recognition

Xiaoyu Sun, Xiaoyan Fu, Zhuhong Shao, Yuanyuan Shang
and Hui Ding

Abstract In this paper, a novel feature extraction method combining Zernike
moment with multiscale patch-based local phase quantization is introduced, which
can deal with the problem of uncontrolled image conditions in face recognition,
such as expressions, blur, occlusion, and illumination changes (EBOI). First, the
Zernike moments are computed around each pixel other than the whole image and
then double moment images are, respectively, constructed from the real and
imaginary parts. Subsequently, multiscale patch-based local phase quantization
descriptor is utilized for the non-overlapping patches of moment images to obtain
the texture information. Afterward, the support vector machine (SVM) is employed
for classification. Experimental results performed on ORL, JAFFE, and AR data-
bases clearly show that the LZM-MPLPQ method outperforms the state-of-the-art
methods and achieves better robustness against severe conditions abovementioned.

Keywords Local Zernike moment + Local phase quantization - Face recognition -«
EBOI

1 Introduction

With the wide applications of surveillance, automation, and intelligent devices, face
recognition (FR) has become one of the most active research areas of computer
vision. Even though there are many methods proposed in FR [1-3] during the last
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two decades, it is still a challenging problem to adapt different conditions such as
expressions, blur, occlusion, and illumination changes (EBOI).

Generally, a FR system is constituted of feature extraction and pattern classifi-
cation. It is of great significance to choose proper method to extract features. Global
and local features are two classes of feature extraction methodologies. Since local
features exemplified by LBP [4] and Gabor [5] have better affine invariance and
illumination insensitivity compared with global features, they are usually applied to
the FR system with changeable image variations. However, LBP gets poor antinoise
ability while Gabor method suffers from high computational cost because of pro-
cessing 40 components (5 scales and 8 orientations) for every facial image. In
recent years, many other local feature methods have been proposed to achieve better
performance. For example, Ojansivu and Heikkila [6] presented the local phase
quantization method (LPQ) in discrete Fourier transform domain. To further
improve the performance, LPQ family is enriched by patch-based LPQ [7] and
adaptive LPQ [8]. Moreover, Chan [9] proposed an efficient method combining
several multiscale feature descriptors, which achieved high classification rate and
blur tolerance. On the other hand, the usages of Zernike moment (ZM) invariants
[10, 11], which possess the properties of rotation invariance and less information
redundancy, enabled to achieve successful recognition against expression variations
[12] and occlusions [13]. However, ZM-based methods are usually used as global
features, which negatively impact recognition rate in the images with illumination
and blur.

In this work, a novel local face feature extraction method with the hybridization
of local Zernike moment and multiscale patch-based LPQ is proposed, which is
termed as LZM-MPLPQ and shows better robustness against the EBOI conditions.
First, the Zernike moments are computed around each pixel to generate the moment
images, which can better deal with expression changes and occlusion. Then, cal-
culating by varying the filter size and combined histograms of all the LPQ regions
obtained by dividing moment image into non-overlapping patches, we have the
multiscale patch-based LPQ descriptor. MPLPQ is used to get stronger robustness
to blur and illumination variations. In the proposed method, it is worth emphasizing
that the real and imaginary components of ZM, which are extracted to avoid phase
information redundancy considering the MPLPQ, are available to gain contour and
shading information similar to the magnitude and phase components.

The proposed method is introduced in Sect. 2. Experimental results performed
on several datasets are provided in Sect. 3, and Sect. 4 concludes the paper.

2 The Proposed Method

To develop a novel face extraction method that is insensitive to EBOI, we propose
to use a combination with two descriptors: local Zernike moment and local phase
quantization. And we investigate how they are useful for face recognition invariant
to environment conditions. In the following, we introduce these methods in detail.
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2.1 Local Zernike Moment

Let fix, y) be a two-dimensional grayscale image. The definition of orthogonal
Zernike moment (ZM) with order n and repetition m is described as

2z 1
1 .
Zm = n / /f(r, O)Rom(p)e ™ rdrde (1)
n
00

where f(r, 6) is the transformation of f{x, y) in the polar coordinate, R,,,(p) repre-
sents the Zernike radial polynomial, which is defined by

b2 (= 1)'p" 2 (n—s)!
@)= 2, S /2= 9(n = /2-9)

2)

where 7 is the order and m is the number of iterations satisfying Iml < n and n -lml is
even.
For digital images, the discrete form of ZM is given by

n4+1N=IN-1 o
an= p Z Zf(x’y)an(p>e o (3)

x=0 y=0

where N is the number of pixels in each coordinates of the image, and x and
y satisfy x* + y* < 1. The parameters p and @ are calculated by the mapping
transformation as

p=Vx2+y%,0=tan" (y/)

Inspired by the method reported in [10], we use local Zernike moment (LZM) to
the feature extraction. The local Zernike moment is defined as

k et . . k —jm
Zon= Y fli=pJj—qR,,(p)e™’ 4)
pg=—(k=1)2

where k is the kernel size. Different from [10], where two layers of LZM for both
phase and magnitude components have been applied, our method computes the
moment at every pixel of image, and then utilize the real and imaginary parts of the
moment to generate two moment images only once. Experiment results in Table 1
clearly show that real and imaginary histograms can get better performance than
phase and magnitude histograms using our method. Therefore, histograms are
extracted from real and imaginary parts instead of the phase and magnitude ones in
[10]. The real and imaginary parts of LZM representation are shown in Fig. la. It
seems that imaginary parts are more robust to illumination.
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Table 1 Recognition rates using local Zernike moment based on phase (LZM-P), magnitude
(LZM-M), phase and magnitude (LZM-PM), real part (LZM-R), imaginary part (LZM-I), and real
and imaginary (LZM-IR) parts on ORL database

LZM-P LZM-M LZM-PM LZM-R LZM-1 LZM-IR
Rate (%) 85.08 98.75 97.49 99.26 98.01 99.75

Fig. 1 a Local Zernike moment representation of face images with four illumination conditions.
The images in each column stand for the input image, the imaginary part of Z3,, and the real part
of Z364. b LPQ representation of face images with illumination, expression (smile), wearing
glasses, and occlusion

2.2 Local Phase Quantization

LPQ [6] operator has been broadly used in facial analysis based on blur invariant
property. The phase information is examined in local neighborhood N, at each pixel
position x of the image f(x), using a short-term Fourier transform (STFT), defined
by

Fu,x) = EZ]]v FOIW(y=x)e ™7 (5)

where W(y-x) is a window function defining the neighborhood N, centered by x, and
u is the frequency. The local Fourier coefficients are computed at four frequency
points u; = [d, 01", up = [0, d]*, us = [d, d)”, us = [d, —d]", where d is a suffi-
ciently small frequency satisfying blur invariant condition. For each pixel position,
the result of F(x) is described as
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F(x)=[F(u1,x), F(uz,x), F(usz, x), F(ug, x)) (6)

Next, the phase information in the Fourier coefficients G, = [Re{F}, Im{F,}]is
computed, i.e., g(x) € {g1(x), g2(x),..., gn(x)}, and vectors are quantized as

_J1 if gj(x) >x
U= { 0 otherwise (7)

The resulting eight binary coefficients g; are represented as integer values
between 0-255 using binary coding

firg= é gi(x)2 ! (8)

Finally, a 256-dimensional histogram of these integer values from all image
positions is composed and we use this feature vector in classification. The LPQ
descriptors of face image with different conditions are shown in Fig. 1b.

2.2.1 LZM-MPLPQ Method

The objective of this paper is to explore a novel local feature extraction method-
ology to get strong robustness to the image conditions of EBOI simultaneously. The
proposed method LZM-MPLPQ is illustrated in Fig. 2.

First, LZM is calculated to obtain real and imaginary parts of the input image to
generate moment images. The selection of parameters for all LZM descriptors, like
the order of the polynomials 7, the number of iterations m, and neighborhood size s,
has significant influence on the final performance. In Sect. 3, we will discuss this
problem in detail. Next, LPQ-based methods are applied to moment images

s1 s2 s3

,—_)‘]l—)-‘ '

Real_E) —3 MPLPQ '_3“ ! l .
1H I|‘_)|T—_—>J 4
Tty |

MPLPQ —}EEE i:h"') ‘ ‘ ‘
]| . '

gii~>4 44

R

LZm

Imag_part

Fig. 2 Flowchart of the proposal



24 X. Sun et al.

successively, that is, each image is divided into several non-overlapping patches
(M, M>,..., M) and three-scale LPQ are computed for each patch. Then the
histogram of an image is computed as

h=hi,ha, ... k) |hi= [k B2, .. )R = LPQ,, (M) (9)
where i € [1, pl,j € [1, s] and w is the size of the LPQ filter, w = 2j + 1. The
final LZM-MPLPQ face descriptor is

H= [hreala himag] (10>

where hiey and higae, respectively, denote real and imaginary part histograms, and
H is the final histogram sequence.

Different from other existing ZM-based or LPQ-based methods, the proposed
LZM-MPLPQ has three advantages. (1) Since LPQ has been proved to be robust to
blur, we improve the insensitivity to both blur and illumination changes using
different filter scales followed by dividing images into several non-overlapping
sub-regions. (2) Real and imaginary components of LZM we extracted contain finer
details of information than the phase or magnitude. (3) The integration of moment
properties (affine variance, less redundancy, etc.) and blur variance positively
enhance the robustness to EBOL

3 Experimental Results

To evaluate the performance of the proposed method, a set of experiments are
carried out on ORL [14], JAFFE [15], and AR [16] databases. SVM [17] is applied
for face classification. Moreover, three state-of-the-art methods (Mono + PLPQ
[7], MLPQ [9], and LZM [10]) are compared with our method in the experiment.
Tenfold cross validation is used to obtain average classification rate to better
indicate the performance.

3.1 Experimental Face Databases

ORL database contains 40 distinct persons and each person has 10 different images
with varying lighting, facial expressions, and facial details. JAFFE database
includes 213 grayscale images of Japanese female, which emphasizes on the 7
categories of expressions such as anger, disgust, happiness, neutral, fear, sadness,
and surprise. In order to verify the robustness of all the varying conditions of EBOI,
AR database (contains 4,000 color images corresponding to 126 subjects) is used.
The images of three databases are cropped (using the eyes coordinates from the
databases) and resized to the same size respectively (Fig. 3).
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Fig. 3 Sample face images from a ORL, b JAFFE, ¢ AR databases

3.2 Recognition Results

To explore the optimal parameters in LZM-MPLPQ method, such as the number of
iterations m and the order of the polynomials n in local Zernike moment, 29 group
experiments have been conducted. The results of Z; ; ~ Zg ¢ on ORL database are
shown in Table 2. It is very clear that the highest recognition rate of 99.75 % is
achieved when m = 4 and n = 6. Moreover, Table 3 shows that both patches of
multiscale LPQ and size of local neighborhood of LZM can also affect the final
result when m and n are invariant. It can be observed that the best number of
patches is 2 X 2 and scale size is 3 X 3 on ORL database. Totally, the results
illustrate that local Zernike moment is insensitive to the different parameters.

To further evaluate the effect of different image conditions of EBOI in FR, we
compare our approach with three existing methods on ORL, JAFFE, and AR
databases. The results of different methods are presented in Table 4. It is obvious
that our method can handle illumination change on ORL database and expression

Table 2 Recognition rates of different LZM performed on ORL database

m=0 m=1 |m=2 |[m=3 m=4 m=5 m=6 \lm=7 m=8 |\m=9
n=1 |- 98.74 |- - - - - - - -
=2 (9850 |- 9279 |- - - - - - -
n=3 |- 98.02 |- 98.76 |- - - - - -
n=4 |98.00 |- 94.53 |- 99.74 |- - - - -
n=5 |- 96.25 |- 99.02 |- 98.98 |- - - -
n=6 9450 |- 94.02 |- 99.75 |- 9445 |- - -
n="7 |- 96.53 |- 99.01 |- 98.29 |- 99.03 |- -
n=8 |9725 |- 93.36 |- 99.51 |- 93.54 |- 99.23 |-

n=9 |- 99.23 |- 99.00 |- 98.49 |- 98.26 |- 97.79

The highest recognition rate and optimal parameters were shown in bold
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Table 3 The accuracy of different local neighborhood scales of LZM (rows) and patches of
MLPQ (columns) performed on ORL database

No-patch [2 X2 |3 x3 |4x4 [5X5 |6x6 [7x7 |[8x8 |9%x9
3 x3 |87.83 99.75 [99.02 9876 [98.00 |96.97 [96.02 |94.74 |92.76
5x5 |7875 98.99 |98.51 |97.76 [97.50 |97.01 |96.26 |93.01 90.99
7 x 7 |6934 69.34 |97.46 9825 [97.01 9651 [9551 [90.99 |89.20
9 %x9 |7826 98.78 |98.53 9825 [97.23 9549 [96.03 |95.74 |90.24

The highest recognition rate and optimal parameters were shown in bold

Table 4 Comparisons of Method |Mono + PLPQ |LZM |MLPQ | Our

recogmtlon rates using

different methods ORL 94.69 93.18 | 95.50 99.75
JAFFE | 99.26 9444 |88.67 100
AR 94.58 8556 | 87.13 95.51

variations effectively on JAFFE database. Moreover, the results on AR database
show that our method achieves better performance than other methods. It indicates
that the LZM-MPLPQ is tolerated well to occlusions (sun glasses and scarf).
Therefore, the LZM-MPLPQ method outperforms the state-of-the-art methods
when the image conditions at EBOL

4 Conclusion

In this paper, we proposed a novel local feature extraction method based on LZM
and multiscale patch-based LPQ. With the LZM-MPLPQ method for feature
extraction, a simple but powerful FR system has been also presented. The perfor-
mance of our method was compared to the state-of-the-art methods in ORL, JAFFE,
and AR databases. Experimental results showed that our method improved the
recognition rate and significantly reduced the impact of the image variations of
EBOI in FR simultaneously. For the future work, we plan to further investigate the
usage of our method in face analysis-related studies, such as color face recognition,
face verification, and facial expression recognition.
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Design and Control of the Upright
Controllable Force Sub-system

for the Suspended Gravity Compensation
System

Jiao Jia, Yingmin Jia and Shihao Sun

Abstract This paper introduces the design and control of the suspended gravity
compensation system’s upright controllable force subsystem. The upright subsys-
tem consists of the transmission compensation module, the buffer module, and the
control part. The transmission compensation module includes the transmission
components. The buffer module includes the compression spring and its fittings.
The control part contains servo motor, tension sensor, and relative displacement
sensor. The subsystem can follow the object upright motion actively and provide
constant force to compensate the gravity of the object.

Keywords Lagrange method - Controllable force - Robust control - Inter-
ference suppression - Active follow

1 Introduction

One of the vital differences between the space environment and the ground labo-
ratory environment is that the space is microgravity. In order to represent the
spacecraft motion in space on the ground and improve the fidelity of ground ver-
ification of guidance and control system, the microgravity environment should be
built. Up to now, the gravity compensation methods have been developed such as
weight loss, neutral buoyancy, air-bearing table, and suspension system [1-5].
There are both advantages and disadvantages of these approaches. Free falling
objects [1] and parabolic flight [2] are the common weight loss methods, but they
suffer from short time, limited space, and costly. Neutral buoyancy [3] has the
disadvantages of large damping, high maintenance cost, and only applying to low
speed situation, and air-bearing table method [4] could only provide five degrees of
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freedom, which is limited in vertical direction. Without the above limitation and
high reliability, the suspension method [5-7] becomes an economical and practical
method.

There are two kinds of suspension compensation methods. One is called passive
suspension compensation [5] and the other one is active suspension compensation
[6, 7]. The active suspension method performs much better than the passive one.
The compensation accuracy of the suspend system depends on the structure and
controller of the vertical direction subsystem greatly. Usually, the wire rope is one
of the necessary parts of the vertical direction subsystem. However, when a force is
opposite or greater than the object gravity functions on the object, the rope will be
invalid. To solve this problem, a spring is combined with rope, but the compen-
sation accuracy is affected by the rope reversing. In this paper, we develop a new
means that combines a spring buffer unit with the transmission unit to avoid the
shortage of the wire rope. Employing the Lagrange method we build the mathe-
matical model and design a controller for the subsystem. Since the spring stiffness
coefficient and subsystem friction can hardly measure accurately, there are uncer-
tain parameters in the system. Due to the uncontrollability of the subject force, we
consider it as disturbances. Then it is a system with uncertainties and disturbances.

The rest of this paper is structured as follows. Section 2 states the structure
design of the subsystem. Section 3 presents the progress of building the model and
the controller design. The simulation results are provided in Sect. 4, and concluding
remarks are given in Sect. 5.

2 System Design

The installation is a servo system consisting of the transmission compensation
module (CM), the buffer module (BM), and the control part (CP). The transmission
compensation module includes the rack, the gear, and the fixing plate. The buffer
module includes the linear bearing, the steel shaft, the compression spring, the
bearing grooves and the bearing guide, the rolling bearings, the bearing retainer,
and the connection block. The control part contains the servo motor, the tension
sensor, and the relative displacement sensor. Figure 1 shows the connection rela-
tionship and information flow of the upright subsystem. The rolling bearings are
tangent to the bearing grooves and fixed by the bearing retainer (Fig. 2). The linear
bearing installs in the upper end of the bearing guide. The steel shaft passes through
and mates the linear bearing and its upper end links to the lower end of the tension
sensor. The tension sensor’s upper end connects to the rack. The rack mates the
gear and the motion of the gearing is controlled by the servo motor. The servo
motor fixes on the fixing plate. The relative displacement attaches to the tension
sensor. The bearing retainer fixes to the lower end of the steel raft and connects the
bottom of the compress spring. The upper end of the compress spring attaches to the
bearing guide. The object attaches to the bearing guide with the connection block.
The object attaches to the bearing guide through the connection block.
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As described above, the force of the compress spring is equal to the gravity of
the object (The weight of the connection structure is negligible relative to the
object’s) when the system is static or in uniform motion. The compress length of the
compress spring will vary when the upright direction force functions on the object.
It is our subject to keep the force or the length of the compress spring equal to the
object gravity so the object motion only decided by the external force. The force of
the compress spring can be controlled by the servo motor indirectly. The tension
sensor is used to measure the spring force and the relative displacement is utilized
to measure the variation length of the compress spring. The centroids of the rack
and the object are in the same vertical line.
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3 Model Building and Controller Design

The installation coordinate is shown in Fig. 3. The Oy, O,, O3 represent the centroid
of the gear, the rack, and the object, respectively. Their mass marks m;, m,, M.
Connect point O, O3 and view the straight line in which the segment 0,03 lies as
y-axis and the upward direction is positive. A straight line that goes through the
point O and is perpendicular to the y-axis serves as x-axis and its right direction is
positive. The intersection of x-axis and the y-axis is the origin point O. Denote a as
the rotation angle of the gear and the counterclockwise is positive. The gear radius
is R. The length of the rack is hy. O, and O coincide at the rack initial position. The
compress spring is lightweight and its free length is /5. Define g as the gravitational
acceleration. The spring stiffness is k. [} = %. The displacement of the rack driven
by the gear is y=aR. The displacement of the object is x=y—/. In the above
formula [ is the spring deformation length and /=0 when the fore of the spring is
equal to the gravity of the object.
The system kinetic energy is

1 1 1
T=-J1&*+ =Mi> + —myy*

5 1 +2 + 2m2y

1 ;
J1=§m1R2,X=y—l,y=aR

Choose xOy plane as the zero potential energy surface and the system potential
energy is

1 1
V= E/<(1+11)2+Mg<y—10 - Eho> +m,gy

Fig. 3 Coordinate system
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L=T-V
()

1 1 1 1 1
= Ni&+ M+ —my? — —k(l+ 1) =Mg(y—lg—1— ~ho | —
S NG+ S M+ Smoy” = Sk(I+1)" = Mg y—1ly 5ho | —magy

Lagrange equation is

%(g_g>_a—L=Qj(j=l,2, ...... ) (2)

Choose a,l as system generalized coordinates. Substitute Eq. (1) into Eq. (2)
and we gain

(J1 + MR? + myR*)ét — MR* 1) + (M +my)gR = Cyt 3)
—~MRa+1 +kl=F,

where 7 is the motor driving torque, C, is the transmission efficiency, and F; is the
object driving force.
Consider ¢,/ as variables and solve Eq. (4). We get

?z:m(—.C,Rl'—klR+Cgr—(M+m2)gR+F,R) )
[ = 5 (= uCil = pkl + Cy & — (M +my)g +pFy), p =1+ ™52

Our goal is to control / varying according to the given law and « is only the
intermediate variables. Then the subsystem dynamic equation is

(0.5my +my)l + pkl + pCii = Cyt/R — (M +ma)g + uF, (5)
Define

1
0.5m; +myp ’
F= CgTﬂQ— (M+m2)g, d([) =uF;

p= ki = puk, Cy=puC, u(t) =pF, d(t) = puF,,

[ +Cii+kil=u(t)+d(t) (6)
The initial value of I,  is /(0) = (0) = 0. Then the Laplace transform of Eq. (6) is

s*L(s) +1CisL(s) +kL(s) = U(s) + D(s) (7)
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The open-loop transfer function is

L(s) 1
G(s)= = 8
(s) U(s) s*+Cis+k ®
We choose the PID controller
ki
GC(S)ka-i- ? +kps (9)

The closed-loop system characteristic function is

kD+C1>S2+ (kp+k1)s+k1
s(s2+Cis+ky)

O(s) = 1+ G(s)Guls) = >

Define
D(s) =5+ (kp + Cl)s2 + (kp+ki)s+k; =ays’ +a18* + axs+ a3 (10)
av=1,a1=kp+Ci, ax=kp+ki, az=k;
Based on the Routh—Hurwitz stability criterion, the system stable conditions are
a;>0, (i=0, 1...3), ajap —apaz >0
For this system the stable conditions are
kp> —Ci1,kp+k; >0,k >0, (kp+Cy)(kp + ki) >k (11)

In order to improve the system dynamic performance, define

e=1—1% e=i—i" v=0"=Je, 0=1"— e,

r=l—v=eé¢+le,i=l—v=6+1e

where [ is the desired value.
u(t)= —kpr—lq/r—potanh[(a+bt)r] (12)

Po > ||d(?)||, and pytanh[(a + bt)r] is used to suppress interference d(z).

The main advantage of Eq. (12) named PISS controller taking e, ¢ into con-
sideration at the same time can reduce overshoot. The simulation results prove this
benefit perfectly.
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4 Simulation Results

The parameters of the subsystem are

my =0.08kg, my =0.64kg, k=1500, C;=0.05, C,=0.90, g=10

We set d(t) =2 sin2t, 4 = cost. Figure 4 shows that both the PID controller and

the PISS controller could track the desired signal 4 well. However, from Fig. 5 we
can conclude that the PISS controller has a smaller overshoot and better perfor-
mance of interference suppression. The steady-state tracking error of PID controller

and PISS controller are less than 0.4 and 0.1 %.
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Fig. 5 The system output error
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5 Conclusions

In this paper, a novel upright controllable force installation is proposed and then the
mathematic model based on Lagrange equation is developed. Finally, a stable and
high compensation accuracy controller is given. Then the system could provide
different kinds of force to lunar rovers, satellites, aircrafts, etc. when they are tested
and verified on the ground. However, the existence of the sensor errors and mod-
eling errors will increase tracking error. Depth study should be conducted to find
more practical controllers.
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Fading Unscented—Extended Kalman
Filter for Multiple Targets Tracking
with Symmetric Equations

of Nonlinear Measurements

Cui Zhang, Yingmin Jia and Changqing Chen

Abstract This paper is devoted to the problem of multiple targets tracking based on
symmetric equations of nonlinear measurements. We develop a nonlinear stochas-
tic model with unknown random bias to provide a unified structure for the tracking
systems with different types of symmetric measurement equations. Moreover, the
fading unscented—extended Kalman filter (FUEF) is designed to deal with the strong
nonlinearities by embedding the unscented transform into the extended Kalman filter
and to conduct the effect of unknown bias by inserting the fading factor. The perfor-
mance of the novel filter paired with two of symmetric measurement equations are
illustrated and compared by the Monte Carlo simulation results.

Keywords Kalman filter - Multiple targets tracking * Nonlinear system * Random
bias

1 Introduction

Multiple targets tracking (MTT) has always been an active research field for being
widely applied in civilian and military areas including computer vision [1], vehicle
environment perception [2], air traffic control [3], etc. The major challenge of MTT
is due to the uncertainty in the association of measurements and targets.
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Many traditional multiple targets tracking approaches have been proposed. The
nearest neighbor (NN) [4] is the easiest method to implement. The probability data
association (PDA) [5] and the joint probabilistic data association (JPDA) [6] are the
wildly used method. Multiple hypothesis tracking (MHT) [7] is also a well-known
method. The robustness of NN is poor, PDA and JPDA suffer the restrictions of huge
computation burden as the number of targets increasing, while MHT is hard to imple-
ment. There are also various studies which have made contributions to the implicit
data association MTT technologies. One popular used method is the probabilistic
hypothesis density (PHD) filter developed by using the random finite set theory [8].
However, PHD filter only gains the set of probably state estimations at each time
instant, and needs further work to maintain track continuity.

This paper is about another considerable implicit data association approach called
the symmetric measurement equation (SME). This method obviates the association
uncertainty by introducing the symmetric transformations to the original measure-
ments. It was firstly come up by Kamen in the early 1990s, [9] proposed two types of
SME and the later work [10—13] applied different nonlinear techniques to deal with
the nonlinearity caused by symmetric transformation. The Kernel-SME filter was
presented in [14] which constructed a symmetric transformation by using a Gaussian
mixture to match the measurements.

In most of the literature, the symmetric transformed method is used to handle
the MTT with linear measurements. To the best of the our knowledge, the issue of
SME based on nonlinear original measurements, which commonly occurs in prac-
tical situations such as navigational system and radar tracking, has been left open.
It is noted that, the multiple dimensional symmetric transformation is a nonlinear
transformation, the model of measurements after symmetric transformation would
have strong nonlinearities and complex noise term. The well-known nonlinear filter,
extend Kalman filter (EKF) [15], has inherent disadvantages such as the require-
ment of gentle nonlinearities and the calculation errors of Jacobian matrices, while
the traditional unscented Kalman filter (UKF) [16] could not handle the complex
noise term. Thus an easy implementing and computational efficient filter should be
designed.

2 Problem Formulation

Focus on the problem of tracking multiple targets based on nonlinear measurements,
where the association between the measurements and the targets is unavailable. The
tracking system can be given by
i _ iy i
Xy = Ox + Lw, 1)
m, =h&)+v, i=1..,N )
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where the subscript k£ denotes the discrete sampling time, the superscript i represents
the ith target and N is the number of targets. x;; € R” is the target state, mj{ eRis
the measurement, h;( is the nonlinear observation function, cD;( and I 1: are the state
transition matrix and the noise matrix with appropriate dimensions respectively. wj
is the process noise and v} is the observation noise. The noise vectors w; and v; are
assumed to be zero mean and

E{w.w)"} = 0i8,.. E{HV,0)T} =R 5y, E{w;;(\/,;)f}zo, ij=1,...,N

where the ;. denotes the Kronecker delta function, Q;'( > 0 and R;{ > 0 are the
covariance matrices of the process noise and measurement noise, respectively.

In order to the estimate the states of multiple targets, we comprise all states of
single target to a joint target state x; = [(x,)", ..., (x}')"]”, where the superscript T
denotes the transpose of a vector or a matrix. Typically in this paper, the bold-faced
vector variables indicate the joint vector of overall target and the italics symbols
represent individual vector elements of single target. Then the dynamic model of the
tracking system (1) can be rewritten as an overall dynamic model

Xpp1 = OeXp + LWy 3

Then a “pseudomeasurement” could be generated by the symmetric functions of
the original measurement data (2) as s, = g/(m,, ...,m})(j = 1,...,N). It should be
noted that the rearrangement of the original data m; would not affect the s because of
its symmetric structure. Thus the data association problem can be avoided without
losing basic information. To ensure the original measurements m; could be recovered
uniquely from sJk, the dimension of symmetric transformation should equal to the
number of targets.

As the model of the symmetric measurement does not remain the conventional
structure for filtering, our aim is to evolve it to an approximate formulation as

sh=g0h )+ PO ) =1 N 4)

For simplicity of illustration, take example of three targets moving in one dimension
to present the calculation of the approximation. Firstly, using the sum-of-products
SME, we can obtain
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my +m? +m
_ iy — | 12 1,3 2,3
S = g(my) = | mmy, +mm; + m
1,23

m m m

I+ vy + B4+ + )
1 1 2 2 1 1 3 3 2 2 3 3
(hk + vk)(hk + vk) + (hk + vk)(hk + vk) + (hk + vk)(hk + vk)
(B} + )2 + v +v))

hi +hl +h Vi vi+v
= | Ik + R+ R+ | B+ v+ (B + BV + (4 W, ®)
hihih RIS + W v + 2R v]
0
+ vivi+vivz+vivi
hzv}(vf + hfv}(vf + h}(vaz + vlvivz

where the first term is a nonlinear function of target state, the second term is a non-
linear function of state and observation noise, while the third term is a function con-
taining complicated noise, so we regard it as an unknown random bias. Next for the
sum-of-powers SME, similar result can be calculated as

| m} +m? +m’ R+ vl + 12+ 02+ 1+
s = gom) = | (m)? + () + () | = | (bl + 012 + (2 + VD2 + () +v))?
() + (> + > | | () 401> + (12 + 02 + (B + 03
1 2 3 1 2 3
h +h +hy v v+
= [ (h)* + () + (B)* |+ 2hivi + 202V + 21307 (6)
| () + () + ()P || 3wy + V3D + 3,
[ 0
+ D+ D+ ()2
| VD + D + (V)P + 3L (v)? + 3R2(vD)? + 3 (v)?

also the first term is the nonlinear function containing only target state, the second
term is the nonlinear function of target state and zero-mean Gaussian noise and the
third term could be treated as unknown random bias whose mean is nonzero.

From above, the observation model of MTT system based on SME with nonlinear
measurements can be reformed as a nonlinear model with unknown random bias:

S = g:(Xp) + P (X, Vi) + by (7

Thus the assignment problem of measurement-to-target is traded to the problem of
dealing with nonlinearities and unknown random bias.

Remark 1 This technology evolving the SME-based tracking system with nonlinear
measurements into the biased nonlinear system has several characteristics. On one
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hand, it can obviate the need of calculating the addition item as in [13] to ensure
the mean of pseudomeasurement noise is zero. On the other hand, it provides a
uniform structure for multiple targets tracking system based on different types of
SME which makes it convenient and tractable for filtering. Also it would improve
the tracking accuracy since the high-order terms of observation noise are altered into
the unknown random bias to be estimated instead of ignored.

3 Fading Unscented—-Extended Kalman Filter

Suppose that the state estimate and the estimate error covariance have been obtained
at time k — 1. The specific filtering algorithm for the nonlinear system (3) and (7)
proceeds as follows.

3.1 State and Measurement Prediction

First of all, the prediction of target state and prediction error covariance can be cal-
culated directly since the dynamic equation (3) is assumed in linear

Xpk—1 = Pr1Xp—1jp—1 ®)
T T
Pojo1 = @i Py @ + L Quoi I )]
where Q;_; = diag[Q, .-+, Q) ]is the covariance of noise w;_;.

Second, we should get the prediction of measurements based on the observation
model (7). The nonlinear function ¥ in (7) can be approximated by the first order
linearization as

(X, Vi) & VRt 0) + XKy + 0V 10
where
~ ~ OV, (X, Vi)
Xek—1 = X = Xy PP = ok lx =%, 1v, =07 (11
k
v OF (X, vp)
Pl = ———— =y v =0
aVk =X k1 Yk

and the error covariance would be
RR, ~ VP (P + ¥R, 12)

where R, = diag[R,, ..., R}'] is the covariance of v;.
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What could reduce the complexity of computation is that, by derivation and induc-
tion, we can get ¥, (X ,_;, 0) = O and ¥} = 0. Hence the predicted mean of ¥ would
be zero and for the error covariance only 'ka , the Jacobian matrix whose elements

contain the nonlinear function of state h;;(xk), is still underestimate. Take advantage
of the unscented transformation, the predicted sigma points of X;,_; can be calcu-
lated by

& = Ry (13)

& =R+ (o Py ) o 1= a4
& =Rgr— (ot WPy ) L I=ntlion 1)

where the subscript / denotes the /th column of the matrix and 7 is the dimension of
joint state. A = a*(n + k) — n is a scaling factor, where a determines the dispersion
of sigma points which is selected as 0.01 and « is usually set as 0.

Then substituting the sigma points (13)—(15) to the functions 4, we can obtain

another sigma points set ¢} = [, (&))" ... hkN(éll()T]T ,(1=0,...,2n). The expecta-
tion is captured as

~i 2n 1 ol i .
B = (g @ldl) + 1=0,2m =1, N (16)
where the superscript i denotes the ith row of the matrix, and

0 A / 1

= =— I=1,...,2 17
Ca= 0 YT 2y " a7
Thus the Jacobian matrix ¥’ can be estimated by

Y ~ Ylkv(h;qk—l) i=1,....,N (18)

Now implementing the nonlinear symmetric function g, in formulation (7) to
these new sigma points, we can get the third sigma set for the predicted measurement

511 =gk(€;ﬁ), [=0,...,2n (19)

Recall the results about the statistical characteristics of ¥, the predicted mean of
symmetric measurements would be

~ 2n
Sklk—1 = Zz:o wis,, 1=0,...,2n (20)
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the predicted measurement covariance and the cross-correlation covariance are

P, = 3 0l(6] ~ 8 )6, — S )T + IR @1
Pys, = 212:0 @ (& = R (6 = )’ (22)

where 1 !
w2=n+ﬂ+(l—a2+ﬁ), wi=m,l=1,...,2n (23)

where f = 2 is optimal under Gaussian distribution.

3.2 Adaptive Fading Factor

The random bias b, in (7) with complex distribution is hard to be estimated. In addi-
tion to the unknown bias, the approximation of ¥V would also introduce the inaccu-
racies. To compensate these affections in measurement prediction, the fading factor
u is inserted in (21). -

Assume that the actual measurement covariance is C, and has the equivalent rela-
tion that (ka = mPs where P is calculated as mentioned above without considering
the unknown bias.

Define the innovation vector as s, =s, — §k| «1- Making use of innovation

sequence from previous times to now, (~3k can be estimated by
C=— 3" 54 24)
k™ [ = bmdr=kt1-L"T7
where L is a window size.
For the sake of ensuring the optimality of the Kalman gain, the innovation

sequence should be a white sequence and the condition that the autocovariance is
zero has to be satisfied. So the orthogonality should be held

P, -KC =0 (25)

XSy

where IN(k is the actual Kalman gain. To reduce computation complexity, the scalar
variable y, can be approximated as

M = max { 1, ltrace((Njsz_l)} (26)
n k
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3.3 State Update with Measurement

Based on the conclusions above, we can finally obtain the state estimation by updat-
ing the state prediction with received measurements

P, = P, 27)
K =P, P (28)
Kk = Xt + I~(k§k (29)
P =Pryor — ﬁkf’skf(,f (30)

Remark 2 1Tt is remarkable that the fading factor u; can be adaptively adjusted in
each iteration to compensate the influence of unknown random bias in observation
model, as well as be obtained efficiently with tiny calculation burden. The modified
gain matrix holds K, = K, /u,, which is accordance with the intuition that the gain
should be reduced in the situation where the measurements model with unknown
information is not reliable.

4 Simulation Results

The performance of the proposed FEUF paired with two kinds of SME are evaluated
in this section. It is compared with the nearest neighbor method and conventional
EKF via computer simulations.

4.1 Simulation Setup

Consider tracking three moving targets in x — y plane simultaneously whose state
xi(i=1,2,3) is of the form xi = [x/(k) ¥'(k) y'(k) yf(k)]T with position in meters
and velocity in meters per second. The state of three targets evolves with the ini-
tial state x! = [700 =8 100 3]", x2 = [100 350 6]" and x} = [300 0 —1009]"
respectively, which are chosen to ensure the trajectories of three targets would inter-
sect with one another.

The target dynamics are described by the wiener velocity model, so the matrices
in (3) are given by:
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T2
1700 70
;o100 7o
C=loor1r| L=,z @D
0001 07

where T = 1 s is the sampling period. wf< is a zero-mean white Gaussian with covari-
ance Q;< = 0.04/. The nonlinear observations are chosen as the radar observation
model generated by true range and angle

i

i - - . . k .
1= VX2 +yik)? +v,),, 6, = arctan% + (Vo) (32)
xl
where the independent white Gaussian noise (vr);; and (vg)jc are with covariance

. [10 0 ., [50 0 s [25 0
Rk‘[o 104 Be=10 104 ®&e=10 10 (33)

We take the root mean square (RMS) errors as the measures of tracking performance.
At the kth sampling period, RMS position error RMS;(k) and RMS velocity error

RMSi(k) are respectively defined as

RMS;(k) = (34)

M M
1 .. . 1 ..
— ) (1, ()%, RMS. (k) = 7| — ) (1, (k))?
v & P2

with the notation M denoting the number of Monte Carlo runs. n,’;‘j(k) and ni” (k)
which stand for kth time position and velocity error of ith target from the jth run are
given by

M0 = 1[Gl = )2 + (1K) = 5i(0)? (35)
M) = /@) - B0 + 61K = 5k (36)

where )Ac;(k), 51;(k), jAc]‘:(k) and f}}‘:(k) designate the estimate state of target.

4.2 Effectiveness in Trajectories Maintaining

To verify the effectiveness of designed filter in tracking multiple targets, we com-
pare performance of the FEUF paired with two types of SME (sum-of-products and
sum-of-powers) with that of the nearest neighbor method paired with UKF. The NN



46 C. Zhang et al.

T T T T T T
600 - [—=— Track of target1 with sum-of-products SME
—=a— Track of target2 with sum-of-products SME
550 | Track of target3 with sum-of-products SME
—e— Track of target1 with sum-of-powers SME
—o— Track of target2 with sum-of-powers SME
500 |- | —e— Track of target3 with sum-of-powers SME
—+— Track of target1 with NN

Track of target2 with NN
450 |- Track of target3 with NN
- =~ True Track

Position (m)

. . . . . . 1 . .
0 50 100 150 200 250 300 350 400
Position (m)

Fig. 1 Comparison of estimated position

algorithm chooses the observations whose distance to the predicted measurements
are minimal as the associated observations to update the state estimation [4].

Figure 1 presents the true and estimated trajectories of the three moving targets by
FEUF with sum-of-products SME, FEUF with sum-of-powers SME, and UKF with
NN method. Although three filters all may fail in maintaining the correct track, the
FEUF based on SME have higher percentages of successful tracking. In the success-
ful tracking case, as shown in Fig. 1, the proposed filter can provide accurate tracking
results almost all the time without data association even around the path cross points
where the NN method always performs poorly. It can be demonstrated more directly
by the RMS errors. Figure 2 shows the comparison of RMSE in position, the FEUF
have much less error than NN method has when the trajectories are across. While
the results of comparison of RMSE in velocity are similar and omitted.

More details are given in Table 1. The terms “ARMSE in position” and “ARMSE
in velocity” are calculated by averaging the RMSE over the tracks of three targets
only during the valid runs. The CPU time are the average of each run among total
100 runs. As can be seen that the proposed filter outperforms the NN method in
maintaining the correct target association. The FEUF products has the best accuracy
and FEUF powers is not as ideal as FEUF products may be affected by the complexity
structure in the bias. It is expected that the FEUF with two types of SME have higher
computational cost than UKF-NN due to the calculation of more sigma sets and
adaptive fading factor.
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Fig. 2 Comparison of RMS position errors

Table 1 Comparison of tracking performance

ARMSE in ARMSE in Association CPU time
position velocity maintaining
FEUF-products | 3.2076 0.3055 99 % 0.2764
FEUF-powers 3.3815 0.4364 84 % 0.3012
UKF-NN 4.0783 0.5569 52% 0.1608

4.3 Effectiveness in Nonlinearities Handling

Figures 3 and 4 shows the simulation results of applying SME with the developed
filter and the EKF filter. As the RMS errors of EKF are instable while the errors of
FEUF remain little, it can be observed that the EKF fails in dealing with both types
of symmetric equations of nonlinear measurements and the FEUF performs well in
handling strong nonlinearities.

Remark 3 1t is noted that, when implemented the FEUF, the sum-of-products SME
beats the sum-of-powers SME in accuracy of both state estimation and trail asso-
ciation with less computational burden. This method conquers the shortcoming of
sum-of-products SME with the UKF in the previous studies of Leven [13], as well
as the results are consistent with the conclusion in [13] that the performance of the
SME approach is rest with the pairing of a specific SME implementation and an
appropriate filter.
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Fig. 4 Comparison of RMSE in position based on sum-of-powers SME

5 Conclusions

This paper presented a uniform structure model for multi-target tracking system with
nonlinear observations implemented with different forms of symmetric measure-
ment equations. Moreover, the prior calculation to approximate the noise covari-
ance matrix of symmetric transformed measurement can be avoided. To resolve the
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obstacles brought by the unknown random noise in the new model and to deal with
the high nonlinearities caused by the symmetric transformation of nonlinear mea-
surements, the fading unscented—extended filter algorithm has been designed. The
proposed filter was proved to track multiple moving targets successfully with some
additional computation cost.
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RSS-Based Target Tracking
with Unknown Path Loss Exponent

Jian Zhang, Wenling Li and Jian Sun

Abstract This paper studies the problem of target tracking by using the received
signal strength (RSS) with unknown path loss exponent. The path loss exponent is
estimated by using the least square approach and the unscented Kalman filter is
used to address the nonlinear filtering problem. A numerical example and an
experiment involving localization of a mobile robot are provided to demonstrate the
effectiveness of the proposed algorithm.

Keywords Target tracking - Received signal strength - Path loss exponent

1 Introduction

In recent years, target tracking has received great attention due to its applications in
civil and military areas. Although the GPS can generate accessible tracking accu-
racy in many situations, it cannot be used in indoor localization for multipath effect
and signal missing. In wireless sensor networks (WSN), target tracking algorithms
can be commonly classified into two categories: range-based and rang-free. The
representative signal models include time of arrival (TOA) [1], time difference of
arrival (TDOA) [2], angle of arrival (AOA) [3], and received signal strength
(RSS) [4].

RSS-based target tracking has been widely used in WSN. This basic idea is that
the transmitting node transmits a signal with fixed strength, and the receiving node
calculate the distance with the measurement of received signal strength. Common
propagation model mainly includes the path loss model [5], the multiwall model
(MWM) [6], and the new empirical model (NEM) [7]. For example, it has been
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shown that the RSS is susceptible to be disturbed by the environment factors [8],
which means the unknown factors in engineering applications could largely reduce
the performance of RSS. In [9], an interacting multiple model estimator has been
proposed to estimate the path loss exponent and simulation results show that the
tracking accuracy is better than the filter based on the jointly estimating the path
loss exponent and the target state in an augmented form [9]. In [10], the target state
and the path loss exponent are jointly estimated where the latter is derived by using
the least square approach. The results are extended by using the weighted least
square approach in [11].

In this paper, we attempt to study the target tracking by using the RSS with
unknown path loss exponent. The filter is developed by combining with the mul-
tiple model approach and the least square technique. The unscented Kalman filter is
used to address the nonlinear filtering problem. A numerical example and an
experiment are provided to illustrate the effectiveness of the proposed algorithm.

The rest of this paper is organized as follows. The target tracking problem
formulated is given in section. The tracking algorithm is presented in Sect. 3. In
Sect. 4, simulation and experimental results are provided, followed by conclusion
in Sect. 5.

2 System Model

We consider the following target tracking model:

X =Fr—1xk -1+ Gr—1wi—1
2k, s =hs(xk) + Vi, s, 8= 1,2,...,N

where x; = [Px,k, Dy, k> Vx, ks vy,k]T represents the target state vector at time instant k.
(px, k> Py, k) and (vx, k> Vy, k) denote the position and velocity components at time
instant k. Fy_; and Gy_; are known matrices with appropriate dimensions. The
process noise wi_; and the measurement noise vy ; are assumed to be zero-mean
white Gaussian with covariance matrices Q;_ and Ry _, respectively. z; ; is the
received power S ; obtained by sth reference node.N is the number of the sensor
nodes. h,(x;) is the measurement function of the sth node, and the path loss model
is given by

\/(px,k _rx,s)z + (py,k