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Abstract. Objective: The technique of detecting moving regions has been
playing an important role in computer vision and intelligent surveillance.
Gaussian mixture models provide an advanced modeling approach for us.
Although this method is very effective, it is not robust when there are some
lighting changes and shadows in the scenes. This paper proposes a mixture
model based on gradient images. Method: We firstly calculate gradient images
of a video stream using the Scharr operator. We then mix RGB and gradient, and
use a morphological approach to remove noise and connect moving regions.
To further reduce false detection, we make an AND operation between two
modeling results and result in final moving regions. Result: Finally, we use
three video streams for analysis and comparison. Experiments show that this
method has effectively avoided false detection regions resulting from lighting
change and shadow, and improves the accuracy of detection. Conclusion: The
approach demonstrates its promising characteristics and is more applicable in
real-time detection.

Keywords: GMM (Gaussian mixture Model) � Gradient image � Scharr
operator � Sobel � Morphological � AND operation

1 Foreword

In area of computer vision, the moving foreground detection is the foundation of
intelligent surveillance, and its accuracy will influence the subsequent processes [1]
including target tracking, object classification, etc. Moving foreground detection is
about detecting the moving area in a video stream according to certain characteristics of
video sequences. Only on this can the feature extraction of target and pattern recog-
nition be conducted, which makes advanced image analysis and interpretation possible.
Therefore, the study on foreground detection algorithms has significant importance [2].

The advanced background modeling methods mainly include average background
model, nuclear density model, Gaussian mixture model (GMM) and so on. Nowadays,
the GMM brought forward by Grimson and Stauffer in 1999 should be the most widely
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used and most effective one. In the Gaussian mixture model, every state is demonstrated
by a Gaussian process function [4] and is an expansion of single Gauss distribution. The
single Gauss model regards each individual pixel in video sequences as an independent
random variable and assumes they all follow Gauss distribution. The single Gauss
model to a certain degree improves the deficits of traditional background modeling
method like background subtraction method. However, in actual scene, pixels are
usually in the form of multi-modal. Consequently, Grimson and other experts present
that each pixel should follow a mixed Gauss distribution. The part with high weight in
the Gauss distribution represents background area, while the part with low weight
represents the moving area.

The GMM effectively improves deficits of low-level modeling methods and is
robust with respect to repetitively moving background area, detection of slowly moving
target, etc. However, under the influence of sudden change of illumination and shadows
formed because objects are shaded, standard mixture model will mistake the background
detection for foreground. In order to solve this problem, this article raises the Gaussian
Mixture Model based on gradient images (G-GMM) which integrates with traditional
Gaussian Mixture Model based on RGB (GMM) to form a new background model. This
combines advantages of both by keeping the complete moving areas at the same time
effectively eliminating disturbance of changes of illumination as well as shadows, which
greatly enhances accuracy and stability of moving foreground detection.

2 Traditional GMM

Traditional GMM regards each pixel of video sequence as a random variable and
assumes they all follow the mixed distribution consisting of K single Gauss distribu-
tion. Five fixed example pixels are taken from the experimental video LabText.avi, and
the RGB value is sampled in the first 400 frames. Then the weighted sum of R, G, B for
all samples is drawn in a coordinate graph, as in Fig. 1.

A typical mixed model assumes pixels are independent of each other and the whole
video is a stable randomized procedure. The probability density function is as follows:

PðXtÞ ¼
XK
i¼1

wt
igðXt; l

t
i;R

t
iÞ ð1Þ

Fig. 1. The weighted sum of RGB for five example pixels in the video sequence
(0.299R + 0.587G + 0.114B)
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In which Xt is the pixel value of the corresponding pixel at time of t; K is the
number of single Gaussian distribution in the mixture model, and the bigger K’s value
the better the classification effect; the amount of calculation will follow up and
increase. Normally the value will be 3*5. wt

i is the weight estimation of ith Gaussian
distribution at the time of t in the mixture model; lti is the mean value of ith Gaussian
distribution at the time of t in the mixture model; Rt

i is the co-variance matrix of ith

Gaussian distribution at the time of t in the mixture model; limited by the complication
of calculation, the co-variance matrix usually is approximated to rtiI (that is, imagine
three channels of pixels are independent of each other, and in which I is unit matrix), g
is probability density function of single Gaussian distribution [5]

gðXt; l;RÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
ð2pÞn

p ffiffiffiffiffiffi
Rj jp e�

ðXt�lÞTR�1ðXt�lÞ
2 ð2Þ

Based on Fig. 1 and formulas above, we can know the probability density function
of mixture model is determined by weight, mean value and variance. Suppose the
parameter vector of the model is hðw1; l1; r1;w2; l2; r2. . .wK ; lK ; rKÞ. The process of
Gaussian mixture background modeling is actually the process of constantly estimating
and updating parameter vector h.

In multivariate statistics, the common method used for parameter estimation is the
Maximum Likelihood Estimation Method; however during the background modeling,
pixel value X is the only observation data that can be used. The classification number of
this pixel value cannot be observed, and the incomplete data when looking for the
maximum value of Likelihood function will lead to a transcendental equation with
plural roots. It is caused by the fuzziness between the observation data X and its
matching distribution sequence number. As a result, after introducing the hidden data Y
to make up a complete data pair ðX;YÞ, we use EM method of calculation to conduct
parameter estimation and can get the updating formula of weight wt

k

wt
k ¼ ð1� aÞwt�1

k þ aLtk ð3Þ

In which a is the learning rate of the mixture model and determines the speed of
background modeling. If it is set too big, the iteration will get over the optimal value
making the algorithm fail to converge. If it is set too small, the convergence rate will be
slowed down resulting in higher detection error rate. When new pixel values match
with the Kth distribution Ltk ¼ 1, or Ltk ¼ 0; the weight of K distribution is adjusted in
the process of iteration by using formula (3) and new pixel values. When new pixel
values match with the Kth distribution of the mixture model, the mean value and
variance of this distribution will be updated according to formulas (4) and (5)

lt ¼ ð1� qÞlt�1 þ qXt ð4Þ

rt ¼ ð1� qÞrt�1 þ qðXt � ltÞTðXt � ltÞ ð5Þ
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In which, q is another learning rate, q ¼ agðXtjlk; rkÞ [5]. If there is no distribution
matching with Xt in the present mixture model, the Gaussian distribution with the
minimum weight will be replaced by new Gaussian distribution with an mean of Xt and
at the same time one larger variance and smaller weight of its will be initialized. The
rest mean value and variance of Gaussian distribution remain and only the weight is
attenuated. Then each weight will go through normalization processing [6], and each
Gaussian distribution will be sequenced from high to low according to priority

ptk ¼ wt
k

rtk

� �
, then a judgment threshold k will be set. The weight of the sorted Gaussian

distribution will be accumulated from the maximum value and when
PN
i¼1

wt
i � k, the

accumulation stops. At that time, we believe the first N distributions feature back-
ground pixels, thereby constructing new background model [7].

The above process is the traditional Gaussian Mixture Model based on RGB.
Compared to low-level modeling method such as background subtraction method, it
has better performance in terms of foreground detection. This model can not only
update background adaptively, but also allow repetitive moving areas to be existed in
the background. Although the moving background will be identified as foreground
when it enters the scene, staying for a longer time, it will be absorbed and turned into
background pixel. Unfortunately, in practical application, there is always sudden
illumination change and shading. The Grimson’s GMM under this circumstance will
result in wrong foreground detection, as illustrated in Fig. 2.

(a) (b)

(a) original picture of video sequence 1 

(b) false foreground detection caused by illumination changes 

(c) (d)

(c) original picture of video sequence 2 

(d) false detection caused by shadows 

Fig. 2. False detection of the traditional GMM resulted from illumination changes and shadows
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Figure 2 illustrates the deficiency of traditional GMM in practical application. In
applications with strict requirements of detection accuracy, false detection caused by
such as fire and smoke detection alarm system, illumination changes and shadows will
lead to false alarm, and further unnecessary expenses.

3 Gradient Image

Gradient is a kind of feature descriptor which is identified as local discontinuity of
pixels and is mainly used to feature sudden change of pixels, texture structure and so
on. The gradient value of a pixel point in the image is the first-order differential of pixel
function regarding coordinate of this point and is used to describe the speed of pixel
value change. Now we only consider the special gradient in X and Y directions; the
formula is in (6)

rIðx; yÞj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@Iðx; yÞ

@x

� �2
þ @Iðx; yÞ

@y

� �2s
ð6Þ

In the image, the pixel function Iðx; yÞ is a discrete non-differentiable function, so
we can only use approximation methods to approach its first-order differential in the X
and Y directions. Common first-order differential operators mainly include Roberts
operators, Prewitt operators, Sobel operators, Scharr operators and so forth, among
which, Sobel operators are the most popular. Its essence is convolution operation. It is
easy to calculate this kind of operators and the speed of processing is fast; besides, the
cost of time and internal storage is low. A regular Sobel operator (the size of its core is
3� 3) is defined as follows [9]:

@Iðx; yÞ
@x

¼ Iðxþ 1; yþ 1Þþ 2Iðxþ 1; yÞþ Iðxþ 1; y� 1Þ
�Iðx� 1; yþ 1Þ � 2Iðx� 1; yÞ � Iðx� 1; y� 1Þ

�����
����� ð7Þ

@Iðx; yÞ
@y

¼ Iðx� 1; y� 1Þþ 2Iðx; y� 1Þþ Iðxþ 1; y� 1Þ
�Iðx� 1; yþ 1Þ � 2Iðx; yþ 1Þ � Iðxþ 1; yþ 1Þ

�����
����� ð8Þ

According to the calculation of formulas (6), (7) and (8), we can get gradient values
of each point in the image (single channel/three-channel). The size of the convolution
kernel in a Sobel operator determines the accuracy of gradient calculation. Big kernels
can better approach derivatives but the cost is high; small kernels are sensitive to noises
[10]. In this article, we will analyze operators and how to choose the size of cores in the
next section.

Creating image T with a similar size of original picture I and the same number of
channels and making T ¼ rIðx; yÞj j. T is called the gradient image of I, as illustrated
in Fig. 3.
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Compared to colored images, gradient images have the feature of not being easily
influenced by illumination change, quantization noises, shadows, mild distortion of
images and affine transformation etc. [11]. For example, when the weather in the video
scene changes from sunny to cloudy, the pixel values of colored images will also
change greatly. On the contrary, pixel values of corresponding gradient images will not
be changed. The reasons are as follows.

Suppose the pixel changing amplitude caused by illumination change or shadows in
the convolution area is DI. Here we assume the light evenly changes, then the pixel
value in the areas changes to Iðx; yÞþDI; introducing it into formulas (7) and (8), we

can know

@½Iðx; yÞþDI�
@x

¼
Iðxþ 1; yþ 1ÞþDIþ 2Iðxþ 1; yÞþ 2DIþ Iðxþ 1; y� 1ÞþDI

�Iðx� 1; yþ 1Þ � DI � 2Iðx� 1; yÞ � 2DI � Iðx� 1; y� 1Þ � DI

�����
�����

¼ @Iðx; yÞ
@x

In the same way, @½Iðx;yÞþDI�
@y ¼ @Iðx;yÞ

@y . As a result, theoretically the gradient value in
the image influenced by balanced illumination will not change.

4 G-GMM Background Modeling

GMM Based on Sobel Gradient Images. The essence of Sobel operators is to
conduct convolution operation at each pixel point. The common 3� 3 convolution

core is
�1 0 1
�2 0 2
�1 0 1

2
4

3
5, 1 2 1

0 0 0
�1 �2 �1

2
4

3
5. The size of a convolution core determines

the accuracy of gradient calculation. The sizes Sobel operators support are 3� 3, 5� 5
and 7� 7. We can separately use these three convolution operations to get gradient
image sequence and conduct GMM and foreground detection on this basis. The result
is shown in Fig. 4.

GMM Based on Scharr Gradient Images. In Sobel operators, the weights of con-
volution cores are small, which makes the gradient calculation is easy to be influenced
by noises and leads to unsatisfying accuracy. Therefore, we use Scharr filter to sole the
inaccuracy caused by approximation of 3� 3 Sobel operator gradients. The Scharr
filter is as fast as Sobel filter, but the accuracy is higher [12]. The convolution cores of

(a) original picture (b) gradient image based on Sobel operators (the size of core is 5*5) 

Fig. 3. Gradient image
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Scharr operators are
�3 0 3
�10 0 10
�3 0 3

2
4

3
5, 3 10 3

0 0 0
�3 �10 �3

2
4

3
5. The gradient images in

video sequences can be calculated by using Scharr operators, see formula (9), which
can also be used to conduct GMM and detect moving foreground. The result is shown
in Fig. 5.

rIðx; yÞj j ¼ 0:5� @Iðx; yÞ
@x

� �
þ 0:5� @Iðx; yÞ

@y

� �
ð9Þ

From Fig. 5, we can know, the foreground detection algorithm based on Scharr
gradient images has the benefits of being resistant to illumination changes, shadows
and so forth just like the foreground detection algorithm based on 5� 5 Sobel gradient
images. In addition, the former has better noise-resistance than the latter, which leads to
less false detection points. Therefore, in this experiment, we will use Scharr operators
to calculate gradient image sequence.

Morphological Filter AND Operation. This article first carries out two conductive
erosion calculation on foreground detection results based on gradient images, elimi-
nates most isolated false detection points, and then uses one dilation calculation to
connect moving areas making the internal part of targets more substantial and well
connected, which also facilitates further AND operation. The results of morphological
filtering are shown in Fig. 6, after morphological filtering, foreground detection

Fig. 4. Three GMMs based on Sobel operators having different core sizes
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algorithm based on G-GMM can eliminate most isolated false detection points,
meantime keep the moving connected region and enhance the accuracy of foreground
detection.

  
a. original picture 

  
b. traditional GMM 

  
c. G-GMM based on Scharr operators 

Fig. 5. G-GMM

a traditional GMM foreground detection 

b GMM foreground detection based on gradient images (including morphology filter) 

Fig. 6. The effect of morphology filter
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The morphology filter eliminates most noises in G-GMM detection results. When
the video scene is relatively simple, it has good detection effect and nearly no false
detection points. When the scene is complicated, some noises still exist due to limi-
tation of gradient calculation accuracy, but it still has strong robustness to influence of
illumination and shadows. In order to further eliminate false detection points, we
combine the detection result of traditional GMM and G-GMM, keeping the high
accuracy of foreground detection and eliminating shadow detection. Assume the
foreground detection result of traditional GMM is Tðx; yÞ, and the result of G-GMM is
Gðx; yÞ. The final result is Fðx; yÞ. Combining two results in AND operation:
Fðx; yÞ ¼ Tðx; yÞ \Gðx; yÞ, then we can get the final detection result.

Improved GMM Flow Chart. The improved Gaussian Mixture foreground detection
flow is shown in Fig. 7 [14].

5 Experiment and Analysis

In this experiment, the initial value of learning speed in GMM is preset as 0.01 and
Scharr operators are used in gradient image calculation. Three videos are compared in
the following pictures and the video information can be found in Table 1.

Carrying out moving foreground detection on three videos in Table 1 by using
traditional GMM and models in this article respectively. The results are shown in
Fig. 8.

Figure 8b shows results of foreground detection of GMM based on RGB. There are
lots of false detection points in both video 1 and video 3. The results of video 1 prove
the algorithm in this article has higher stability because in a stable background video,
the learning speed of gradient background is faster than RGB [16]. The traditional

Fig. 7. The process of improved Gaussian Mixture Models

Table 1. Information of experimental videos

Name of video Source Format Resolution Type

original_view_40 Documents [15] avi 180*144 Outdoors
LabFire VisiFire avi 320*240 Indoors
LabText Self-collected avi 320*240 Indoors
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GMM used in video 2 and video 3 causes false detection because of illumination
changes and shadows generated by shading of objects. This paper makes use of the
characteristic that gradient images have robustness to changes of illumination to
eliminate the above false detection effectively. At the same time, it makes use of
morphological operation AND operation to guarantee the accuracy of foreground
detection effectively, and has certain robustness indoors and outdoors. In order to
explain the false detection rate of this algorithm more accurately, we run statistics on
the first 100 frames in the above three videos and calculate relative detection rate and
get the following result.

From the comparison in Fig, 9, we can see the method of this article represented by
dotted lines all show excellent performance in foreground detection in three videos
used in the experiment. It can both overcome the detection deficiency of traditional
Gaussian Mixture Model and obtain high accuracy. Besides, it also has fast conver-
gence rate [17].

Although the method in this article solves the problems of traditional GMM when
illumination changes and shadows occur and effectively reduces false detection rate of
moving foreground, it has some disadvantages. First, the algorithm adopts gradient
approximation Scharr operators when doing the gradient image calculation. When
facing complicated scenes, noises still exist. Next, the time this algorithm cost is three
times more than that of traditional algorithm. When the video pixels are high, the
real-time is what we need to consider [18]; however, the real-time in the video used in
the experiment can be guaranteed. In this day and age when hardware resources are
relatively rich, the requirement of practical application for accuracy of foreground
detection is higher in order to avoid huge waste caused by poor detection. To sum up,
the detection model proposed by this paper is more suitable for real-time detection of
moving foreground.

  

  

  

Fig. 8. Experimental comparison (a). Original video pictures; (b). Traditional GMM; (c). Method
in this article
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6 Conclusion

Compared to some low-level foreground detection methods like background subtrac-
tion method, traditional Gaussian mixture model has higher detection efficiency;
however, it still cannot solve the problems generated by illumination changes and
shadows. In order to solve this problem, this article proposes a G-GMM based on
gradient images. First we use Scharr filter operators to calculate gradient image
sequences, then conduct Gaussian mixture modeling according to sequences of original
pictures and sequences of gradient images and also use morphology filter to carry out
filtering and connecting operation on the initial results. In order to maintain accuracy of
detection and eliminate shadows, we compare detection results of two models and

(a)

 (b)                               (c)

Fig. 9. The comparison of detecting accuracy rate (a). Video 1 (original_view_40); (b). Video 2
(LabFire); (c). Video 3(LabText)
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finally obtain the detection results in the moving area. The experiment shows the
method in this article can effectively reduce false foreground detection caused by
changes of illumination and shadows. Compared to traditional GMM, this method has
better detection efficiency and robustness, thereby being more suitable for application
on actual moving foreground monitoring platforms.
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