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Preface

Welcome to the proceedings of ACA 2016, the 11th Conference on Advanced Com-
puter Architecture, which was held in Weihai. As one of the most important confer-
ences in the field of computer architecture in China, the ACA conference is 21 years
old. The conferences are held once every two years, and ACA 2016 was held in Weihai
during August 22–23 with a lot of exciting activities. We believe this event provided an
excellent platform for the presentation of important research and the exchange of
views.

We would like to express our gratitude to all the authors who submitted papers to
ACA 2016 and our congratulations to those whose papers were accepted. There were
89 submissions in this year. Each submission was reviewed by at least three Program
Committee (PC) members. Only the papers with an average score of ≥ 1.0 were
considered for final inclusion, and almost all accepted papers had positive reviews or at
least one review with a score of 2 (accept) or higher. Finally, the PC decided to accept
38 submissions, including 17 papers in English and 21 in Chinese.

We would like to express our great appreciation to our PC members. Each member
reviewed at least nine papers, and they gave constructive reviews in time. We also
would like to thank our general chairs, Prof. Ninghui Sun and Prof. Xiangke Liao, our
steering committee chair, Prof. Yong Dou, organization chairs, Prof. Chenggang Wu
and Prof. Zhenzhou Ji, and all other members of the conference committees. Our
thanks also go to the China Computer Federation (CCF), Technical Committee on
Computer Architecture of CCF, Institute of Computing Technology of Chinese
Academy of Sciences, Harbin Institute of Technology (Weihai), Springer, and all other
institutes that offered help.

August 2016 Junjie Wu
Lian Li
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An OS-level Data Distribution Method
in DRAM-PCM Hybrid Memory
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Abstract. Hybrid memory composed of DRAM and PCM has gained
substantial research recently. Compared to each other, DRAM has lower
read/write latency and higher endurance, and Phase Change Memory
(PCM) has higher density and consumes less energy. Hybrid memory has
been proposed to exploit the benefits of both these technologies, while
at the same time mitigating their disadvantages. The data distribution
methods of state of art approaches were managed by either hardware or
compiler, which had some shortcomings. The disadvantage of hardware
based approaches is that it need large storage, and the required data
swapping degrades overall performance, which is not suitable for certain
program which has poor locality. While the compiler based technique
requires dynamic program analysis, thus increasing run time overhead
and also requires programmer’s help, thus making it a cumbersome app-
roach. We present an OS-level Data Distribution (OSDD) method, in
which data sections that have respective read/write features in virtual
address space were assigned to different memory medium by memory
management module of operating system. Since our approach needs no
input from programmer, thus making it transparent. The OSDD based
hybrid memory put appropriate data to corresponding memory medium
at system level in page granularity and gained better performance and
energy saving than former methods, with less overhead. The experiment
showed that on average our method get 52 % energy saving at 6 % per-
formance overhead than uniform DRAM memory.

Keywords: Phase change memory · Hybrid memory · Data distribution

1 Introduction

As the number of CPU cores increases, so does the number of concurrent applica-
tions and threads. The capacity of main memory also keeps increasing in order to
keep their data in main memory. However, the density, capacity and energy cost
of main memory made by DRAM are approaching physical limit and becoming
a critical bottleneck of computer systems.
c© Springer Science+Business Media Singapore 2016
J. Wu and L. Li (Eds.): ACA 2016, CCIS 626, pp. 1–14, 2016.
DOI: 10.1007/978-981-10-2209-8 1
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For these reasons, many architectures are searching out for new alternative
of DRAM. As a potential substitute, Phase Change Memory (PCM) has caught
much attention for its larger density than DRAM. It has little idle energy because
it needs no refresh. Furthermore, its property of non-volatile and byte address-
able makes system IO optimization possible. However, PCM also has disadvan-
tages such as higher read/write latency and higher write energy than DRAM, and
it has limited endurance and lifetime [7,8,12,20,23,24]. In order to achieve the
advantages while hiding the disadvantages of PCM, many researchers are trying
out to design hybrid main memory architecture which contains both DRAM and
PCM. Their aim is to benefit from large capacity and low energy cost offered by
PCM and the low latency, high endurance offered by DRAM at the same time
[5,13–16,18,19,25].

There are many potential challenges for designing DRAM-PCM hybrid mem-
ory systems. The most important question is which component of the system
should be in charge of the data allocation, and how to distribute them to DRAM
and PCM to best exploit the strength of each technology while avoiding their
weaknesses as much as possible [22]. Many data distribution methods based on
memory controller were proposed in previous work [13–15,18,19]. Most of them
record the access pattern of memory data in granularity of pages or blocks and
rank them by their read/write features. And then the controller swap them to
appropriate memory medium at runtime in order to balance the performance,
energy cost and lifetime. All these work exploit the benefits of hybrid memory
to some extent. However, these methods has some shortages. First, they require
certain storage to record the page access hotness and mapping relation. Second,
the data swapping degrade system efficiency.

There are also application-level data distribution methods proposed [5,16,25].
These approaches try to complete the data distribution in compiler or user appli-
cation through user annotation or analysis program. In contrast with controller
based methods, these approaches have more flexibility. But these approaches have
shortages too. First, they require extra user annotation to help memory allocating,
which is not friendly to user. Second, they need dynamic code analysis before pro-
gram execution, which degrades the overall performance of application. Thirdly,
the analysis program itself does not benefit from the allocation regulation it itself
prefer.

In this paper, we propose a new DRAM-PCM hybrid memory system using
OS-level Data Distribution (OSDD) method in which the data distribution is
conducted by memory management module of operating system. OSDD is based
on following observations. The linear logic address space of a process includes
code section, static data section and dynamic data section etc. And different
sections has various read/write characteristic, such as read/write frequency, pro-
portion, locality, average access frequency etc. We find out that sections with
specific read/write features are suitable for each memory medium’s character-
istics respectively. The OSDD recognizes which section the page belong to and
maps it to specific memory medium dynamically. Then the page will not be
swapped to another medium until the process end. From doing so, OSDD puts
appropriate data with certain access features to DRAM or PCM respectively.
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This approach extracts the merits of DRAM and PCM with no extra storage cost
and data swapping overhead, and it is transparent to user program. In some way,
OSDD delivers program’s semantic information to memory management module
of OS, and brings certain intelligence to data allocation module. The evaluation
showed that it exhibits more energy saving at lower performance overhead than
the methods based on controller or application.

Overall, the primary contributions of our work are:

(1) We outline and testify the read/write feature of different data sections in
logic memory spaces of a process.

(2) We propose and evaluate a new data assignment approach of DRAM-PCM
hybrid memory, which is conducted at operating system level.

(3) We present evaluation and analysis of the system’s benefits, overhead and
limitation based on OSDD.

The rest of the paper is organized as follows. Section 2 provides background
and related work. Section 3 explains our observation and motivation. Section 4
introduces the design of OSDD based hybrid memory. Section 5 presents evalua-
tion and result analysis. In Sect. 6, we discuss about some limitations of OSDD.
And the conclusion will be given in Sect. 7.

2 Background and Related Work

2.1 DRAM and PCM

DRAM has been used to compose main memory in modern computers for a long
time. Though strides in DRAM technology have enabled it to scale to smaller
size and thus higher densities, it is predicted that DRAM density scaling will
become costly as feature size continues to reduce [6,21]. Satisfying increasingly
higher memory demands with DRAM exclusively will become expensive in terms
of both cost and energy.

PCM is an emerging non-volatile random access memory technology that
offers a competitive alternative to DRAM. The difference in resistance between
its two states, amorphous and crystalline, can be used to represent binary states
[12,21]. PCM has larger density and less static energy consumption than DRAM
because it need no dynamic refresh. The read latency of PCM is a little slower
than but close to DRAM, which is better than FLASH to be an alternative of
memory. Besides, the non-volatile and byte addressable property are also helpful
for system to reduce the IO cost. However, PCM has also disadvantages that
prevent its adoption as a direct DRAM replacement. PCM exhibits higher write
latencies and higher dynamic energy consumption than DRAM. And it has finite
write endurance (limited write times) [12,21].

2.2 Related Work

There are many hybrid memory systems proposed which aim to benefit from the
large capacity and low energy offered by PCM, while achieving the low latency
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and high endurance of DRAM. The data distribution of these works are based on
either memory controller or application. The quality of distribution mechanism
will directly affect the performance of hybrid memory.

PDRAM [13] is trying to detect hot data and cold data dynamically and
move the hot data to DRAM and cold data to PCM. The first shortcoming of
PDRAM is the storage cost for recording access count of each page. It will cost
4 MB to record 4 GB memory for each 4K page, if each record costs 4 bytes
(2 for page number and 2 for access count). The other shortcoming is the fre-
quent data swapping which disturb normal memory accessing and affect overall
performance. Their evaluation showed that PDRAM achieves 30 % energy sav-
ing with 6 % performance overhead. Page placement [19] use the similar method
with PDRAM and rank the pages by critical feature at the same time, which also
has the disadvantage of PDRAM. The Row Buffer Locality (RBL) [14,15] based
data assignment method distribute data in smaller granularity. They observe the
row buffers have the same latency and bandwidth in both DRAM and PCM, and
only row buffer miss will cause much more latency and bandwidth in PCM than
in DRAM. So they put the data with higher RBL to PCM and the lower one
to DRAM at runtime. This approach received better performance for workloads
with good locality, but exhibited poor behavior for certain workloads with poor
locality. Furthermore, the data swapping cost certain performance too.

HaVOC [5] is a hybrid memory model which allow programmer or compiler
to partition the application’s address space, and generate data and instruction
layouts. HaVOC map instruction blocks onto NVM since their volatility is quite
low and code blocks to SRAM since their volatility is high. The disadvantage
of this method is it needs programmer’s annotations, which is not friendly with
user. Power-aware variable partition [25] is an approach which partition variables
into different banks to reduce power consumption and the number of writes on
PCM. Based on the graph models, the variables with higher write rations are
put in DRAM bank and that with lower write rations are put in PCM bank.
This method reduce 53 % power consumption on average. However, this method
is based on static analysis which increase 2–18 % execution time. Data allocation
optimization for hybrid SPM [16] proposed a dynamic algorithm which generate
optimal data allocations for each program region. Before the execution of each
program region, the data management code is executed first to generate data
allocation which will move most written data into SRAM and the most read
data into NVM. The dynamic analysis degrade tlhe performance of application.

These approaches exploit the merits of hybrid memory to certain extent.
However, they are accompanied with apparently extra storage cost or swapping
cost or dynamic analysis, which degrade overall system performance.

2.3 Data Sections in Logical Address Space

The operating system allocate each process a linear address space whose size is
usually 4 GB in 32bit machine. In virtual memory space, the compiler organize
the instruction and data in different address sections in order to make it easy
to run and manage. Different operating system has various logical address space
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in detail, but in general, the logical memory space includes system code section,
system data section, user code section and user data section [11]. According to
their respective mission, different sections have different read/write feature, such
as access frequency and locality and access variance etc. In this work, we focus
our design and experiment on user code section and user data section to prove
its effectiveness.

3 Observation and Motivation

3.1 Observation

In order to find out the memory access feature of each section in logical address
space, we analyzed memory access trace of 20 benchmarks from Splash2 [4,9] and
Parsec3 [3,9] using Pin tools [2,10], which was used to collect memory trace of
running program. The benchmark program domain includes financial analysis,
computer vision, physical modeling, future media, content-based search, etc.,
which represents main aspect of computer application at present. We analyzed
memory trace of each bench in detail and got a series of statistics from multi
point of view. The analytical index includes independent address number, total
read/write counts, average access counts of independent address, and variance
of memory access frequency. Among all these index, we mainly inspect two of
them. The first one is independent address numbers of code section and data
section for each bench as Fig. 1 shows, another one is average access frequency
of independent address of code section and data section as Fig. 2 shows. Since
there are both read and write access in data section, we seperate them apart in
order to distinguish them respectively.

Fig. 1. Footprint(Independent Address Numbers): data section has far more indepen-
dent address than code section.

From the observation, we find out several regular pattern of memory access-
ing: (1) Code section has far more small size and data section has relatively
larger one. Because independent address numbers in data section is 10–500 times
that of instruction section as Fig. 1 shows; (2) The average access frequency of
code section is far more great than that in data section. Because this index in
code section is 10–1000 times greater than that in data section as Fig. 2 shows;
(3) Code section is read all the time, and data section has more read than write.
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Fig. 2. Hotness(Average Access Counts): code section has far more access than data
section.

3.2 Motivation

We consider that to exploit the maximum potential of hybrid memory system,
both hardware and software innovations are needed. Besides memory controller
and user program, operating system can also implement data distribution. Under
the von neumann machine architecture [17], the program is organized in con-
stant pattern by compiler in order to make it easy to run. One of the pattern is
the distribution of instruction and data in logical address space, which is saved
in page descriptor and can be recognized by operating system at runtime. That
means operating system has the ability to place the data anywhere in memory as
needed, except reserved space. Since instructions and data of program has their
own access feature, which cater to the features of DRAM and PCM respectively,
the operating system is able to assign them to different memory medium logi-
cally and transparently, making appropriate memory distribution for each data
sections.

Our motivation is to find a better way out at operating system level to
complete the data recognition and distribution in granularity of pages. Our aim
is to get more energy saving with lower cost and overhead than other methods
described before.

To implement and demonstrate this idea, we propose OSDD approach based
on the analysis above. The OSDD allocates and distributes data sections to
different memory medium at system level, without intervening in controller or
user program. The OSDD will exhibit benefits of hybrid system and has several
advantage at the same time. First, it has no extra storage or swapping cost at
runtime. Second, it need no program’s annotation and is transparent to user.

4 Hybrid Main Memory Design

4.1 Overview of Architecture

Based on our observation and research, we design a new data distribution model
OSDD in DRAM-PCM hybrid memory system, in which the data allocation and
distribution is done by memory management module of operating system.

Under traditional memory management, logical memory space is split into
sections by compiler such as code section, static data section and dynamic data
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section etc. And then the sections are split into pages whose size is 4K or 4M,
depending on different architecture. The physical memory space is split into
frames correspondingly and the memory mapping is done by unit of page.

In one process, each data page belongs to one section, whose type are depicted
in LDT (Local Description Table) or GDT (Global Description Table) [11] in
virtual memory descriptor. The LDT structure is displayed as Fig. 3 shows, in
which the tag ‘S’ shows whether the section belong to system or application,
and the tag ‘Type’ shows the section type, code section or data section. When
OS receives the memory request from CPU, it first recognize the section type
from LDT or GDT. Then the OS allocate memory page frames of specified
memory medium and complete the page mapping. In order to minimize the
performance cost, the page mapping and data distribution will not be changed
until the process end. The mapping relationship between logical address and
memory medium is depicted as Fig. 4 shows.

Fig. 3. LDT structure of A process.

Fig. 4. Distribution of data sections of A process.

4.2 Mapping and Allocation Regulation

According to [6,12,24], the read and write latency and energy cost parameters
are described in Table 1. We observe that although the read latency of PCM is
higher than DRAM (around 2 times), their difference in term of write latency
is more noticeable which is an order of magnitude. At the same time, the write
power of PCM is about 4 times than DRAM, which constitute the main power
consumption of PCM. So the number of writes to PCM will be conclusive to over-
all latency and energy cost. From this point of view, together with the analysis
we made in second section, we map code sections and static data sections to
PCM to reduce the write operation to minimum (code section is read only).
That will keep minimum writing power consumption of PCM and zero refresh
power consumption. At the same time, the lifetime of PCM will also benefit from
less writing action. Dynamic data sections are mapped to DRAM to benefit its
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Table 1. DRAM and PCM features

Parameter DRAM PCM

Row read power 210 mW 78 mW

Row write power 195 mW 773 mW

Row Act power 75 mW 25 mW

Standby power 90 mW 45 mW

Refresh power 4 mW 0 mW

Row read latency 50 ns 75 ns

Row write latency 50 ns 750 ns

read and write efficiency. What should be point out is, we did not use wear
leveling algorithms of underlying PCM in our current work. In future work, we
plan to include this as part of allocation process.

4.3 System Implementation

We implement the experiments in X86-64 platform. In our experiment, we add
a new memory zone into the kernel, ZONE PCM. In Linux, physical memory
is allocated from a memory zone, which is composed of page frames. There
are three memory zones in original Linux: ZONE DMA is use for DMA pages,
ZONE NORMAL is used for normal pages, and ZONE HIGHMEM is used for
those address beyond virtual address space. We add a set of memory allocation
functions, alloc pcm pages() and free pcm pages() which allocate and deallocate
memory from the zone ZONE PCM. The function alloc pcm pages() derives from
alloc pages(), and allocate page frames which is contiguous in physical memory
space. The function free pcm pages() derives from free pages(), which free the
memory which has no use. The function alloc pcm pages() has two parameters:
gfp mask indicates where the system should allocate the page, which is read
from LDT or GDT, and order of 2 is how many pages should be allocated.

According to OSDD’s idea, if the required pages belong to code section or sta-
tic data section, then they are mapped to PCM bank. And if the required pages
belong to dynamic data section, then they are mapped to DRAM bank. Since
each page in a section has LDT or GDT which has a tag indicating its section
type, the system has chance to recognize their type from the memory request.
If the tag is code section or static data section then gfp mask is ZONE PCM.

We simulate three memory architectures respectively using Gem5. With
Gem5, many new style memory can be simulated by modifying its parame-
ter. We simulate uniform DRAM, uniform PCM and hybrid memory, in which
DRAM and PCM are addressed in one linear space. PCM is simulated by mod-
ifying the read and write latency and power consumption parameters described
in Table 1. The DRAM parameters are based on 78 nm technology [1] and PCM
parameters are obtained from [6,12,24]. Gem5 outputs parameters in detail in
output file, such as read and write counts of instruction and data, and extract
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number of LLC miss rate and execution time etc., we calculate the energy saving
and performance overhead using these parameters.

In order to compare OSDD with other controller based or application based
approach, we also implement PDRAM method with Gem5 as the paper describe,
using the same experiment setup. We test the two methods using the same PCM
parameters as Table 1 describes and benchmarks introduced above.

5 Evaluation

5.1 Methodology and Metrics

In this section, we describe our simulation and design methodology. For our
experiment, we assume a baseline system with 4 GB DRAM. We evaluate it
against two experimental systems: (1) Uniform PCM system, which comprises
of 4 GB of PCM. (2) OSDD based hybrid system, which comprises of 2 GB
DRAM and 2 GB PCM. (3) PDRAM based hybrid system, which also comprises
of 2 GB DRAM and 2 GB PCM. The motivation of the comparison is to show how
heterogeneity in memory organization can result in better overall performance
and energy efficiency.

For workload, we use 7 benchmarks from Splash2 and Parsec3, which repre-
sent different style applications. We execute the benchmarks on Gem5 using a
ALPHA processor running at 2.66 GHz. The simulated processor has two levels
of caches: 64 KB of data and instruction L1 caches, and 4 MB of L2 cache, which
is the same with PDRAM’s experiment environment.

We mainly evaluate the performance of hybrid memory in two dimension,
normalized energy consumption and normalized performance overhead. Using
the same suite of benchmarks, we measure the energy cost and performance
overhead under the circumstance of uniform DRAM, uniform PCM, PDRAM
hybrid and OSDD hybrid memory respectively. Unless otherwise indicating, the
uniform DRAM system is used as the baseline for all comparisons, and the results
are normalized to the baseline.

5.2 Results and Comparison

Figure 5 shows the results of normalized energy consumption, baselined against
the DRAM-only system for 7 benchmarks. We see that the uniform PCM sys-
tem has less energy consumption than hybrid memory (PDRAM and OSDD),
because uniform PCM need no refresh while hybrid memory contains DRAM
access. What is important is, on average, the OSDD has 48 % energy consump-
tion, which is less than controller based method PDRAM (64 %). Specially, for
OSDD, the bench fft, cholesky consumed relatively more energy because they
are computation intensive program and most data accessing is done in DRAM.

Figure 6 shows the result of normalized performance overhead in terms of
execution time, baselined against the DRAM-only system for 7 benchmarks. In
this figure, the normalized DRAM performance is consider as one. We see that
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Fig. 5. Comparison of normalized energy consumption.

Fig. 6. Comparison of normalized performance overhead.

hybrid memory has less performance overhead than uniform PCM as a whole.
And on average, OSDD get 6 % performance overhead and PDRAM get 7.2 %,
which are close to each other. What should be pointed out is, for some benches
like ocean, fft, cholesky, raytrace, OSDD get less performance overhead than
PDRAM. But for other benches like lu, radix and barnet, situation is on the
contrary, the reason and analysis will be given in Sect. 5.3 in detail.

From the evaluation, we can see that OSDD use less energy consumption
than PDRAM, under the similar performance overhead. And, as we quote in
Sect. 2.2, the power-aware variable partition [25] method, which based on static
analysis, mentioned in their paper that it reduce 53 % power consumption on
average and increase 2–18 % execution time. This testified that OSDD has better
appropriate data distribution mechanism than controller based and application
based methods.

5.3 Sensitivity Analysis

From the evaluation we can see that, (1) Overall, hybrid memory gain much
less energy consumption than uniform DRAM memory, with small performance
overhead. (2) On average OSDD gain more energy saving than PDRAM, at the
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similar performance overhead. (3) Just as Sect. 5.2 point out, OSDD is suitable
for some benches and not suitable for others. In order to find out the reason of
this phenomenon, we evaluate the “variance of memory access frequency”, which
measures how far a set of memory access count is spread out. A small variance
indicates that the access count tend to be very close to the mean and hence
to each other, while a high variance indicates that the memory access are very
spread out around the mean and from each other. For example, a lower variance
means all the address has almost similar access count, and a higher variance
means maybe 10 % of address occupied 80 % access of the whole program trace.
There are some factor which affect the result of the experiment. The reasonable
analysis are:

(1) Benchmarks have different variance of memory access frequency, which affect
the effectiveness of OSDD. Figure 7 describe the access variance of the seven
benches. Some program has higher access variance (like lu, radix, barnet),
and others has lower variance (like ocean, fft, cholesky and raytrace).

(2) As Fig. 6 shows, for those program which have higher variance such as lu,
radix, barnet, PDRAM has lower performance overhead because it swap the
hot data to DRAM with limited swapping, but OSDD keep frequent access
data in PCM until program end. On the other hand, for those program
which have lower variance such as ocean, fft, cholesky and raytrace, OSDD
has lower performance overhead because PDRAM need frequent swapping
but OSDD need not.

Fig. 7. Variance of memory access frequency.

6 Discussion and Future Work

In this research work, we have implemented a DRAM-PCM hybrid memory
system and showed some advantages compared to existing approach. However,
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this hybrid memory has some disadvantages and limits, and we will consider
them in future work.

According to the Fig. 1, data section is usually larger than code section in
one or two order of magnitudes. In our current experiment, the size of DRAM
is 2 GB, which can contain the dynamic data section of each benchmark. But
for large applications, the DRAM will be not enough to contain all the dynamic
data sections. If we expand the size of hybrid memory with the same ratio, the
DRAM still has possibility of space shortage and PCM will perhaps be large
enough to have rest space. And that will decease the effectiveness of the whole
hybrid system. In future work, we plan to swap inactive dynamic data sections
from DRAM to PCM to relieve the space pressure of DRAM, which will be also
implemented at OS level.

From the analysis, we can see that OSDD is more suitable for program whose
memory access is even (with lower variance of memory access frequency). This
is its limitation, our future work will focus on how to refine the mechanism to
make it more universal.

What should be pointed out is, we did not use any wear leveling algorithms
of underlying PCM in our current work. In future work, we plan to include this
as part of allocation process.

7 Conclusion

In this paper, we reveal the question that which part of the system should in
charge of the data allocation in DRAM-PCM hybrid memory, and highlight
the methods and challenges on how to distribute the data between DRAM and
PCM at operating system level. We propose OSDD, an OS-level data distribution
approach, which deliver semantic information of logical address space to memory
management module, helping to allocate data across the hybrid memory. Accord-
ing to the read and write features of different data sections in logic address space,
OSDD distribute appropriate data to corespondent memory medium, with no
extra storage cost or swapping cost. Since it need no program annotation, it is
transparent to user application. We evaluate the system using benchmarks with
varying memory access features and demonstrate that, on average, the system
can achieve up to 52 % energy saving at 6 % performance overhead than uniform
DRAM. Compared with controller based or application based hybrid memory,
OSDD based DRAM-PCM hybrid memory is more suitable for common pro-
gram to get more energy saving at lower performance overhead. And, OSDD
based hybrid memory is more suitable for program or application which has
lower variance of memory access frequency.

Acknowledgements. This work is supported by the Beijing Municipal Science and
Technology Commission of China (Grant No. D151100000815003).
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Abstract. 3D-stacked technology is a promising solution to improve the
performance of on-chip memory system. In our work, a 3D DRAM Cache with
high density and wide bandwidth is utilized as the Last Level Cache (LLC). With
the same Cache area, a 3D DRAM Cache shows superior capacity, bandwidth,
cost performance ratio to a SRAM Cache. However, 3D DRAM storage has a
problem of high power consumption. The power consumption of die-stacked
DRAM is 5x compared to plane DRAM. In order to solve this problem, we
proposed a power management mechanism for 3D DRAM Cache in this paper.
The core idea of our mechanism is closing the infrequent accessed banks for
saving power consumption. We design and implement a trace-driven 3D DRAM
Cache simulator based on DRAMSim2. Experiment result of SPEC CPU2006
shown that for most applications, some banks have little access during execution.
We proposed a coarse granularity data migration based power management
mechanism. Compared with the system without power management mechanism,
the static power consumption of some application decreased to 0.75x, a portion
of application reach to 0.375x.

Keywords: 3D-stacked · DRAM cache · Memory system · Power management ·
LLC

1 Introduction

3D stacking technology applies through-silicon-vias (TSV) to connect different dies.
Thus, in the same area, 3D DRAM has a bigger capacity and wider bandwidth compares
to a 2D DRAM. However, 3D DRAM has the problem of high power consumption. In
Fig. 2, power consumption of 3D DRAM is 5x larger than 2D DRAM.

Based on the comparison results between 2D DRAM and 3D DRAM, although 3D
DRAM cache has a smaller area and bigger capacity, we cannot ignore the huge power
consumption caused by 3D DRAM.
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In recent works, many researchers proposed various way to manage the power of on-
chip memory. They focus their attention on the different cause of power consumption,
dynamic power and leakage power. Some studies dealt with the hit rate of Cache, the
higher the hit rate, the more power can be saved. Other researchers [4] tried to redesign the
framework of Cache, they separate the data array of the Cache into sub-banks. Only acti‐
vate the bank when the corresponding data is needed. In addition to that, in order to save
the dynamic power, activate less tag bits and data in an access is a method adopted by [5].
They access the tag array in the first phase. In the second phase, only the corresponding tag
bits are accessed, can the data referenced. However, in a big capacity LLC, leakage power
accounts a big portion in whole power consumption. Coarse granularity execution is prac‐
tical enough to figure out the power consumption problem of 3D DRAM Cache.

In this paper, we proposed a Coarse Granularity Data Migration power management
mechanism. Based on the access pattern of the application, we choose the unlikely
accessed banks to be powered-off. Thus, we design and implement a simulation platform
which has a core, 3-level Cache (LLC is a 3D DRAM Cache) and 2D main memory.
Experiment result with SPEC CPU2006 shown that in most applications, some banks
have little access during execution. Thus, the static power consumption of some appli‐
cation decreased to 0.75x, a portion of application reach to 0.375x.

The organization of the rest of the paper is as follows: In Sect. 2, we demonstrate
the background and motivation of our work. The main idea of power management in
3D DRAM Cache is shown in Sect. 3. Section 4 gives a detail analysis on experimental
setup and results of our mechanism. Section 5 presents a brief review of power manage‐
ment and 3D-stacked system. Section 6 is the conclusion of the paper.

2 Background and Motivation

Recent works proposed many DRAM-cache prototypes to address the memory band‐
width and latency wall in Last Level cache. Hit ratio, hit latency and tag overhead deter‐
mine the challenges of implementing a DRAM Cache.

In order to reduce the miss rate, a cached DRAM [1] integrates SRAM cache in the
DRAM memory to exploit its locality in memory accesses and storage efficiency. In
such DRAM caches, SRAM tags are placed in the stacked DRAM along with the data
blocks [1, 2]. However, this can potentially require two DRAM accesses per cache
lookup (one for the tag look up and one for data). Thus, in the worst case, it costs double
access latency.

A state-of-art DRAM cache method, Alloy Cache [2], organizes as a direct-mapped
Cache, which is optimized for latency. Although reduce the hit rate, improving the cache
access latency greatly. The DRAM cache model used in our work is inspired by Alloy
Cache, which bursts tag and data in a single stream to wipe out the tag serialization
delay.

Compare to other DRAM caches, Alloy cache has no SRAM tag overhead, low hit
latency and scalability. For a die-stacked DRAM Cache, we can get high effective
capacity and high hit rate as well. Thus, we exploit a die-stacked DRAM cache as our
experimental model.
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In our work, Alloy Cache is used as DRAM cache prototype. Our L3 DRAM cache
saves two kinds of information, tag and data. Alloy Cache is an effective latency-opti‐
mized Cache architecture. It alloys or combines the tag and data into one basic unit (Tag
and Data, TAD), instead of separating cache constructions into two parts (tag store and
data store). For Alloy cache streams tag and data in one burst, it can get rid of the delay
because of tag serialization. It helps handle cache misses faster without wasting time to
detect cache miss in the same situation.

In Fig. 1, each TAD represents one set of the direct-mapped Alloy Cache. In our
DRAM cache, every data line has a tag. The address is compared with the tags in DRAM
cache. If it is the same, then hit. Or vice versa. In our paper, for a physical address space
of 64 bits, 41 tag bits are needed. The minimum size of a TAD is thus 72 bytes (64 bytes
for data line and 8 bytes for tag). There are 28 lines in a row of an Alloy Cache.

Row buffer

Addr

DATA

TAG

TAG-AND-DATA (TAD)

Fig. 1. Structure of alloy cache

Fig. 2. Power consumption in baseline and 3D DRAM cache system with no power management

We conduct some experiments on power consumption of die-stacked DRAM. We
run 200 billion instructions for each application. Then, using the trace from Gem5 feed
to DRAMSim2. Comparing to a 2D DRAM, it demonstrates big leakage power
consumption in 3D DRAM. The result is shown in Fig. 2.

Coarse Granularity Data Migration 17



3D-stacked framework shows great merits in capacity and bandwidth. However, as
is shown in Fig. 2, power consumption is a big problem in improving processor perform‐
ance. For 3D DRAM, the power consumption is 5x larger than a 2D DRAM in average.
Thus, the main purpose of our research is to maintain the big capacity of the L3 die-
stacked DRAM Cache, while reduce power consumption as well.

3 Main Idea

The main idea of Coarse Granularity Data Migration based power management mech‐
anism is closing the infrequent accessed banks of 3D DRAM Cache to save power
consumption. How to find the bank that should be closed and how to migrate the data
in these banks are the challenges that we must solve. An offline method to figure out the
access pattern of applications is used in this paper. Figure 3 illustrates the flow of our
Coarse Granularity Data Migration mechanism.

Fig. 3. The flow of coarse granularity data migration method. (the flow is explained below)

Bank closing steps. ①Analyze the access pattern of the benchmarks. Cluster the
banks into three groups according to the references in banks. ②Name these three groups
as Cluster small, medium and big. ③Migrate the data to other banks and close the last
two banks. ④After the bank power-down, remapping the references originally mapping
to the closed bank. ⑤After every interval time, check the access pattern again. If it
changes, open the closed bank and run this mechanism over again.

3.1 Access Pattern Analysis

For exploring the possibility of making full use of the banks in DRAM cache, we analyze
the access pattern of some programs in SPEC CPU2006. The result is demonstrated in
Fig. 4, x-axis represents the bank ID, y-axis is the rows. The rows are separated into 8
parts, every part has 1,024 rows. The right column shows how color reflects access
number. In these hot spot figures, deeper the color, more references in that area.

In Fig. 4, except 437, we can see obvious cluster in each application. For example,
references concentrate in bank 0 and bank1 in 456.hmmer. While in 444.namd, there is
no access in bank 5, 6 and 7. It means some of the banks in an application are not fully
utilized. These infrequent used banks can be closed during its runtime.
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3.2 Cluster Banks Using K-Means

In order to reduce power consumption, we can power down those unusually used banks.
Thus, we exploit K-means to find out those banks have little references. Banks are sepa‐
rated into three clusters.

First of all, pick three access number of banks as centroids randomly. Then, it calcu‐
lates the distance from other access number to the centroid. The banks have the closing
access number with one centroid will be allocated to the same cluster. The next step is
calculating the average value of each cluster, regard it as the new centroid. Thus, we
have three new centroids. Calculating the distance between the access number in all
banks and the update centroids. We get three new clusters. Then iterating the process
continuously. Until we get the final three clusters of banks.

In our work, we have 8 banks. With the purpose of closing the unlikely accessed
banks. We divide these 8 banks into three groups. In Cluster big, banks get the most of
the access. So we leave it alone. Our focus is in Cluster small, which has the least number
of the reference.

3.3 Data Migration

Once the banks are decided to shut down, dirty bit of each access in closed banks will
be checked. If data in closed banks is dirty, that is to say, the data in DRAM cache is
different from the data stored in main memory, the data in DRAM cache would write
back to main memory. If data in closed banks is clean, drop it. Table 1 shows the bank
configuration in DRAM cache.

Fig. 4. Access pattern of different applications
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Table 1. Processor and DRAM Cache configuration

Number of cores 1 L3 bus frequency 0.67 MHz
Frequency 2 GHz L3 capacity 128 MB
L1 dcache/icache capacity 64 KB/32 KB Bank 8 banks per rank
l2 Cache capacity 2 MB Die 4
– – Row buffer size 2 KB

After we handle the data in the last two banks, if there is a memory access to these
two banks, migrate it to the corresponding banks. In our work, the first three bits in
access address index the bank ID. In migration process, for identifying the data which
is originally access to the closed banks, we add a migration bit in DRAM cache. 0 is no
migration, 1 represents migrated from other banks.

3.4 Remapping

When two banks are decided to be closed, the future access in bank has the smallest
access number will remapping to the forth bank count backwards. The future access in
bank has the last but one reference number will remapping to the third bank count back‐
wards. What is more, before remapping begins, we set a migration bit in order to know
whether the data is migrated or not. Upon an access comes, it maps to a bank. If this
bank is open, migration bit stay the same. All the access behavior does not change as
well. But when the access mapped to a closed bank. The migration bit switch to 1. In
the meantime, tag bits stay still, only bank bits change.

3.5 Reopen

At every 10,000 ticks, we check the access pattern again. In the new 5000 ticks, if the
distribution of clusters changes, that is, the Small cluster is no more the same, we will
reopen the closed banks and do our power management mechanism over again.

3.6 Example

In application 464.h264ref. Its access pattern shows bank 2, 5, 6 and 7 are in Small
cluster. Bank 1 and 3 are in Medium cluster. The rest bank 0 and bank 4 in Big cluster.
Then we calculate and get that the reference number in Small cluster occupies 0.073 of
Medium cluster. Thus, migrate the data in bank 7 (has least access number) to bank 2
(the forth bank count backwards according to reference number), bank 6 (the last but
one) to bank 5(the third bank count backwards). Meanwhile, set the migration bit of
those migrated data bit to 1. At last, data migration finished.

3.7 Hardware Implementation

Figure 5 shows the possible hardware implementation of our Coarse Granularity Data
Migration power management mechanism. Every bank has a gating signal to control the
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state of the bank (open or close). In each rank, there are four banks. A memory controller
is used to manipulate which rank is activated. Rank_Sel chooses the determined rank.
In order to select the desired bank, rank number and bank number are both needed to be
confirmed. In other words, we use Rankx_Bankx to choose the bank we want.

Fig. 5. Hardware implementation of power management

4 Experimental Evaluation

4.1 Experiment Setup

In our experiments, we use GEM5 simulator with a detailed memory model. The
instruction set used is ARM V7 ISA. Table 1 gives the configuration used in our work.
The 3D DRAM Cache used in the experiments is 128 MB.

Experiment Platform. The experiment platform is shown in Fig. 6. It contains 5 major
parts: The processor simulator (Gem5), 3D DRAM Cache model (3D DRAM Cache),

Fig. 6. Infrastructure of the whole experimental platform
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main memory model (2D DRAM), power model (Power model), performance model
(Performance model). Cacti offers timing and power parameter for our 5 parts except
Gem5. Gem5 is configured to generate complete DRAM access traces (after L2
cache).

3D DRAM cache models: We exploit a DRAM simulator DRAMSim2 [6] to imple‐
ment the trace-driven DRAM cache simulator: Thick Cache. This 3D-DRAM cache is
an Alloy Cache [2] based Cache. The 3D DRAM Cache parameters are given by
Cacti-3dd [7]. These parameters are listed in Table 2.

Table 2. CACTI-3DD configuration and parameter result

2D main memory 3D DRAM Cache
Configuration
Capacity 2G 128 MB
Frequency 677 MHz 677 MHz
Die 1 4
Parameter(latency)
t_RCD 5.9164 ns 4.37031 ns
t_RAS 20.3714 ns 5.44791 ns
t_RC 34.5217 ns 6.68482
t_CAS 9.85235 ns 6.54791 ns
t_RP 14.1503 ns 1.7791 ns
Parameter(energy)
Activate energy 0.489495 nJ 0.076035 nJ
Read/write energy 0.543979 nJ 0.367355 nJ
Prefetch energy 0.405572 nJ 0.065765 nJ

Main Memory model: The 2D main memory model is simulated by DRAMSim2 [6].
The configuration and timing parameters for DRAMSim2 are generated by Cacti [7].

Power model: The number of access of the 3D DRAM Cache during simulation is
counted in the Thick Cache simulator. Then the following equation is used to calculate
the power consumption:

(1)

(2)

Performance model: This model is used to calculate the average memory access time
of the 3D DRAM Cache and the baseline system.

Benchmark. In this work, we use 164.gzip/175.vpr/181.mcf from SPEC CPU 2000
and 456.hmmer/458.sjeng/473.astar from SPEC CPU 2006 as our benchmark to esti‐
mate the performance and power of the proposed architecture. In each application, 2
million ticks are used as warmup time. 200 million instruction simulated in the whole
process.
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We get the L2 miss trace generated by Gem5. Then the traces are fed into our Thick
Cache simulator to do the performance and power estimation.

4.2 Baseline System

The baseline system in this work is a processor core with L1 Cache and L2 Cache,
without L3 Cache and a plane main memory based on DRAMSim2. The common parts
of these two architectures share the same parameter of each hierarchy, except L3 Cache.
The parameters of processor core and memory system are listed in Tables 1 and 2.

4.3 Implementation

For the one and only difference between baseline system and 3D-stacked system is a L3
3D DRAM Cache, a Cache simulator Dinero [8] is used to verify the accuracy of the
DRAM Cache. We use the same configuration and traces to DRAM Cache and Dinero,
miss rates are compared to see if our DRAM Cache is right. As is depicted in Fig. 7, we
can see our Thick Cache simulator is basically accurate.

Fig. 7. Miss ratio comparison between Dinero and Thick Cache

4.4 Experimental Result

Performance Comparison. For our proposed 3D-DRAM LLC system, we got the
LLC average access time and use it as the metric of performance. The results are shown
in Fig. 8.

As it is depicted in Fig. 8, the performance behavior in these two systems are almost
the same. In some cases, such as 437.lesli3d and 471.omnetpp, 3D DRAM Cache system
shows shorter access time. And in a 3D DRAM Cache system, it has bigger capacity
and no high area consumption, which makes our optimizing system a proper way to
upgrade memory system.
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Power Comparison. In this section, we analysis the power consumption of the
proposed design, including dynamic power and leakage power. Dynamic power results
from writing and reading operations, which is determined by the total amount of the two
kinds of operation. Leakage power comes from the leakage current of DRAM cells.

From the results of SPEC2006, it can be seen that for last level cache, the number
of writing and reading operations are not very large, thus contributing to the fact that
the dynamic power consumption of our design, which is shown in Fig. 9, is far less than
its leakage power consumption, so we can take the leakage power consumption as the
total power consumption approximately.

Fig. 9. Dynamic power consumption

In order to reduce its leakage power, we adopted bank migration and partial power
down. The power results after optimization shown in Fig. 10 are much less. We can see
that the leakage power consumption has decreased obviously, which prove that our
solution is effective.

Fig. 8. Performance comparison between baseline and 3D DRAM Cache system
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Fig. 10. Comparison between leakage power before power management and after

5 Related Work

5.1 DRAM Cache

In previous research, many studies have been explored the model of DRAM cache. In
order to reduce the miss rate, Cached DRAM [22] integrates SRAM cache in the DRAM
memory to exploit its locality in memory accesses and storage efficiency. In such DRAM
caches, SRAM tags are placed in the stacked DRAM along with the data blocks [21–
23]. However, this can potentially require two DRAM accesses per cache lookup (one
for the tag look up and one for data). Thus, a state-of-art DRAM cache method, Alloy
Cache [2] proposed to reduce latency. It organizes as a direct-mapped organization.
Although reduce the hit rate, improving the cache access latency greatly. Our DRAM
cache model is inspired by a latency-optimized cache architecture, named Alloy cache
[2] which bursts tag and data in a single stream to wipe out the tag serialization delay.

5.2 Power Optimization of DRAM Cache

DRAM power management approaches basically developed into two parts: those aim to
solve dynamic power such as memory traffic reshaping and increase the locality of
memory reference [9], and those try to figure out leakage power by using decrease
memory access or memory footprint [12]. Recently, there have been a large number of
researches using adaptive power saving ability offered by several-banked DRAM [9–11].

Dynamic Power Management. For saving dynamic power, some techniques reduce
the number of access to the specific memory level by using additional storage structures
[13]. Some techniques utilize frequent accessed data with lower energy mode to reduce
dynamic power per access [14]. Some other techniques perform tag bits match in several-
step manner, while other techniques cut down the required bits for comparison [15].
Also, the techniques mentioned above can be extended to utilize in multiprocessor
systems. In 3D multicore systems, Meng et al. [16] proposed a runtime optimization
technique to maintain performance and power consumption in the same time.
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Leakage Power Management. For saving leakage power, some researchers adaptive
selecting a part of the cache to reduce the power. Based on the power-off granularity,
leakage power management can be classified to way-level, set-level (or bank-level) [17],
cache block-level [18], cache sub-block level [19] or cache sub-array level [12] etc. In
3D integration memory systems, in order to solve temperature and high power consump‐
tion, Woojin Yun and Jongpil Jung et al. [20] propose a dynamic voltage and frequency
scaling (DVFS) scheme which can be adapted to cache bank or a group of cache banks
for 3D-stacked L2 DRAM cache. Thus, they can obtain the supply voltages of different
cache zones (or banks).

6 Conclusion

A key design methodology for improving the performance of processor core lies in
breaking the Memory Wall. In our work, a L3 3D DRAM Cache is used in the new
memory hierarchy to obtain higher capacity and wider bandwidth. However, for each
3D system, power consumption is a critical issue for a better performance. As for a big
capacity LLC, leakage energy consists a big portion of the whole energy consumption.
Thus, a bank closing mechanism is adopted to decrease leakage energy in our design.
First of all, we analyze the access pattern offline of some applications from SPEC CPU
2006, determines which banks are not likely used in execution. Then, we shut them
down. At last, static power consumption of some application decreased to 0.75x, a
portion of application reach to 0.375x. In the future, in order to decrease the dynamic
power in LLC, the migration of data in the process of closing banks can be put in to a
further study.
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Abstract. Spin-transfer torque random access memory (STT-RAM) is one of
the most promising substitutes for universal main memory and cache due to its
excellent scalability, high storage density and low leakage power. A much larger
cache capacity in the same die footprint can be implemented with STT-RAM
because its area is only 1/9 to 1/3 that of SRAM. However, the non-volatile
STT-RAM also has some drawbacks, such as long write latency and high write
energy, which limit its application in cache design. To solve the two problems,
we relax the retention time of STT-RAM to optimize its write performance and
energy, and propose a novel multi-retention STT-RAM hybrid last level cache
(LLC) architecture, which is realized with three different kinds of cells. In
addition, we design the data migration scheme to manage its block allocation,
thus improving overall system performance further. The experiment results
show that our multi-retention hybrid LLC reduces the total power consumption
by as much as 96.6 % compared with SRAM LLC, while having almost the
same (at 99.4 %) instruction per cycle (IPC).

Keywords: STT-RAM � Last level cache � Multi-retention � Data migration

1 Introduction

Power has been the dominator of the increasing of CPU’s frequency since one decade
ago. This has generated a considerable volume of research in multi-core processor to
provide sustainable performance enhancement of computer system. However, the gap
of access speed between main memory and processor is becoming larger and has been
the bottleneck of overall system performance. Cache is developed to alleviate this
mismatch problem.

SRAM has been the mainstream of caches for many years because it owns high
access speed, low dynamic power and other good characters. However, with more and
more cores are embedded on chip, caches need larger size. However, increasing
capacity of SRAM caches lead to high leakage power, which takes up the dominator of
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the microprocessor’s overall power consumption, therefore, researchers are focusing on
alternative substitutes for SRAM.

Spin-transfer torque random access memory (STT-RAM) is regarded as the most
promising replacement for SRAM because it has almost all desired characters of the
universal memory and cache, such as high storage density, fast read access speed and
non-volatility. However, we are faced with two drawbacks of STT-RAM, namely, long
write latency and high write energy, which result in the reduction of system perfor-
mance and the enhancement of dynamic power consumption.

Hybrid cache scheme is proposed to address the write access speed and energy of
STT-RAM. For example, the SRAM/STT-RAM hybrid cache in [7, 8] moves write
intensive data blocks into SRAM region to reduce the average write latency. However,
even a small SRAM partition can bring in very high leakage power. Researchers
discover that relaxing the data retention time could significantly optimize its write
performance, which can even exceed that of SRAM. That makes the multi-retention
hybrid cache architecture possible. In [2], a new cache hierarchy is proposed to
improve the overall system performance with multi-retention STT-RAM cell, and the
outcome is good.

In this paper, we relax the retention time of STT-RAM and propose a novel
multi-retention STT-RAM hybrid last level cache with three kinds of STT-RAM cells,
which is different with the design in [2, 11], to obtain an improvement of overall
performance. We simulate the proposed cache design on architecture simulator, and
collect the test results of benchmarks to analysis the overall system performance and
power consumption.

2 STT-RAM Features

2.1 MTJ Features

The magnetic tunnel junction (MTJ) shown in Fig. 1 is the basic storage device of
STT-RAM. The MTJ has two layers, namely, free layer and reference layer. The
magnetic direction of reference layer is fixed, however, that of free layer can be
switched by current. If the magnetic directions of two magnetic layers are parallel, the
MTJ is in low-resistance state; otherwise it is in high-resistance state.

The most widely used STT-RAM storage cell is one transistor one MTJ (1T1J) at
present. In memory array, the STT-RAM cell is connected to word line (WL), bit line
(BL) and source line (SL). The WL is used to select the specific row, and the voltage
gap between SL and BL is used to complete write and read operation. When executing
a read operation, we add a negative voltage between SL and BL and use a sense
amplifier to get the current flowing throw the MTJ, thus knowing the current resistance
of MTJ. When writing “0” into STT-RAM cell, there is a positive voltage between SL
and BL. However, when writing “1” into STT-RAM, a negative voltage is applied. The
current used to switch the MTJ’s state is called switching current, and its value is
mainly determined by the write pulse width, which is represented by Tw in this paper.
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2.2 MTJ Non-volatility

The MTJ’s non-volatility can be analyzed quantitatively with the retention time of
MTJ. We use τ to represent its retention time. τ is related to the thermal stability factor
Δ and can be calculated with Eq. (1) [1].

s � s0 exp Dð Þ ð1Þ

s0: The attempt time and set as 1 ns.
Δ is derived from Eq. (2).

D ¼ EF

kBT
¼ MsVHK

2kBT
ð2Þ

Ms: The saturation magnetization.
Hk: The effective anisotropy field.
T: The working temperature.
KB: The Boltzmann constant.
V: The volume for the STT-RAM write current.
From Eqs. (1) and (2), we can know that the data retention time of a MTJ decreases

exponentially when its working temperature T increases.
According to the different Tw, MTJ has three regions, namely, the thermal acti-

vation, dynamic reverse and processional switching. Their distribution is shown as
Fig. 2.

The switching current in each working region can be calculated approximately by
Eqs. (3)–(5) [2].

JThermC Tw ¼ JC0 1� 1
D
ln

Tw
s0

� �� �
Tw [ 20 nsð Þ ð3Þ

Fig. 1. The MTJ design (1T1J). (a) MTJ in high-resistance state. (b) MTJ in low-resistance
state.
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JDync Tw ¼ JThermc Tw þ JPrecc Twe �A Tw�TPIVð Þð Þ

1þ e �A Tw�TPIVð Þð Þ 20 ns [ Tw [ 3 nsð Þ ð4Þ

JPrecC Tw ¼ JC0 þ
C ln p

2h

� �
Tw

Tw\3 nsð Þ ð5Þ

ð6Þ

Where JCTw is required switching current, A, C, and TPIV are fitting parameters, JCO
is the threshold of switching current density, e is the electron charge, is the reduced
Planck constant, α is the damping constant, Hext is the external field, η is the spin
transfer efficiency, tF is the free layer thickness.

Based on the above analysis, we can adjust the value of JC and Δ by changing
several related parameters, such as MS, tF, Hk and V.

We get three IC � Tw curves shown in Fig. 3. for STT-RAM cells whose retention
time are 2.5 years (D ¼ 38:9), 3 s (D ¼ 21:8) and 30 μs (D ¼ 10:3). In this paper they
are called HRS, MRS and LRS respectively.

Fig. 2. The three working region of MTJ

Fig. 3. The Ic – Tw for HRS, MRS and LRS MTJ cells
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It is clear that the higher the retention time, the lower the Ic � Tw curve. With the
same switching current, LRS’s write pulse width is the shortest one and HR is the
longest. If their write pulse widths are the same, the switching current required by LRS
is the lowest. The performance difference between non-volatile and volatile STT-RAM
is shown in Fig. 4 [3]. The dotted border is optimal and black line is SRAM. The blue
region is STT-RAM.

3 STT-RAM LLC Design

3.1 Cache Parameters

Although the long retention time of STT-RAM can offer low leakage power con-
sumption, it leads to long write latency and high write energy. To reduce the write
latency and energy, we relax the retention time of STT-RAM to improve its write
performance.

In Sect. 2, we find that the STT-RAM cells whose retention time are relaxed to μs
and ms level can satisfy the access speed of all level caches. So we simulate the
proposed HRS, MRS and LRS cells on NVSim [6] to get their parameters in 1 MB last
level cache design. The results are shown in Table 1 .

Fig. 4. The difference between non-volatile and volatile STT-RAM

Table 1. The parameters for multi-retention STT-RAM cells.

Parameters SRAM LRS MRS HRS

Area/F2 125 21 22 23
Switching Time/ns / 2.0 5.0 10.0
Retention Time / 30 μs 3.0 s 2.5 years
Read Latency/ns 2.735 2.085 2.097 2.210
Read Latency/Cycles 6 5 5 5
Read Energy/nJ 0.181 0.083 0.087 0.099
Write Latency/ns 2.301 2.431 5.427 10.936
Write Latency/Cycles 5 5 11 22
Write Energy/nJ 0.112 0.479 1.016 1.978
Leakage Power/mW 1261.7 26.9 31.1 36.2
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From Table 1, it can be seen that the performance varies with different retention
time. LRS’s access speed is even better than SRAM, while HRS’s write latency is
longer than 10 ns.

3.2 Hybrid LLC Architecture

In previous section, we get their overall performance of LRS, MRS and HRS cells. We
find that LRS owns the fastest access speed, so if we adopt LRS to design LLC, the
LLC’s performance can be enhanced significantly. However, it should be noticed that
the data stored in LRS or MRS blocks will be invalid after its short retention time, so we
must use refresh scheme to improve the reliability. For LLC with large capacity (1 MB
or larger), it can be foreseen that the refresh energy and the hardware overhead are
unbearable in this situation. Typically, the hardware overhead is 0.80 %. So it is not
suitable to design LLC with LRS or MRS purely. Considering the existed
SRAM/STT-RAM hybrid cache architecture [13], which fully utilize both the fast write
speed of SRAM and the excellent features of STT-RAM, and other designs in [4, 5], the
hybrid LLC based on volatile STT-RAM is possible. A multi-retention hybrid cache
design is proposed in [2], however, the large capacity of LLC offers more choices, so we
propose to design an optimized novel multi-retention hybrid cache architecture.

We find that if we add a MRS-Region in LRS/HRS hybrid LLC, its performance
can be promoted further and power consumption can be reduced although the hardware
overhead is a bit higher than the original design. The reason why we do not expand
LRS-Region is that the block-refresh and counter-reset happen frequently in LLC in
case that the size of LRS-Region is too large, thus leading to a very high power
consumption. In addition, the large amount of counter requires larger on-chip area and
hardware overhead. These factors make it unsuitable to expand LRS-Region further.
The LRS/MRS hybrid LLC is also one choice, however, the retention time of MRS can
not make sure all data are reliable though the retention time of MRS is longer than
LRS. We still need the refresh scheme, thus contributing to serious refresh power
consumption problem.

Based on the above analysis, the LRS/MRS/HRS multi-retention hybrid LLC is one
of the best choices that we can find at present. we separate the 1 MB LLC into 16 ways,
way0 is LRS-Region and realized by LRS cells, way1–3 is MRS-Region and made by
MRS cells, way4–15 is HRS-Region and consist of HRS cells only.

To improve the reliability of LRS-Region and MRS-Region, we add a
refresh-counter and an access-counter for every LRS or MRS block. The
refresh-counter is used to monitor the duration that the data has been stored in that
block while the access-counter is utilized to record its read access number during the
retention time. The refresh counters are controlled by a global clock whose period is
Tgc. The value of refresh-counter is Nref , and that of access-counter is Nac. At the end of
each Tgc, all refresh-counters will be increased by 1. If there is a read access to one
block, its access-counter is increased by 1. However, if there is a write access to the
block, both its refresh-counter and access-counter are initialized to 0. The maximum
value of refresh-counter Nmax depends on their different retention time. When a LRS or
MRS block’s Nref reaches Nmax, we do not conduct a refresh operation but check its
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Nac. We write it back to HR-Region in case of Nac [ 5, otherwise write it back to main
memory. The whole scheme shown in Fig. 5 is called Counter-based Writeback
Refresh Scheme (CWRS).

The design of counter is shown as Fig. 6. The hardware overhead of CWRS is (4
bits × 2 × 4)/(64 bytes × 16) = 0.39 %, the overall area needed is
(4 × 125F2 × 2 × 4)/(64 × 8 × 40F2 × 16) = 1.22 %. Based on simulation results,
these counters’ power consumption takes up only less than 1 % of the total power
consumption, which has little influence on the overall performance.

To improve overall system performance, we create a write intensive block pre-
diction table (WIBPT) to predict and monitor write intensive blocks. WIBPT has 64
entries, and each entry consists of an address and a counter. We divide all write
intensive blocks (WIB) into three levels, namely, WIB1, WIB2 and WIB3, to support
the migration scheme in our hybrid LLC.

When a request comes to LLC, firstly we detect what kind of operation it is and if it
is a hit. If it is a miss, we allocate a LRS block for it. If the request is a write hit, we
detect if its address is already in WIBPT. If so, its access counter is increased by 1,
otherwise we add its address to WIBPT and reset the counter to 0. If WIBPT is full, we

Fig. 5. The counter-based writeback refresh scheme
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kick the LRU entry and add this new address. Then we detect the value of its counter, if
the counter is less than 4, we define it as WIB1 and do nothing; if it is larger than 4 and
less than 8, we define it as WIB2 and swap it with blocks in MRS-Region; if the
counter is larger than 8 [12], we name it as WIB3 and migrate it to LRS-Region.
A migration operation needs read the data from original cache block firstly, and then
write it to the target. It consumes two read and write operations. This dynamic power is
added into the final results.

The proposed data migration policy is demonstrated by Fig. 7. In this way, we
obtain a better tradeoff between performance and power consumption. To illustrate, the

Fig. 6. The counter design

Fig. 7. The migration scheme
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overall system performance can be improved significantly, while the total power
consumption is much lower than SRAM LLC.

Compared with SRAM/STT-RAM Hybrid LLC, our design can have better overall
performance and leakage power with the same migration scheme. The extra power
consumption that MRS-Region brings in can be ignored because the number of refresh
and reset operations in MRS-Region is limited. However, the refresh circuits of
MRS-Region lead to extra hardware overhead.

4 Simulation

4.1 Experimental Setup

We evaluate proposed multi-retention hybrid LLC on GEM5 [9, 10]. GEM5 is an
universal architecture simulator. It has a highly configurable simulation framework,
including support for various universal ISAs and multiple cache coherence protocols
(MESI, MOESI, etc.).

The configuration for GEM5 is shown as Table 2. The private L1 cache is 32 KB,
the private L2 cache is 256 KB, and the shared L3 cache is 1 MB. The ISA we use is
X86 instruction set.

4.2 Architectural Simulation

We simulate SPEC CPU2006, including 401.bzip2, 403.gcc, 429.mcf, 445.gobmk,
456.hmmer, 458.sjeng and 462.libquantum, on proposed multi-retention hybrid LLC,
and compare its performance [instruction per cycle, (IPC)] as well as power con-
sumption with SRAM LLC. We also simulate high-retention STT-RAM LLC and
SRAM/STT-RAM hybrid LLC (1 SRAM-way and 15 STT-RAM-ways) as samples.
The LRS/HRS hybrid design shares almost the same with SRAM/STT-RAM hybrid
LLC, so we do not simulate it again here. All outcomes are normalized to the results of
SRAM LLC.

The final IPC results are shown as Fig. 8. It can be seen that the overall perfor-
mance of our proposed LLC design is the best one among the three STT-RAM cache
architecture, which is 0.6 % lower than SRAM LLC. The performance of
SRAM/STT-RAM Hybrid LLC is 2.8 %lower than SRAM LLC. The performance of
HRS LLC is the lowest one, at 94.8 %.

Table 2. GEM5 configuration

Computer system Configuration

CPU X86, O3, 2 GHz
L1 Icache Private, 32 KB, 2-way
L1 Dcache Private, 32 KB, 2-way
L2 Cache Private, 256 KB, 8-way
L3 Cache Shared, 1 MB, 16-way
Main Memory 1024 MB, 1-channel
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The leakage power consumption results are shown as Fig. 9. The
SRAM/STT-RAM Hybrid LLC has the highest leakage power consumption, at 9.0 %,
while that of Multi-R Hybrid LLC is only 2.7 %.

The dynamic power consumption results are shown in Fig. 10. We can find that the
average dynamic power consumptions of the three STT-RAM-based LLC designs are
all much higher than SRAM. The HRS LLC shares the highest one, at 582 %. The
Multi-R Hybrid LLC (at 401 %) is a bit higher than SRAM/STT-RAM Hybrid LLC (at
382 %).

The overall power consumption shown in Fig. 11 is the sum of leakage and
dynamic power consumption. The overall power consumption of Multi-R Hybrid LLC
is only 3.2 % that of SRAM, which is 52.3 % lower than SRAM/STT-RAM
Hybrid LLC (at 9.1 %).

Fig. 8. The normalized IPC results

Fig. 9. The normalized leakage power consumption
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5 Conclusion

In this paper, we propose a novel hybrid last level cache architecture based on three
different kinds of STT-RAM cells. Each kind of cells has totally different write
performance.

Our simulation results show that the proposed Multi-R Hybrid design has almost
the same overall performance with SRAM LLC (at 99.4 %), while having only 3.2 %
power consumption. In addition, the total on-chip area of Multi-R Hybrid LLC can be
saved by 81.6 % ideally. Compared with SRAM/STT-RAM Hybrid LLC, the Multi-R
Hybrid LLC’s IPC is increased by 2.2 % while its power consumption is reduced by
70 %.

Fig. 10. The normalized dynamic power consumption

Fig. 11. The normalized overall power consumption
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Abstract. As there are still a lot of challenges on 3D stacking technology, 2.5D
stacking technology seems to have better application prospects. With the silicon
interposer, the 2.5D stacking can improve the bandwidth and capacity of
memory. Moreover, the interposer can be explored to make use of unused
routing resources and generates an additional network for communication. In
this paper, we conclude that using concentrated Mesh as the topology of the
interposer network faces the bottleneck of edge portion, while using
Double-Butterfly can overcome this bottleneck. We analyze the reasons that
pose the bottleneck, compare impacts of different topologies on bottlenecks and
propose design goals for the interposer network.

Keywords: 2.5D stacking technology � Topology � Interposer network �
Performance bottleneck

1 Introduction

Recently, process scaling becomes increasingly difficult to maintain Moore’s law.
Some technologies emerge to continuously develop the semiconductor integrated cir-
cuit, such as multi-core, multi-threading and virtualization technologies. However,
these technologies face the challenges of the Memory Wall [1]. Therefore, the three-
dimensional (3D) stacking technology has emerged to deal with these problems, as it
offers interconnect length reductions, memory bandwidth improvements, heteroge-
neous integration and smaller chip sizes.

Although 3D stacking technology has many benefits to the conventional 2D layout,
there are several challenges that could potentially hinder its adoption, such as the
thermal issue, the absence of EDA tools and testing issues [2]. In comparison, silicon
interposer-based stacking, known as “2.5D stacking” [3], is gaining more traction [4].
As shown in Fig. 1, with 2.5D stacking technology multiple silicon dies can be stacked
side-by-side on a silicon interposer carrier. The 3D-stacked approach is a revolutionary
approach that it needs new co-design and methods for design flow and testing, while
the 2.5D-stacked approach is evolutionary [5]. It side-steps many challenges in 3D
stacking and has been supported by current design tools.
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Recent years, some commercial 2.5D-stacked products have already emerged [6, 7].
The most widely application of 2.5D stacking technology is the integration of memory
(DRAM) with a multi-core processor. Larger capacities and higher bandwidth for
in-package memory can be offered by the silicon interposer, as it has enough areas for
much memory to be integrated and many thousands of connections available across the
interposer. The interposer memory stacking also requires large bandwidth for
processor-to-memory traffic. In order to continuously increase the bandwidth, previous
work [8, 9] shows that significant routing resources inside the silicon interposer can be
exploited to implement an additional network. We call it interposer network in this
paper.

The topology determines the physical layout and connections between nodes and
channels in the network. Moreover, the number and locations of TSVs depend on the
topology. It is thus clear that the effect of a topology on overall network cost-performance
is profound. There are many topologies can be implemented in the interposer network.
Owing to the simplicity and scalability, theMesh has been widely used in CMPs [10, 11].
In order to reduce the μbump area overhead, the concentrated method is used that four
nodes in CPU multi-core layer connects one node in the interposer network.

In this paper, we conclude that using the concentrated Mesh as the topology of the
interposer network faces the bottleneck of edge portion network, while using Double-
Butterfly can overcome this bottleneck. We analyze the reasons that pose the bottle-
neck, compare impacts of different topologies on bottlenecks and propose design goals
for the interposer network.

2 Target System and Evaluation Methodology

In our 2.5D interposer-based system, a 64-core CPU and 4 stacked DRAMs are stacked
on a silicon interposer [8]. In order to reduce the cost of NoC in the interposer
(TSV/μbump) [12], the topology of our 2.5D NoC architecture is Mesh on the CPU die
and Concentrated Mesh or Double-Butterfly on the interposer die shown in Fig. 2. The
concentrated method means that each of the 16 interposer nodes connects four nodes on
the CPU die. There are totally 8 nodes of memory controllers on left and right sides of
the interposer network. Each one connects a nearby interposer node. Figure 2 also
shows two types of interposer implementations. In the near term, passive type without
active devices in the interposer is a practical way, while active interposer is more likely
to be a 3D integrated way. That is to say all logic/gates are placed on the CPU die and

Silicon 
interposer

Multi-core 
processor

Stacked 
DRAM

Substrate

Fig. 1. 2.5D stacking technology
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only metal routing on the passive interposer. Besides, there are two types of traffic,
including the core-to-core coherence traffic transferred on the CPU die and the core-to-
memory traffic transferred on the interposer die.

We use a cycle accurate interconnection network simulator (Booksim) [13] for the
evaluation. We modify Booksim to implement our 2.5D NoC architecture. As the
comparison will be focused on the interposer layer topologies, all configurations use an
8 × 8 Mesh for the multi-core die. We evaluated the CMesh, CMesh2 and DB (Double-
Butterfly) topologies on interposer layer as shown in Fig. 3. Our NoC designs utilize 4
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cycles router and 2 cycles link for the interposer layer. There are totally four DRAM
stacks on the interposer. Each DRAM stack provides four memory channels, for a
system-wide total of 16 channels. Each two channels share a memory node. The
interposer layer network dimensions include 8 memory nodes that interface with the
DRAM stacks memory channels.

3 Bottleneck Description and Analysis

3.1 Bottleneck Description

As the 2.5D NoC architecture leverages Mesh on the CPU die, CMesh on the inter-
poser die and memory nodes are located in two sides, the topology of the whole 2.5D
NoC is asymmetric. There are 3 possible performance bottlenecks of the 2.5D NoC
architecture, including the upper layer network (Black nodes), the center portion of the
lower layer (Yellow nodes) and the edge portion of the lower layer (Red nodes), as
shown in Fig. 2(a). Any one of these parts may lead the 2.5D NoC to be saturated,
while other partial networks are still working in unsaturated state.

We evaluate average latencies of messages passing through network nodes in these 3
parts. We leverage the baseline design with XY-Z routing, and results are shown in
Fig. 4. We find that CPU nodes on the upper layer lead the whole network saturation
when memory traffic accounts for 25 % of total traffic. The bisection bandwidth of the
upper layer is two times of the bisection bandwidth of the lower layer. Thus, when
memory traffic occupancy rate is more than 30 %, the lower layer becomes the bottle-
neck. Figure 4 shows that edge nodes on the lower layer lead the whole network satu-
ration when the percentage of memory traffic is larger than 30 %. However, when edge
interposer nodes are saturated, latencies of messages passing through center interposer
nodes are still low. Even when the memory traffic account for larger than 50 % of total
traffic, the edge network of the lower layer is still the performance bottleneck.

First, we suppose that the bottleneck of edge portion comes from the small
bandwidth of edge portion. We evaluate the CMesh2 with more bandwidth in the edge
portion as shown in Fig. 3(b). Compared with CMesh, we add 4 links on each side of
edge portion network. However, the evaluation result shows that the edge portions are

(a) 25% Memory Traffic (b) 30% Memory Traffic (c) 40% Memory Traffic

Fig. 4. Performance bottlenecks of CMesh
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still the performance bottleneck of the whole network. Then, we find that DB over-
comes the bottleneck of edge portion. Workloads in interposer network are balanced
and uniform as shown in Fig. 5(c). In next subsection, we will compare these two
topologies in the interposer network, and then analyze reasons that pose the bottleneck.
Based on the analysis, we will propose design goals of the interposer network in 2.5D
interposer-based system.

3.2 Impacts of Topologies on Bottlenecks

We compare these two topologies and analyze their features in following points: hops
of memory traffic, link utilization, path diversity, bisection bandwidth and Latency-
Injection rate. We can find out impacts of topologies on bottlenecks.

1. Hops of memory traffic
The interposer network mainly used for transferring memory traffic. Those mes-
sages are injected from nodes in multi-core layer to memory nodes on edge sides of
interposer layer. Thus, the average hops of memory traffic are 6 on CMesh and 4.75
on DB according to our computing. The experimental result of average hops in
uniform pattern are 5.7 on CMesh and 4.7 on DB. Obviously, DB has lower average
hops compared with CMesh.

2. Single hop latency and zero load latency
The pipeline latency of router is 4 cycles. The link latency of CMesh is 2 cycles.
The link latency of DB is 2/4/6 (average 3.4 cycles) for links with different length.
Although the average hops of CMesh is larger than DB, their zero load latencies are
nearly the same. That is because the link latency of DB is longer than CMesh, and
lower hops amortize the longer link latency.

3. Link utilization
We compare the link utilization of both topologies in uniform pattern. As shown in
Fig. 3(a), considering different portions of links for CMesh, the utilization ratio of
blue links is 25 %, while the yellow links is 37.5 % and the green links is 50 %.
The other side is symmetrical with this side.
The link utilization of DB is similar to CMesh. For DB, the utilization ratio of blue
links and green links are the same with CMesh. The utilization of yellow links is
43.75 %. The 6.25 % more utilization comes from the case that message from IR0

(a) 25% Memory Traffic (b) 30% Memory Traffic (c) 40% Memory Traffic

Fig. 5. Performance bottlenecks of double-butterfly
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or IR4 need to be transferred to the lower half of the memory channels on the left
side. In this case, routes must divert to the previous stage. We can find that the link
utilization of both topologies are similar and it has little impact on the bottleneck.

4. Path diversity
The XY-Z routing is leveraged in CMesh. As the deterministic routing is leveraged,
there is no path diversity in CMesh. The path diversity of DB is a little complex.
The path diversity of memory traffic which need to be transferred through blue links
are 2, while the path diversity is 1 in other situation.
In some traffic patterns, such as hotspot, no path diversity may make some links fall
into high traffic pressure. If packets are from yellow nodes to the left memory nodes
in DB as shown in Fig. 3(c), it can choose a path with low workload to the
destination node. Thus congestion can be alleviated.

5. Bisection bandwidth
For CMesh, the ratio of bisection bandwidth between the upper layer and the lower
layer is 2:1 (8:4). For DB, the ratio of bisection bandwidth between the upper layer
and the lower layer is 1:1. Only nodes at edge sides can consume packets, while
center nodes are just used as switch.
It answers the reason why the lower layer of network becomes the bottleneck when
the percentage of memory traffic is larger than 30 % for CMesh and 40 % for DB.

6. Latency-Injection rate
Figure 6 shows the performance comparison between CMesh, DB and CMesh2 in
uniform traffic pattern. As shown in Fig. 6(a), when the memory traffic makes up
25 % of the total traffic, their performance are nearly the same. This is because the
saturation of all three topologies are caused by the saturation of CPU layer network
in 25 % memory traffic.
When the memory traffic accounts for 50 % of the total traffic, the performance of
CMesh and CMesh2 are nearly the same, while the average performance gain of DB
over CMesh is 54.5 %. Considering the performance bottleneck in high memory
traffic, we can find that the performance gain of DB comes from overcoming the
bottleneck of the edge portion network. A uniform and balanced network performs
high efficiently. CMesh2 does not overcome the bottleneck of edge network. It
shows that adding bandwidth in edge side is useless.

(a) 25% memory traffic (b) 50% memory traffic

Fig. 6. Performance comparison
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3.3 Summary and Design Goals of Interposer Network

Based on the comparison between CMesh and DB, we know that the link utilization of
them are similar, link utilization is not the key factor of the performance bottleneck.
Both single hop latency and zero load latency also have little impact on the bottleneck.
In fact, the interposer network is similar to GPGPU network that the performance is
more sensitive to interconnect bisection bandwidth rather than latency [14, 15]. On the
contrary, the bisection bandwidth and average hops pose strong impact on the bot-
tleneck. Larger bisection bandwidth makes larger throughput. Lower average hops
reduce contention of the interposer network. Furthermore, compared with CMesh, DB
improves the path diversity giving more routing choices to messages when being
transferred. It leads the load to be balanced. When the workload increases in the
interposer network, the high throughput highlights the advantage of lower contention
and high bandwidth.

Therefore, we can conclude some design goals of the interposer network based on
topologies analysis. First, in order to reduce the contention, we should try best to
reduce average hops between the source and destination nodes. Leveraging long metal
wires is a suitable way in interposer layer network, due to its abundant metal routing
resource. Second, higher throughput needs higher bisection bandwidth. We should
improve the bisection bandwidth through making connections between nodes as many
as possible. Third, the interposer network should provide the path diversity as much as
possible. As all nodes except memory nodes in the interposer network are switches,
they are just used for transferring packets and cannot absorb packets. Thus, deter-
ministic routing algorithms are not as suitable as minimal adaptive routing algorithms
which provide more path diversity. It can balance the workload on the interposer
network.

4 Conclusion

The 2.5D stacking technology leverages an interposer to stack chips and DRAMs.
Making use of the metal layer on the interposer provides fascinating opportunities to
explore new features on 2.5D NoC architecture. In this paper, first we find that the edge
portion of interposer network in CMesh always lead the saturation of the whole 2.5D
network when the memory traffic is larger than 30 % of the total traffic. We compare it
with CMesh2 and DB. DB can overcome this performance bottleneck. Then we ana-
lyze their features and find out reasons that pose this performance bottleneck. At last,
we propose design goals of the interposer network.

In the future, we will focus on the interposer layer network. On one hand, exploit
the design space of interposer layer network; on the other hand, design a high efficient
interposer network for the reply network of GPGPU-Memory 2.5D system.
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Abstract. As the variety and complexity of attacks continue to increase,
software-based malware detection can impose significant performance
overhead. Recent works have demonstrated the feasibility of mal-
ware detection using hardware performance counters. Therefore, equip-
ping a malware detector to collect and analyze micro-architecture
features of CPUs to recognize malware at running time has become a
promising method. In comparison to the software-based malware detec-
tion, hardware-based malware detection not only reduces the cost of
system performance, but also possesses better detection capacity. How-
ever, hundreds of micro-architecture events can be monitored by hard-
ware performance counters (HPCs) which are widely available in
prevailing CPUs, such as Intel, ARM and so on. In this paper, we take
Intel ivy bridge i3 processor as an example and examine most of these
micro-architectural features. Instead of relying on experience, the Lasso
algorithm is employed to reduce the dimensionality of feature vector to
6 elements. Furthermore, 4 classification methods based on supervised
learning are applied for the selected features. We improve the classifica-
tion accuracy rate of 15 % on average. The results show that the micro-
architectural features of this paper can reveal the behaviors of malware
better.

Keywords: Malware detection · Performance counters · Micro-
architectural features

1 Introduction

Computer systems are becoming pervasive and improve the way of personal life
such as shopping, communication and work, not only promoting economic devel-
opment but also bringing more threats. Malware, short for malicious software,
is created to damage or does other unwanted actions on a computer system. In
most cases, malware is designed because of the motivations of financial gains
[3]. Computer systems are continually under threat of malware. McAfee Labs
2016 Threats Predictions shows the cyber warfare capabilities of nation-states
will continue to grow in scope and sophistication. Cold and hot offensive cyber
attacks will affect political relationships [6].
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With the diversification of attack methods in malware, in response, the tra-
ditional software-based malware detection tools have grown in complexity. Espe-
cially, various of machine learning methods have been adopted to detect mali-
cious programs on abundant collected software behavior features including sys-
tem call, file using, memory footprint and et al. [4,5]. However, these software
features are still difficult to directly reveal the characteristics of malware. Thus,
some deliberate attackers can bypass the protection of software-based detection
tools. And, protecting the system in real time is also difficult because of compli-
cated detect/classification algorithms.

Demme et al. [1] recently showed that malware can be successfully detected
with micro-architectural features, also called hardware events, obtained from
hardware performance counters (HPCs) which are specialized registers imple-
mented in modern processors. The cost of micro-architectural feature acquisi-
tion is much less than the software feature and the classification model based
on these features has a very good detection rate. They demonstrated the feasi-
bility of hardware detection methods and highlight the increased security from
leveraging hardware. On the basis of this study, Meltem et al. [2] proposed
malware-aware processors augmented with an online hardware-based detector.
They explored hardware implementations and showed that this detector can
effectively classify malware. However, Demme et al. provided little information
about the concrete micro-architectural features and Meltem et al. paid more
attention on features related to memory address and instructions rather than
micro-architectural features.

Previous works put forward the use of instruction set architecture features
and some micro-architectural features to carry out malicious software detection.
But, they just selected micro-architectural features based on personal experi-
ences. Hence, it is difficult to ascertain that if these features can exactly describe
the characteristics of malware. The main contributions of this paper are as
follows:

(1) We only use micro-architectural features, such as branch instructions refer-
ences, D-TLB load misses, I-TLB misses and cache references, to build the
detection model.

(2) In order to raise the accuracy and interpretability of classification models,
we use the Lasso (Least Absolute Shrinkage and Selection Operator) method
[7] to reduce the dimension of feature vectors.

(3) The efficiency of selected micro-architectural features are verified by four
kinds of supervised machine learning algorithms and we improve the classi-
fication accuracy rate of 15 % on average.

The rest of the paper is organized as follows. We provide the background of
malware types, attack methods, hardware performance counters and micro-
architectural features of the Intel ivy bridge processor in Sect. 2. The exper-
imental method and environment are presented in Sect. 3. We describe the
Lasso-based feature selection in Sect. 4, and analyze the experimental results
of various classification models in Sect. 5. We conclude this paper in Sect. 6.
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2 Background

2.1 Malware

Malware can be broadly classified into the following types.

Viruses. A computer virus is a small program or piece of code that runs on our
computer without our knowing and has ability to replicate itself. Viruses spread
on their own by attaching their code to other programs, or transmitting itself
across networks and bypassing security systems. They often perform harmful
activity on infected computers, such as stealing hard disk space or CPU time,
corrupting data and make the computer stop working.

Worms. A worm is a special type of virus that can replicate itself and spreads
to other PCs, but cannot attach itself to other programs. They may spread using
one or more of the following methods: email programs, instant messaging pro-
grams, file-sharing programs, social networking sites, network shares, removable
drives and software vulnerabilities. Worms almost always cause some damage to
the network by consuming bandwidth, but the virus always targeted computer
corrupt or modify files.

Trojans. A Trojan is a program that attempts to look innocent, but in fact
it is a malicious application. Different from viruses or worms, a trojan doesn’t
spread by itself. Instead, it tries to convince us to download and install them.
Once installed, it can download more malware, or allow hackers to access our
computers.

Adware. Adware refers to a computer program with advertisement, advertising
as a profitable source software. Such software is often forced to install and can not
be uninstalled, which collecting user information for profiting in the background,
threatening user’s privacy, frequent pop-up advertisement, consuming system
resources, making the system run slower and so on.

Spyware. Spyware is a type of software that is installed on a computer and
collects personal information, such as browsing history, email address, credit
card number and key pressed by the user without the user’s knowledge. These
information will be illegally used by the attacker.

Botnet. A botnet is an interconnected network of computers infected with mal-
ware and controlled by a third party. Each computer in the botnet is called a
bot, which is a type of malware that allows an attacker to take control over an
affected computer. They’re typically used to send spam emails, transmit viruses
and engage in other acts of cybercrime.

2.2 Hardware Performance Counters

Hardware performance counters are a set of specialized registers about four
to six in modern processor that provide detailed information about hardware
and software events, such as cache misses, D-TLB load misses, I-TLB misses,
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branch instructions reference and so on. They were originally designed for the
purpose of hardware verification and debugging, but nowadays, they can be used
for CPU scheduling [8], integrity checking [9], performance monitoring [10], and
workload pattern identification [11]. The function of those registers is to monitor
and measure the processor’s performance events. The information obtained from
these counters can be used for tuning system and compiler performance.

Most modern processors provide a general concept of hardware performance
counters and it has different specific names on different processors. Performance
monitoring unit (PMU) was introduced in the Pentium processor with a set
of model-specific performance-monitoring counters MSRs [12]. The performance
monitoring mechanisms and performance events defined for the Pentium, P6
family, Pentium 4 and Intel Xeon processor are not architectural. They are all
model specific. There are two categories of performance events in Intel processor.
One is a set of architectural performance events and the other is a set of non-
architectural performance events. The visible behavior of architectural perfor-
mance events is consistent across processor implementations. But, the available
events are very few only seven. In contrast, there are a large of non-architectural
performance events that can be measured from four configurable performance
counters. These events vary from on processor model to another and associated
with the micro-architecture implement. Hence, we can use these rich micro-
architectural information on mining useful features and train the classification
models.

3 Experimental Setup

3.1 Date Set and Data Collection

In this study, we collect a large number of malware programs from the VirusSign
website [13]. Using the VirusTotal malware classification tools [14], we identified
different types and families of these malware programs. Note that some malware
programs that can cause system crashes are removed from the data set. For sam-
pling normal programs, SPEC2006 benchmarks are adopted. Finally, we analyze
253 malware programs and 180 normal programs in our experiments.

Previous experiments are carried out on a virtual machine environment. In
this paper, we use the VTune tools [15] to collect data from the real machine,
installed with 32-bit Windows 7 operating system and running an Intel Core
i3-3220 (3.30GHz) CPU with 4 GB memory. We disabled the firewall and Win-
dows security services to support malware operations. VTune provides a rich
set of CPU and GPU performance events. Specific hardware event types that
we take into consideration are listed in Table 1. The micro-architectural features
are collected at a sampling rate of 1000 K instructions [16].

3.2 Machine Learning Method

There are a mass of available classifiers. In this paper, we use four different
classification methods: logistic regression, decision tree, support vector machines
and artificial neural networks.
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Table 1. Types of hardware events.

Event type Description

ARITH Arithmetic operations

BR INST Branch instructions references

BR MISP Mispredicted branch instructions

DTLB LOAD MISSES D-TLB load misses references

DTLB STORE MISSES D-TLB store misses references

ITLB MISSES I-TLB misses references

LOAD Load instructions

STORE Store instructions

ICACHE Instruction cache references

L2 LINES L2 cache lines references

LLC Last level cache references

(1) Logistic regression, a simple linear classification algorithm, is useful because
it can take an input with any value from negative to positive infinity, whereas
the output always takes values between zero and one and to convert this
likelihood to a binary decision. The advantage of logistic regression is low
computational cost and easy to implement in hardware.

(2) Decision tree uses a treelike model of decisions and their possible conse-
quences. The final result is a tree with decision nodes and leaf nodes. A
decision node has two or more branches and leaf node represents a classifica-
tion or decision. The algorithm has low computing cost with good classifying
accuracy, and the output result is easy to understand.

(3) Support vector machines are supervised learning models with associated
learning algorithms that analyze data used for classification. A support vec-
tor machine performs classification by finding the hyperplane that maximizes
the margin between the two classes. The vectors that define the hyperplane
are the support vectors.

(4) Artificial neural networks are relatively crude electronic networks of neurons
based on the neural structure of the brain. They process records one at a
time, and learn by comparing their classification of the record with the known
actual classification of the record. Artificial neural networks are advancing
machine learning algorithms and their classification performance is better,
but, they have higher computational complexity.

Construction and implementation of classifiers need to go through four steps.
Firstly, all samples will be divided into two parts: training and testing data.
And the ratio of train-test set is 70 %–30 %. Before model training, we need
to process the data to optimize the input data. For support vector machines,
they are better to use standardized data to build models. For neural networks,
data normalization is a kind of processing method of data before building the
neural network model. Secondly, basing on the training data, we respectively
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train four classification models by four machine learning algorithms. Thirdly,
basing on these classification models, we use the testing data to make predictions.
Finally, according the predictions, we calculate the necessary evaluation index
and evaluate the performance of classification models.

4 Lasso-Based Feature Selection

4.1 Lasso Algorithm

The lasso is a shrinkage method, which shrinks the regression coefficients by
imposing a penalty on their size [7]. It is introduced to improve the prediction
accuracy and interpretability of regression models by altering the model fitting
process. The lasso select only a subset of the provided variables for use in the
final model rather than using all of them. The lasso estimate is defined by

β̂lasso = argmin
β

N∑

i=1

⎛

⎝yi − β0 −
P∑

j=1

xijβj

⎞

⎠
2

subject to
P∑

j=1

|βj | � t. (1)

We can re-parameterize the constant β0 by standardizing the predictors; the
solution for β̂0 is ȳ, and thereafter we fit a model without an intercept. The
xij is necessary input data, which are the collected micro-architectural features.
Because of the nature of the constraint, making t sufficiently small will cause
some of the coefficients to be exactly zero. Thus the lasso does a kind of con-
tinuous subset selection. If t is chosen larger than t0 =

∑p
1 |β̂j |, then the lasso

estimates are the β̂j ’s. On the other hand, for t = t0
2 say, then the least squares

coefficients are shrunk by about 50 % on average.
We can also convert the lasso problem into the equivalent Lagrangian form

β̂lasso = argmin
β

⎧
⎨

⎩
1
2

N∑

i=1

(yi − β0 −
P∑

j=1

xijβj)2 + λ
P∑

j=1

|βj |
⎫
⎬

⎭ , (2)

which makes explicit shrinkage. Here λ � 0 is a complexity parameter that con-
trols the amount of shrinkage: the larger the value of λ, the greater the amount
of shrinkage. There is a one-to-one correspondence between the parameters t in
(1) and λ in (2). Computing the lasso solution is a quadratic programming prob-
lem, although efficient algorithms are available for computing the entire path of
solutions as λ is varied [21].

4.2 Feature Selection

When we use the data to train the classifier model, it is important to achieve
a balance between over fitting and fitting. One way to prevent over fitting is to
constrain the complexity of the model. Feature selection has become the focus
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Fig. 1. Plot for Lasso Algorithm.

of much research in areas of application for which datasets with much more
variables are available [17].

To pick out more representative micro-architectural features for classifica-
tion, the Lasso algorithm is utilized to complete feature selection in this paper.
The Intel processor permits hundreds of events to be monitored using hardware
performance counters. According to previous researches in the literatures, we
examine 65 micro-architectural features [18,19] and collect every event at the
rate of 1000 K instructions by using VTune tools. We implement Lasso feature
selection by using package of glmnet in R language [20]. Based on these config-
urations, we plot the result of feature selection in Fig. 1.

The horizontal axis is the logarithm of the lambda value, which is used to
control the severity of the punishment. If it is set too large, the final model
parameters will tend to zero. In contrast, if its value is too small, the effect of
reducing the dimension will not be good. The vertical axis presents the misclas-
sification error. The number of features is represented by the numbers above the
curve. The value of each lambda is corresponding to the number of features and
the error rate of classification. Each red dot in the graph shows the number of
features corresponding to different lambda and the error rate of classification.
For example, when the red dot represents that the logarithm of the lambda
values is −2, we will get 3 features with 24 % misclassification error. From the
Fig. 1 we can see that the best value of lambda is the lowest point in the red
curve, i.e., the number of features is 17. Because the number of registers for
collecting the micro-architectural features are very few, then picked out micro-
architectural features should be down to a reasonable number if possible, as well
as not increasing the classification errors. As a result, six features are enough to
achieve a good classification and the misclassification error is still low.

These six events are listed in Table 2. The first one is speculative and
retired branches and the second one is speculative and retired direct near calls.
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Table 2. Selected hardware events marking malware.

Event number Description

Event1a Speculative and retired branches

Event2b Speculative and retired direct near calls

Event3c Load operations that miss the first DTLB level, but hit the
second and do not cause a page walk

Event4d Misses in all ITLB levels that cause completed page walk

Event5e Instruction cache and victim cache misses

Event6f L2 cache lines in E state filling L2
a

Event1 is BR INST EXEC.ALL BRANCHES.
b Event2 is BR INST EXEC.TAKEN DIRECT NEAR CALL.
c Event3 is DTLB LOAD MISSES.STLB HIT.
d Event4 is ITLB MISSES.WALK COMPLETED.
e Event5 is ICACHE.MISSES.
f Event6 is L2 LINES IN.E.

Both of these two events are related to branch instructions. The other four
events are related to memory access. DTLB LOAD MISSES.STLB HIT is load-
ing operations that missing the first D-TLB level, but hitting the second and
not causing a page walk. This event is relevant only in case of multiple TLB
levels. ITLB MISSES.WALK COMPLETED is missing in all I-TLB level that
cause completed page walk. ICACHE.MISSES is instruction cache, streaming
buffer and victim cache misses. L2 LINES IN.E counts the number of L2 cache
lines in the exclusive state. The execution paths of malicious software, in order
to achieve the purpose of the attack, often occur very weird behaviors different
from the normal program. Thus, the branch prediction unit will produce differ-
ent judgments. To disguise malware as some legitimate software, attackers might
use a file name of a legitimate Windows file or even inject code into a running
legitimate process. No matter what they do, code has to run, which means it has
to be in memory. Hence, malware program will cause different ways of memory
access. Intel mainstream series processors, such as i3, i5 and i7, all have these
six events. Therefore, our method can be widely applied to modern processors.

5 Experimental Results and Analysis

5.1 Experimental Results

According to the above analysis, we find that there are two types of micro-
architectural feature that can be used to distinguish malware from normal pro-
grams. One is branch prediction relevant and the other is memory access rele-
vant. Firstly, we respectively build classification models for these two types of
hardware events by four classification algorithms. There are logistic regression,
decision tree, support vector machines and artificial neural networks.
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Fig. 2. ROC plots for branch prediction and memory access events.

The receiver operating characteristic (ROC) curve based on branch events is
shown in Fig. 2(a) and the ROC curve based on memory access events is shown in
Fig. 2(b). ROC curve is often used to evaluate the merits of a two value classifier.
As shown in the Fig. 2, the horizontal axis is FP (false positive) rate and the
vertical axis is TP (true positive) rate. In our experiment, FP rate is defined as
Eq. 3,

(FPrate =
FP

FP + TN
), (3)

where FP is an error classification for malicious software and TN is the true
classification for the normal program. TP rate is defined as Eq. 4,

(TPrate =
TP

TP + FN
), (4)

where TP is the correct classification for malicious software and FN is an error
classification for the normal program. The upper left corner of an ROC graph
(0,1) provides the best classification performance with no false positives and
100 % true positive rate. When the ROC curve is closer to the upper left corner,
the better performance of the classifier is achieved.

The four classifiers of branch prediction events can correctly identify about
80 % of malware with about 23 % normal programs being classified as malware
by mistake on average. The four classifiers of memory access events can correctly
identify about 85 % of malware with only 10 % normal programs being classified
as malware on average. It follows that the classifiers of memory access are better
than branch prediction to recognize malware. Hence, we can infer that the ways
of memory access of malware are very different from the normal programs. By
theoretical analysis and experiments, we have proved the conclusions in previous
works [2,16]. Further analysis of the results shows that malware attacks will
change program flow and influence the way of memory access.
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Fig. 3. ROC plot for combining features models.

Then, we combine these two types of events to build the classification models.
The corresponding ROC curve of these models is depicted in Fig. 3. As expected,
if we allow some false positives, classifiers can find more malicious software. The
four classifiers can correctly identify about 93.8 % of malware with only 6.1 %
normal programs being classified as malware on average. The results show that
the collecting hardware events can be used to detect malicious software with high
accuracy. As we can see in the Fig. 3, the classifiers of artificial neural networks
and support vector machine have better classification ability than two other
models. If we take into account the computational complexity, the classification
efficiency of logistic regression and decision tree are also very good.

5.2 Analysis and Evaluation

In order to better evaluate the performance of the four classification models, we
calculate the value of TP rate, FP rate and AUC (Area under the ROC curve),
which are listed in Table 3. Taken the artificial neural network as an example,
the TP rate represents that 95.2 % real malware are successfully picked up and
the FP rate shows that only 2.1 % normal programs are classified as malware
by mistake. The TP rate of logistic regression also reaches up to 91.6 %, but
its FP rate is relatively high (about 10.2 %), which is the highest in the four
classification models.

The reason of using AUC value as the evaluation criteria is that most of
the time ROC curve does not clearly indicate that the effect of which classifier
is better. But as a numerical value, the corresponding AUC is bigger classifier
is better. From the last column of the table, we can see that the classification
performance of artificial neural networks is the best. From TP rate, FP rate and
the ROC curve, we cannot judge which is better between logistic regression and
decision tree. However, according the AUC, we can confirm that the model of
logistic regression is better.
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Table 3. Classification performance of the algorithms.

Classifier name TP rate FP rate AUC

Logistic Regression 91.6 % 10.2 % 0.968

Decision Tree 90.4 % 8.1 % 0.920

Support Vector Machine 93.9 % 4.1 % 0.988

Artificial neural Networks 95.2 % 2.1 % 0.995

5.3 Performance Comparison

The performances of Demme et al.’s work [1], Meltem et al.’s work [2], and our
work are evaluated by the TP rate and the FP rate. The overall comparison
results of the approaches are shown in Table 4. Our logistic regression classifier
has a much higher TP rate than Demme et al.’s work and Meltem et al.’s at the
same FP rate. The TP rate of our artificial neural networks is higher than the
Meltem et al.’s, while the FP rate is much lower than the Meltem et al.’s. There
are mainly two reasons why we greatly improve the performance of classification.
First, we only use micro-architecture features, so it is more essential to reflect the
behavior of malicious software on hardware level. Second, the micro-architecture
features that lasso algorithm selects are better to distinguish between malicious
software and normal software. The comparison results imply that our classifiers
can identify more malware programs. In other words, they are also possible to
identify the malicious software that other classifiers can not detect.

Finally, we have drawn the conclusion that the behavior of malware at micro-
architectural level has a strong relativity with branch instructions and memory
access and this may help us to directly detect malicious software at the hardware
level. The performance of the classification model trained by micro-architectural
features which is collected at low overhead is effective.

Table 4. Performance comparison of the approaches.

Works Algorithms TP rate FP rate

Demme et al. Decision Tree 82.3 % 10 %

KNN 73.3 % 10 %

Random Forest 68.9 % 10 %

Meltem et al. Logistic Regression 70 % 10 %

Artificial Neural Networks 88 % 20 %

Our work Logistic Regression 91.6 % 10.2 %

Decision Tree 90.4 % 8.1 %

Support Vector Machine 93.9 % 4.1 %

Artificial Neural Networks 95.2 % 2.1 %
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6 Conclusion

A promising approach to detect malicious software is to build malware detectors
in hardware. In this paper, we want to make sure that some micro-architectural
performance events collected by hardware performance counters can be used to
detect malicious software with low overhead. We use a statistical approach to
identify the 6 most easily distinguishable micro-architectural features for normal
programs and malicious software. These features can be divided into two cate-
gories, one of which is related to branch instructions, and the other is related
to memory read and write especially D-TLB, I-TLB and cache relevant. We
demonstrate that there is a difference between malware and normal program in
the relevant behavior of D-TLB, I-TLB, cache and branch prediction. In conclu-
sion, our experimental results show that it can train a very good classification
model by only using the hardware events to detect the malware. The classifier of
artificial neural networks can detect malware with a high detection rate 95.2 %
and an acceptable false positive rate of 2.1 %.
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Abstract. In cloud datacenters, virtual machine (VM) allocation in a
power efficient way remains a critical research problem. There are a num-
ber of algorithms for allocating the workload among different machines.
However, existing works do not consider more than one energy efficient
host, thus they are not efficient for large scale cloud datacenters. In
this paper, we propose a VM allocation algorithm to achieve higher
energy efficiency in large scale cloud datacenters. Simulation result shows
that, compared with BRS, RR and MPD algorithms, our algorithms can
achieve 23 %, 23 % and 9 % more power efficiency in large scale cloud
environment.

Keywords: Cloud computing · Dynamic Voltage and Frequency Scaling
(DVFS) · Data centers · Bin packing

1 Introduction

Cloud computing [1] is a popular computing service model. Users can easily
access and manage a pool of computing resources like storage, networks, servers
and other client applications in the cloud. This on-demand technology service
helps user speedily release with trivial management efforts [2]. Clouds try to
decrease the price of software and hardware management.

Managing infrastructures cost-efficiently [3] is one of the important tasks in
the cloud. Many famous information technology organizations and companies
have installed big scale datacenters with thousands of computing servers to pro-
vide cloud computing services, such as Google, IBM, Amazon and Microsoft.
The incredible growth in the amount and size of datacenters leads to substan-
tial power consumption. According to the report of Environmental Protection
Agency (EPA) in USA, datacenters consume around 61TWH of energy in 2006
i.e. 1.5 % of the entire power usage. The report estimated that the power con-
sumption will double in each five years. Inside datacenters 40 % power is con-
sumed by computing infrastructures, 45 % is consumed for the cooling machines
and 15 % is lost in the power generation units. The EPA report shows that 70 %
power consumption can be saved by applying state-of-art efficiency methods at
the cooling, power units and computing infrastructure. Table 1 compares the
c© Springer Science+Business Media Singapore 2016
J. Wu and L. Li (Eds.): ACA 2016, CCIS 626, pp. 61–72, 2016.
DOI: 10.1007/978-981-10-2209-8 6
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Table 1. Annual saving in 2011 using state-of-art methods

ICT apparatus 2011 energy usage Power consumption under
state-of-art technique

Infrastructure 42.1 18.1

Network devices 4.1 1.7

Storage 4.1 18

Servers 33.7 14.5

Overall 84.1 36.1

Fig. 1. VM allocation in cloud computing

power consumption of datacenters in 2011 with that under applying the state-
of-art methods [4].

VM allocation and placement technique is one of the background technology
to achieve this efficiency in cloud infrastructure. VM allocation and placement
technique is a method of mapping VMs to physical hosts. After users finish
selecting VMs, they’ll be allocated to different physical hosts for executing user
application. Figure 1 shows that the procedure of VM allocations. VM allocations
have a direct impact on the energy consumption since it is one of important parts
in the Resource Management (RM). The main purpose of the allocation policy
is to allocate the available resources efficiently, i.e., the resource utilization is
maximized to reduce power consumption. Providers can shutdown physical host
as more as possible while ensure their service needs. Thus the power consumption
would be minimized.

To ensure quality of service (QoS), only unused hosts can be shutdown. Thus
the critical step is to allocate VMs efficiently, i.e., increasing the utilization of
hosts. Since the workload is dynamic and future workload is hard to predict,
allocating VM to hosts efficiently is difficult to decide.
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Fig. 2. VM allocation problem as bin packing problem

Efficient VM allocation remains a critical problem. In [5] authors describe
VM allocation as a bin packing problem. They propose a best-fit decreasing on
VM allocation i.e. power-aware BFD (PABFD). PABFD allocate a VM to a host
that will raise least power consumption, it also allocate VMs to a host that has
less cores based on CPU utilization. In [6] authors proposed allocation of VMs
scheduling algorithm to minimized power consumption during task execution in
cloud datacenters environment. In [7] authors proposed VM allocation method.
If request does not map to any VM then they focus on near that most suitable
VM pattern to the customer to check remain in queue. However, these works do
not discuss the condition when more than one energy efficient hosts are available.

In this paper, we concentrate on IaaS clouds, e.g., Amazon EC2. We formulate
the problem of VMs allocation as a bin packing problem. The objective is to
minimize energy consumption in a datacenters. To overcome the disadvantage
of just choosing one host, we proposed Energy Efficient (EE) algorithm by select
most energy efficient host first. The proposed algorithm focus on decreasing
the power consumption in cloud datacenters. To achieve this goal, we adopt
Power Aware (PA), Non-Power Aware (NPA), and Dynamic Voltage Frequency
Scheduling (DVFS) techniques to our algorithm. The experiment result shows
that our algorithm achieves 23 %, 23 % and 9 % higher power efficiency than
BRS, RR and MPD algorithms.

The rest of this paper is organized as follows: we formulate the VM allocation
problem as a bin packing problem in Sect. 2. In Sect. 3 we propose a novel VM
allocation algorithm to achieve higher energy efficiency. In Sect. 4, we evaluate
the proposed technique, and compare the performance with traditional heuris-
tics in an event driven simulator. Sects. 5 and 6 show some related works and
conclusion respectively.
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2 Problem Fomulation

In this section, we’ll formulate the VM allocation problem as a bin packing
problem.

VM allocation problem can be seen as a bin packing problem. Figure 2
shows the VM allocation problem. VMs are regarded as items and host physical
machines are treated as bins. Each host has fixed volumes of CPUs, which is the
size of each bin.

The computational resources consumed by VMs is regarded as the size of
each item. VMs also consume electricity power when they are running on the
hosts. These powers are seen as the value of each item. Different from typical bin
packing problem, the objective of VM allocation is to minimize the sum power
consumed by VMs. To reduce the power consumption, we minimize the number
of host that users use. Under the framework of bin packing problem, the sum
size of items cannot exceed the capacity of bins, i.e., the sum computational
resources consumed by VMs cannot exceed the capacity of hosts. Thus, VM
allocation problem is formulated as:

min z =
n∑

j=1

Yj (1)

s.t.

n∑

i=1

wixij ≤ cj (2)

n∑

j=1

xij = 1, (3)

where wi is the computational resources consumed by the ith VM, and cj denotes
the capacity of the jth host. Yj is a binary variable, meaning whether binj is
used or not. xij denotes the decision variable, meaning if itemi is placed in binj .

Yj =

{
1, if binj is used
0, otherwise

(4)

xij =

{
1, if itemi is placed in binj

0, otherwise.
(5)

So far, the VM allocation problem is formulated as a bin packing problem.
We treat VMs as items and hosts as bins. The objective of VM allocation is to
minimize the power consumption, i.e., minimize the number of used hosts. The
constraint is to ensure quality of service.

3 Proposed Algorithm

In this section, we propose the Energy Efficient allocator (EE) algorithm to
achieve high energy efficient.
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Fig. 3. Flow chart of the EE algorithm

The basic idea of EE algorithm is greedy, i.e., we always select the most
energy efficient host to place our VMs. If there are more than one EE hosts,
then the allocation is implemented using PABFD. In case PABFD returns more
than one energy efficient hosts, then the more utilized host is nominated to
reduce the number of migrations. The last step is divided into two different
steps. The first one is to select a host that is more utilized to reduce the number
of migrations. The second option is to choose a less utilized host to balance the
utilization. Figure 3 shows the main procedures of EE algorithm.

To show energy efficiency, we first define a metric to evaluate the energy
efficiency. The energy efficiency is the ratio between CPU capacity and energy.

HEE =
Chost

Pmax
, (6)

where Chost is the entire CPU capacity and Pmax is the maximum energy con-
sumption of the host.

Algorithm 1 shows details of the Energy Efficient allocator algorithm. First
in line 4 we check all hosts whether the VM is suitable or not. If it is suitable, the
process will be end. In line 11 we find the most energy efficient host if we have
more hosts available. If this condition is not satisfied, we check the most efficient
host according to MPD. But this step is very expensive because if we do not have
VM but still the author proposed this algorithm and we consider this algorithm
and merge with our proposed algorithm to find the best efficient hosts for VM
allocation. In line 17, we calculate the minimum power consumption. In line 21,
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if the power difference and the minimum power consumption are equal, we can
find the allocated host and the related host power. In line 27–29, we calculate
decision on utilization based on if there is no min power available. When we
take decision on utilization, it will increase the utilization of hosts. In line 30, we
check the condition for utilization of host. If Uh > Ua is satisfied, we assign host
to allocated host. Otherwise, we check for equality of Uh and Ua, and check the
total mips of host. Then we allocate the host if line 34 condition is satisfied.

In Algorithm 1, function getpowerafterallocation() returns the total power
of host after allocation of VM. Function getutalization() returns CPU current
percentage used while gettotalmips() function returns total MIPS that CPU
supports. Function getmaxpower() returns host maximum power while getpower
function returns host current power usage. Function getMIPS() returns host or
VM maximum MIPS utilization.

The time complexity of our algorithm is O(n). Also the space complexity is
O(n), and n is related to the number of hosts.

4 Evaluation Results

In this section, we conduct a simulation to evaluate the performance our EE
algorithm with BRS, RR and MPD algorithms in CloudSim. We combine these
four algorithms with three techniques, i.e., NPA, PA and DVFS to evaluate the
performance.

4.1 Simulation Setup

To evaluate our proposed allocation algorithm, we conduct several simulations
in an event driven simulation environments, i.e., CloudSim. In CloudSim, the
workloads are represented by cloudlets which are submitted to VMs. VMs are
placed on the available servers (i.e., hosts) in the datacenter. The processing
speed of servers is evaluated by Millions of Instructions Per Second (MIPS)
rating.

To analyze the performance of proposed algorithm, we conduct the sim-
ulations with small, medium and large size datacenters having heterogeneous
machines (Table 2).

– In case of small size datacenters, we choose 10 hosts, 20 VMs and 20 tasks.
– In case of medium size datacenter we have selected 100 hosts, 200 VMs and

200 tasks.
– In case of large size we choose 1000 hosts, 2000 VMs and 2000 tasks.

The detailed configurations for hosts and VMs are as following:

– Hosts: each host has 1 TB of storage, 24 GB RAM, 1 processing entity (PE)
and gigabit Ethernet. And hosts adopt Linux and Xen as operating system
and virtual machine monitor respectively.

– VMs: each VM requires 1 PE; the processing capacity of each VM are 500,
750, and 1000 MIPS which are create in a round-robin fashion.
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Algorithm 1. Allocator EE
Input hostlist, VM
Output allocatedhost
1: Best=0
2: allocatedhost=host
3: for each host in list do
4: if host is suitable for vm then
5: Powerafterallocation= host.getPowerafterallocation()
6: if Powerafterallocation is not null then
7: MIPS=host.getmips()
8: Maxp=host.getmaxpower()
9: Powerefficiency=MIPS/MaxPower

10: MinPower=max value
11: if Powerefficiency >Best then
12: Best=Powerefficiency
13: allocatedhost=host
14: end if
15: if Powerefficiency==Best then
16: Powerdiff=Powerallocation-host.getPower ()
17: if Powerdiff <MinPower then
18: MinPower=Powerdiff
19: allocatedhost=host
20: end if
21: if Powerdiff==MinPower then
22: Pa=allocatedhost.getPower()
23: Ph=host.getPower()
24: if Ph <Pa then
25: allocatedhost=host
26: end if
27: if Ph==Pa then
28: Ua=allocatedhost.getutalization()
29: Uh=host.getutalization()
30: if Uh >Ua then
31: allocatedhost=host
32: end if
33: if Uh==Ua then
34: if host.gettotalmips() >allocatedhost.gettotalmips() then
35: alloactedhost=host
36: end if
37: end if
38: end if
39: end if
40: end if
41: end if
42: end if
43: end for
44: return allocatedhost
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Table 2. Example for heterogeneous datacenter

Hosts Host1 Host2 Host3 Host4 Host5

MIPS 1000 1500 2000 2500 3000

Power 200 250 300 350 400

– Tasks: every task has 300 bytes of data before and after the processing
(Generalized Cloudsim model); every task consists of 10,000, 15,000, 20,000
and 25,000 MIPS which are create in a round-robin fashion.

In our simulations, we evaluate the performance of algorithms combined with
three datacenter techniques: (1) NPA (which do not support to shutdown unused
machines), (2) PA (which support to shut down unused machines) and (3) DVFS
idle machine consumes 70 % of its energy and totally used machine consumes
100 % of the energy.

4.2 Simulation Results

To validate our proposed algorithm, the results were compared with two classic
scheduling algorithms i.e. Best Resource selection (BRS), Round Robin (RR) and
MPD, which is one Cloudsim power management algorithm in terms of cloudlets
completion time and power consumption [7]. In the BRS policy the machine with
the peak ratio (MIPS in Use/Total no-of-MIPS) is chosen for any VM next in
line. This ensure reducing no-of migrations and have affinity to achieve quicker
outcomes. In case of RR policy, every VM is allocated to a different machine using
circular policy. Machines that can allocate VM are avoided. In case there is no
machines talented to accommodate VMs, the allocation is postponed. MPD is
used as the vital model of power savings in Cloudsim environment. Each coming
VM is allocated to the machine which will consume less power to run the VM.

Figure 4(a), (b) and (c) show the evaluation result under NPA and PA tech-
niques. Figure 4(a) shows the result for small size datacenter. Our proposed
algorithm achieves 21 %, 21 % and 3.7 % higher power efficiency than RR, BRS
and MPD combined with PA technique. Figure 4(b) shows the result for medium
size datacenter. Our proposed algorithm saves 17 %, 16 %, and 6 % more power
than RR, BRS and MPD combined with PA technique in this case. Figure 4(c)
shows the result for large size datacenter. Our proposed algorithm works 19 %,
16 % and 7.1 % better than RR, BRS and MPD combined with PA technique
respectively. Since under NPA technique, all existing algorithms could not make
significant progress, we do not show the improving ratio.

Figure 5(a), (b) and (c) show the evaluation result under DVFS technique.
Figure 5(a) shows the result for small size datacenter. Our proposed algorithm
saves 23 %, 23 % and 9 % more power than RR, BRS and MPD. Figure 5(b) shows
the result for medium size datacenter. Our proposed algorithm works 18 %, 13 %
better than RR, BRS. But MPD performs the same to our proposed algorithm.
Figure 5(c) shows the result for large size datacenter. Our proposed algorithm
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Fig. 4. Power consumption evaluations among different algorithms for different size
data center under NPA and PA techniques
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Fig. 5. Power consumption evaluations of different algorithms for different size data
center under DVFS techniques

show better performance than RR, BRS, and MPD at the ratio of 20 %, 14 %
and 1.1 % respectively.

To evaluate the performance and stability of our algorithm and other three
algorithms, we compare the average power consumption and standard deviation
among them. From Table 3 we can see, our proposed algorithm achieves better
result in both average power consumption and standard deviation than other
three algorithms in case of large size datacenter. Smaller standard deviation
shows higher stability of algorithms. Similarly, from Table 4 we can also see
that, our proposed algorithm works better than other three existing techniques
both in the average and standard deviation.

Table 3. Comparative table for power aware simulation

Experiments RR BRS MPD EE

Large size 33.82 0.084 31.77 0.068 29.25 0.036 27.49 0.032

Small size 0.33 0.0074 0.32 0.0088 0.26 0.0057 0.26 0.0057
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Table 4. Comparative table for large size DVFS simulation

Experiments RR BRS MPD EE

Large size 26.48 0.057 24.97 0.046 21.44 0.038 21.11 0.034

From the above experiments we can see that the proposed method can save
12.8 % power in case of PA and 12.2 % in the case of DVFS enabled techniques.
From the analysis, we find that our method saves more power in large scale
systems.

5 Related Work

Beloglazov et al. [8] focused on resource management technique that provide
quality-of-service constraint and minimizing operating costs. Performing con-
solidation of VMs according to resource utilization help to save power. Berl
et al. [9] used energy efficient mechanism for cloud computing, specifically in the
area of networks and hardware framework. It also focuses on decreasing power
consumption in software and hardware, improving the load balancing and min-
imizing communication power consumption. Suri et al. [10] design an allocation
algorithm that decrease the load on servers needs to achieve minimum power con-
sumption. In [11], the authors propose a technique that allocates VMs to achieve
the goal of decreasing power consumption in virtualized cloud datacenters.

In [5,12–17] power-aware VM allocation techniques for energy efficient RM
in cloud datacenters were proposed. In [5] authors proposed allocation of VMs
scheduling algorithm to minimized power consumption during task execution in
cloud datacenters environment. This paper also concentrate on to shutdown of
underutilized hosts and DVFS. In [7] authors proposed VM allocation method.
If request does not map to any VM then they focus on near that most suitable
VM pattern to the customer to check remain in queue. They also focused on
to describe concept of cloud to choose an efficient VM to facilitate customers
as well as maintaining QoS and SLA. VM placement are NP-hard problem and
still there is no optimal solution. Also, in [18,19] discuss the VM placement
and [20,21] discuss affinity aware solution to solve complicated problems. In a
datacenters power saving increases by keeping VMs on a physical hosts in an
optima way.

In [22] authors formulated score-based scheduling method as hill-climbing
algorithm, also focus on principle map searching (host, VM) pairs. Where, the
score of each (host, VM) pair is the addition of numerous factors, including
resource requirement, power consumption, software and hardware fulfilment. A
clouds scheduler can use the metric of performance-per-watt to assign VMs to
hosts for energy efficiency. Their proposed approach, i.e. EPOBFs [23] allocates
a host that has maximum MIPS/Watts. In [22] authors discussed PA VM allo-
cation heuristics for power-efficient resource management in cloud datacenter.
A hybrid VM provisioning method is proposed in [24], which is based on two
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methods, (i) On Demand (OD) and (ii) Spare Resources (SR). OD policy start
the resources when they are wanted. To avoid the requests timeout issue, the
authors implemented SR policy to decrease energy consumption on private
clouds and avoid SLA violation.

Our proposed solution differs from these existing techniques. We select a
more energy efficient host for the VM placement.

6 Conclusion

Cloud computing services enable developers and companies flexibly manage their
infrastructure since it provides infinite resources and adopt the pay-as-you-go
pricing model. There are certain risks related to cloud computing such as energy
cost minimization and carbon dioxide emissions reduction. We formulate the
VM allocation problem as a bin packing problem. To achieve power efficiency,
we proposed a VM allocation algorithm to place VMs requests on most energy
efficient physical hosts. We evaluated the proposed method with three existing
algorithms, including BRS, RR and MPD. By using NPA, PA and DVFS enabled
techniques in a simulation environment, our algorithms can achieve 23 %, 23 %
and 9 % more power efficiency than other algorithms.
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hosting. In: Nielsen, M., Kučera, A., Miltersen, P.B., Palamidessi, C., Tůma,
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Abstract. To address the virtual machine cluster deployment issues in cloud
computing environment, a novel MCSA (Min-cut segmentation algorithm) of
virtual machine cluster is proposed with resource and communication bandwidth
constraints. In this paper, the basic idea is based on the fully consideration on the
CPU, memory, hard-disk and other resource constraints between virtual machine
cluster and physical host, as well as the communication bandwidth constraints
between the virtual machine. We quantified the virtual machine cluster
constructed an undirected graph. In the undirected graph, the nodes represent the
virtual machine, so the weight of a node represents the value of resources, and
the edges represent the communication bandwidth, so the weight of the edge
represents the value of communication bandwidth. Base on the above transfor‐
mations, the resources and bandwidth constrained optimization problem is trans‐
formed into the graph segmentation problem. Next we segment the undirected
graph by minimum cut algorithm, and computing the matching degree of physical
machines. Last we obtained the approximate solution. To validate the effective‐
ness of the new algorithm, we carried out extensive experiments based on the
CloudSim platform.

Keywords: Cloud computing · Virtual machine cluster deployment · Graph
partitioning · Communication bandwidth

1 Introduction

Cloud computing is a product of the development and convergence of conventional
computer technologies and network technologies, such as grid computing, distributed
computing, parallel computing, utility computing, network storage technologies, virtu‐
alization, load balance etc. [1]. To ensure that the users can easily and quickly use
resources through various kinds of terminals, Cloud computing provides available,
convenient, and on-demand network access method to manage the various resources
from cloud effectively and safely according to the demands of users. As the growing
user demands, how to effectively manage resources and make it quickly available to
users becomes the key technology of cloud computing needed to be addressed.

Virtualization technology is the foundation of cloud computing, it is a kind of infra‐
structure and the upper system and software to coupling separation technology, Virtu‐
alization technology through the upper service package to the virtual machine, and
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manage resources through the deployment of virtual machines. Virtual machine deploy‐
ment is to map the physical resource based on the virtual machine deployment request
according to a reasonable allocation rules. The whole process is to seek optimal deploy‐
ment of physical hosts under a multi-constraint optimization problem. Therefore, effec‐
tive virtual machine deployment model and algorithm will be the key point of the effi‐
cient use of resources.

With in-depth studies on virtual machine deployment algorithms, the resource
mapping of Virtual machine and physical host is developed from earlier one-on-one to
later more-on-one relationship. Besides, Virtual machine deployment also changed from
a single virtual machine mode to the virtual machine cluster. Virtual machine cluster
refers to the communication needs and deployment restrictions of multiple virtual
machine deployment limitation [2]. However, the deployment of the virtual machine
cluster still faces many problems, such as high network communication consumption
between the virtual machine, physical host resources waste problem and so on.

Many researchers have carried out extensive research on the virtual machine clusters
deployment. For different application requirements of users, Paper [3] presents the
sequence deployment strategy and balanced deployment strategy, however, these strat‐
egies only considering CPU resource constraints between virtual machines and physical
host, wasting the physical host resources significantly. To solve the problem, paper [4]
presents a resource matching strategy based on CPU and memory. Compared to paper
[3], the strategy improves the usage of the physical host resources. However, it did not
fully take into account the composition of virtual machines from a variety of resources,
so this strategy cannot meet the needs of users in a variety of applications. To satisfy
the various requirements of users, Paper [5] proposed a performance vector-based algo‐
rithm for virtual machine deployment. However, the deployment process only considers
a single resource constraint of virtual machine and physical hosts. When more virtual
machines exist, although the resource waste reduction in the rate of a single physical
host, the waste of resources in the rate of the overall system does not reduce. Paper [6]
presents a heuristic algorithm based on graph decomposition, which only considers the
deployment of virtual machines on a single physical host. To cope with the problem,
paper [7] proposed a decomposition algorithm. Throughout the deployment process, the
overall rate decreased waste of resources. Paper [8] proposed a decomposition algo‐
rithm. The paper has associated physical resources as a deployment target, but only
considers the communication bandwidth factor.

For the virtual machine cluster deployment issues, we proposed a MCSA based on
constraint of resources and communication bandwidth. The algorithm firstly quantifies
the virtual machines cluster resources and bandwidth, so that the virtual machines cluster
can construct a weighted directed graph. As the weights of the nodes depict resources
and the weight of each edge represents the value of the communication bandwidth. The
double constrained optimization problem of resources and communication bandwidth
can be translated to sub-chart graph partitioning problem. With minimum cut algorithm,
the virtual machine is divided into small clusters from virtual cluster. For each virtual
machines cluster, if its external communication is larger, the internal communication is
smaller and vice versa. Then we calculate the cluster resource matching distance of the
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virtual machine cluster and the physical host, which can be determined the approximate
optimal solution of deployment issues.

2 Related Works

Virtual machine is composed of resources (CPU, memory, hard disk and other resources)
which are required by the user. We can consider the virtual machine as entities consisted
of all kinds of resources, in which physical host is serving as containers. Virtual machine
deployment is to establish a resource mapping between virtual machines and physical
host, then under the constraint of related resources, the virtual machine will looking for
the best physical host to deploy. With the Deeping of the study, virtual machine deploy‐
ment has developed from a single virtual machine deployment to the virtual machine
clusters deployment, as shown in Fig. 1 [5].

Fig. 1. Virtual machine cluster deployment model

In the cloud computing environment, application providers usually deployed serv‐
ices in the physical hosting, and these services are generally made by the end user to a
virtual machine. In order to efficiently provide service to users, Virtual machines need
to collaborate with each other to jointly complete the user’s needs. Thus, a plurality of
virtual machines with communication requirements and deployment restrictions consti‐
tute a virtual machine cluster. Figure 1 describes the virtual machine cluster deployment
model. Multiple virtual machines constitute a virtual machine cluster, virtual machines
and physical host are component with the CPU, memory, hard disk, and other resources.
In standby mode, the physical host requires certain resources to run the initial state,
removing the physical hosts in the standby state of the resource, by calculating the
remaining available resources of the physical host resources available to meet the
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physical host in the case of virtual machine resources required, will deploy a virtual
machine to a physical host. Different deployment constraints, the results for the entire
deployment will have greater impact.

3 Virtual Machine Cluster Deployment Algorithm

3.1 Related Terms

Virtual machine cluster deployment description: n mutually between communication
bandwidth demand virtual machine cluster, m need to deploy to the physical host.

In order to better describe the problem, we introduce the following symbols
(Table 1).

Table 1. Basic terminology

Vars Description
N The number of virtual machines
M The number of physical hosts

The set of physical host to deploy the virtual machine
The CPU total capacity of the physical host i
The memory total capacity of the physical host i
The hard disk total capacity of the physical host i
The CPU demand for virtual machine j

The memory demand for virtual machine j

The hard disk demand for virtual machine j

The CPU match value of the physical host i between virtual
machine j

The memory match value of the physical host i between virtual
machine j

The hard disk match value of the physical host i between virtual
machine j

the figure of the edge weights for virtual machine i between virtual
machine j

The Resource matching vector for virtual machine j between
physical host i

The desired physical host Weighted match vector for virtual
machine j between physical host i

3.2 Virtual Machine Cluster Deployment Model

Virtual machine cluster for physical host deployment process works as follows: first,
according to the communication bandwidth constraints segmented virtual machine cluster,
getting a virtual machine cluster divided. Second, calculating resource matching between
the virtual machine and physical host clusters, and searching for the best physical host
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deployment. The deployment process of resources and communication bandwidth
constraints need to be considered at the same time.

1. According to the communication bandwidth constraints, we use the minimum-cut
algorithm [9] for virtual machine cluster segmentation. After segment, it forms the
plurality of virtual machine cluster. The Segmentation strategies are as follows:
(1) Virtual machine is represented as a vertex graph.
(2) Communication bandwidth relationship between virtual machines is defined as

the Edges.
(3) The virtual machine’s resources (such as CPU, memory, hard disk) is expressed

as the figure of peak value , the communication
bandwidth between the virtual machine is expressed as the figure of the edge
weights .Through the above quantitative, the problem of Virtual machine
cluster can be converted into a problem of weighted undirected graph.

(4) The division process of virtual machine cluster is transformed into segmentation
process of diagram. The segmentation of process is divided by the minimum-
cut algorithm, so graph G can be divided into a plurality of sub-graph G1, G2…
Gn. As shown in Fig. 2.

Fig. 2. Weighted undirected graph

2. Computing resource requirements of the virtual machine cluster, according to the
physical host resources condition, seeking the best physical host through resource
constraints.

The virtual machine cluster converted into a weighted undirected graph, we use the
minimum-cut algorithm to divide weighted undirected graph, and get a number of
weighted undirected graph after divided. The weighted undirected graph represents the
virtual machine cluster. Next, Virtual machine cluster choose physical host to deploy.
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In order to improve resource utilization, we should choose the optimal physical hosts to
deploy. In this paper, we use the Euclidean distance cluster to represent the virtual
machine and physical host resources matching degree.

The various resources matching:

(1)

(2)

(3)

Calculating the virtual machine and the physical hosts a variety of cluster resources
match, getting resources match vector .

In order to meet the needs of users for different resources, we weighted distance
vector to represent user demand for resources. Weighted vector . Finally,
get the desired physical host Weighted match vector:

(4)

Destination physical host Match:

(5)

Type L is the matching degree of the physical host between virtual machine clusters.
With the L value reduced, the match degree of the physical host between virtual machine
clusters is become well.

3.3 System Communication Bandwidth Utilization Rate

Communication bandwidth utilization rate (The communication bandwidth occupancy
rate) R refers to the value of virtual machine cluster bandwidth utilization and the ratio
of the communications bandwidth in the whole system.  represents the
communication bandwidth between two virtual machines, T represents the virtual
machine cluster deployment environment. On the process of virtual machine deployment
to host, some virtual opportunities deployed on the same host, for the external commu‐
nication bandwidth of the virtual machine transformed the internal communication of
the host. The communication of the whole system will not result in a greater impact.
Therefore, when the virtual machine is deployed to the different physical host, T is 1,
when the virtual machine is deployed in the same physical host, T is 0. And  represents
the total bandwidth. So Communication bandwidth utilization rate is expressed as:

(6)
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3.4 The Analysis of System Resource Waste Rate

Because of different deployment strategies, there are large differences in Virtual
Machine Deployment Results. For example, when the distribution of resources on the
physical host is uneven, it is like to cause the entire system to waste resources. So, in
this article, we calculate the physical host resources waste rate to reduce the waste of
the resources of the system. Wastage rate  refers to the average ratio value between
different resources and the whole physical server, as shown in Equation.

(7)

(8)

(9)

Optimized resource wastage rate can be expressed as:

(10)

3.5 Virtual Machine Cluster Deployment Algorithm Process

In this paper, algorithm is based on double constraints of the resources and communi‐
cation bandwidth, and we quantify the resources and bandwidth to form a weighted
undirected graph, where the vertex weights graph represents the resources, right side of
the figure represents the value of the communication bandwidth, the double constraints
of resources and communication bandwidth optimization problem can be transform into
a graph of graph partition problems, we use the minimum cut algorithm to break up the
Weighted undirected graph. Next, calculate the approximate solution of the problem.

(1) Initialize the data center, randomly generated virtual machine and the physical host.
Get resource requirements of the virtual machine cluster , communication
bandwidth between the virtual machine , the list of hosts’ available resources
of all hosts .

(2) Modeling for virtual machine cluster deployment problem, quantify the virtual
machine cluster, get weighted undirected graph.

(3) Converted the virtual machine cluster to weighted undirected graph and use the
minimum-cut algorithm to divide weighted undirected graph.

(4) After segmentation, calculate the resources matching distance of virtual machine
cluster and physical host calculation, if physical host can be deployed it, we will build
the virtual cluster to deploy on physical host. If there is no, then jump step (3).

(5) Cycle all virtual machines cluster list, until all the virtual machines clusters
deployed over.

Research on Virtual Machine Cluster Deployment Algorithm 79



The deployment process is shown in Fig. 3 below:

start

Information of Virtual machine and 
Physical host 

Virtual machine cluster model

Computing resources matching distance,
select a minimum value of L to

determine the physical host

Output Deployment Results

end

minimum cut segmentation

Virtual machine cluster deploy to 
physical host

Output virtual machine cluster

Is there a physical host can be 
deployed

no
yes

Fig. 3. Virtual machine cluster deployment algorithm flow chart

The Algorithm is described as follows:
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4 Simulation and Analysis

In this paper, we conduct simulations based on the Cloudsim 3.0 [10] with the operation
of windows 7 64-bit. The JDK version adopted in the paper is jdk1.6.0 _43. We compare
greedy algorithm, a single resource constraint algorithm and article of virtual machine
cluster allocation algorithm to analyst is System resources waste rate and Communica‐
tion bandwidth occupancy rate. Simulation results validate that the algorithm has a good
performance compared to other algorithms.

4.1 Simulation Platform

For the simulation platform, according to this paper, we have expanded our simulation
platform by recompiling CloudSim3.0.3, and the writing simulation programs. First, we
initialize a data center, and each data center contains a number of physical hosts. In the
data center, we use using a random way to produce physical resources and virtual
machine hosts. At the same time, by expanding the classes, Datacenter, Host, virtual
machine and DataCenteBoker, we realize the underlying physical and virtual machine
simulation. The experiment procedure of physical machines and virtual machine strat‐
egies are as follows:

(1) Virtual machine
Using random strategy, generate virtual machine allocation request queue, in which
the CPU is generated randomly from 1 to 6 nuclear, memory and hard disk are also
randomly generated. For each generation of virtual machine memory, the quantity
is 512 M integer times and hard disk is the integer times of 16 G.

(2) Physical host
Custom Datacenter Characteristics class, generate the corresponding Datacenter
and physical Host. Including CPU, memory, hard drive 10 integer times randomly
generated by the virtual machine.

(3) The communication bandwidth of virtual machine.
Using randomly generated strategy, generate virtual machine communication band‐
width matrix between 0–9.

4.2 Results Analysis

1. System resources waster rate
System resources waste rate refers to the average resources waste rate of the physical
hosts deployed with virtual machines. It is to note that in the paper, we only consider
the CPU, memory and hard disk. This can measure the system resource utilization.
Figure 4 depicts the physical host resources waste rate differences between the
various algorithms. The Fig. 4 shows that with the increasing of virtual machine
requests, the algorithm proposed in this paper can gradually reduce system resource
waste rate and tends to be stable. For the three kinds of algorithms, the resource
waste rate of MCSA algorithm is the lowest, followed by the single resource
constraints algorithm, greedy algorithm is the worst. As we can see from the figure,
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MCSA algorithm has good performance lies in that when allocating resources, we
taken the approximation degree of virtual machine cluster between physical hosts
into consideration. Specifically, if the degree is closer, it means more balanced use
of resources after the distribution of the physical host, the greater the variety of
resources available extent and the smaller the rate of physical hosts waste of
resources. As the greedy algorithm does not adopt any optimization mechanism in
resources allocation, it has the highest waste rate.
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Fig. 4. system resources waste rate

2. System bandwidth occupancy rate
Communication bandwidth occupancy rate refers to the ratio between the commu‐
nication bandwidth of each virtual machine cluster and communication bandwidth
needed for the whole system in the physical host. It represents communication band‐
width occupying degree of the whole system when running a virtual machine cluster.
As it can be seen from the Fig. 5, with the increasing number of virtual machines,
MCSA algorithm can keep the communication bandwidth occupancy rate at a low
level. The reason lies in that it divides the virtual machine cluster with into several
virtual machines cluster with a minimum cut algorithm which has lower communi‐
cation and bandwidth demands. Meanwhile the virtual machine cluster with larger
communications bandwidth demands redeployed on the same physical host. The
single constraint algorithms occupy larger communication bandwidth as it only
considers the resources of the virtual machine between cluster and physical host.
The greedy algorithm did not consider any allocation optimization. It has the largest
communication bandwidth occupied.

To sum up, in the situation where the virtual machine in the cluster requires frequent
communication, the proposed virtual machine cluster deployment algorithm in the paper
can keep a low system resource waste rate, stays small system communication band‐
width, and achieves high network utilization.
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5 Conclusions

In this paper, to cope with the Virtual machine cluster deployment issues in cloud
computing platform, we translate the virtual machine cluster deployment into optimi‐
zation problems under multiple constraints. We presented a MCSA algorithm based on
the double constraints of virtual machine resources and communication bandwidth. The
algorithm firstly quantifies the resources and the communication bandwidth in the virtual
machine cluster and separates the virtual machine cluster by minimum cut algorithm of
graph theory. Then based on the segmentation of virtual machine cluster, the algorithm
can effectively select the target physical host. The simulation results validate that it can
reduce the resource waste rate and the system communication bandwidth utilization rate
significantly. For further research, we aim to explore the combination of virtual machine
energy consumption and resource equilibrium problems.
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Abstract. Massive traffic data is produced constantly every day, caus-
ing problems in data integration, massive storage, high performance
processing when applying conventional data management approaches.
We propose a cloud computing based system H-TDMS (Hadoop based
Traffic Data Management System) to capture, manage and process the
traffic big data. H-TDMS designs a configurable tool for data integra-
tion, a scalable data scheme for data storage, a secondary index for fast
search query, a computing framework for data analysis, and a web-based
user-interface with data visualization service for user interaction. Exper-
iments on actual traffic data show that H-TDMS achieves considerable
performance in traffic big data management.

Keywords: Traffic big data · Cloud computing · Data integration ·
Secondary index · Data analysis

1 Introduction

The last few years have witnessed an explosion of traffic data due to the rapid
improvement in Intelligent Transportation System (ITS). Surveillance system
plays an important role in modern intelligent traffic management and produces
massive and complex traffic data every day. Usually traffic data is stored as
records, which are metadata extracted from the collected media information
such as images and videos. The volume of records of a big city in China may
exceed one hundred billion in a year.

In order to fully exploit traffic big data potential, there remain many tech-
nical challenges that must be addressed. The most critical challenges of traf-
fic big data management system are: (1) integrating data from heterogeneous
sources in different formats to solve the problem of Data Island (data sets in iso-
lated storages with different specifications); (2) providing high availability and
scalability to support large volume of collected data; (3) equipping enormous
processing capacity to handle the analyzing of the traffic data; and (4) providing
c© Springer Science+Business Media Singapore 2016
J. Wu and L. Li (Eds.): ACA 2016, CCIS 626, pp. 85–96, 2016.
DOI: 10.1007/978-981-10-2209-8 8
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diverse mining algorithms and models for deep analysis, such as criminal detec-
tion and risk pre-alarming [6,10,14,20]. All these problems call for well-adapted
infrastructures which can efficiently handling traffic big data integration, index-
ing and query, and mining and analysis.

Cloud computing in current era plays a critical role when conventional data
platforms fail in the “Big Data” scenario. Hadoop [1] is a popular framework
for cloud computing running on commodity hardware. With the advantage of
Hadoop, we propose a cloud computing based system H-TDMS, providing traffic
big data management to support decision making and knowledge discovery. This
proposed system has several key features:

(1) Flexible data import and distributed data storage
H-TDMS integrates a flexible and efficient tool to capture and extract data
from various databases and provides a storage system for massive traffic
data with high performance and sufficient scalability based on a distributed
database.

(2) Fast data indexing and query
H-TDMS adopts a secondary index structure to build a lightweight and
powerful search engine. The answer of a search query is returned back within
a tolerable response time limit, usually in seconds.

(3) Intelligent analysis and mining
H-TDMS integrates and encapsulates diverse algorithms and models for traf-
fic characteristics analysis and criminal detection. It provides both on-line
and off-line data processing services to support traffic management and pub-
lic security issues.

(4) Web-based user-interface and data visualization
H-TDMS provides a web-based user-interface to hide the complexity for
accessing and managing data. Analysis results are interpreted by data visu-
alization to help produce and comprehend insights from massive traffic data.

The rest of the paper is organized as follows. Section 2 outlines the the back-
ground and related work. Section 3 presents our design in detail. Section 4 gives
the evaluation results based on the prototype system and Sect. 5 concludes.

2 Related Work

Big data and cloud computing have brought great opportunities for manag-
ing data. Hadoop is a framework for cloud computing, including a distributed
file system HDFS (Hadoop Distributed File System) and a parallel processing
framework MapReduce. Based on HDFS, HBase [2] is developed as a scalable,
distributed database that supports data storage for large tables. Sqoop [4] is
an open source software used for efficiently transferring data between Hadoop
and structured relational databases (e.g., PostgreSQL [5]). Spark [3] is a fast
framework for large-scale data processing. Compared with MapReduce, Spark
runs some programs faster due to its in-memory computing.
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Hadoop was proven to be an efficient framework for big data storage and
query. Hadoop-GIS [7] stored large scale spatial data in HDFS and built a spa-
tial index to support high-performance spatial queries. SpatialHadoop [9] was
designed specifically to handle huge datasets of spatial data, which employed
a two-level spatial index structure and some efficient spatial operations. Lee et
al. [11] presented a lightweight spatial index for big data stored in HBase. Le and
Takasu [15] proposed a scalable spatio-temporal data storage for ITS based on
HBase and a spatio-temporal index structure using a hierarchical text-encoding
algorithm. However these systems supported limited query constraints. As we
know, more complex search queries should be provided for traffic big data.

Data mining has attracted wide attention as an approach to discovering infor-
mation from traffic data. Moriya et al. [13] developed an algorithm using feature-
based non-negative matrix factorization to predict the number of accidents and
cluster roads to identify the risk factors. Benitez et al. [8] presented a two-
step trajectory pattern recognition process including a k-means clustering and a
classification over a Self-Organizing Map. Yue et al. [19] proposed a multi-view
attributes reduction model for discovering the patterns to manage traffic bot-
tleneck. Lv et al. [12] utilized a deep learning approach considering the spatial
and temporal correlations inherently to predict the traffic flow. Xu and Dou [17]
implemented an assistant decision-supporting method for urban transportation
planning. Since so many works studied accident detection, pattern recognition,
traffic flow prediction, investment decision, etc., diverse data mining approaches
could be adopted in H-TDMS.

Several traffic big data platforms, based on cloud computing, were researched
in recent years. RTIC-C [18] was a system designed to support traffic history data
mining based on MapReduce framework. Kemp et al. [10] presented a big data
infrastructure for managing data and assisting decision making for transport sys-
tems using service oriented architecture. Xiong et al. [16] discussed the design
of ITS, including the current situation and future trend of related research and
development areas. Different from these solutions, H-TDMS focuses more on
how to provide data integration, search query, data analysis and user interac-
tion in one system for traffic big data management, and achieve considerable
performance based on cloud computing techniques.

3 System Design

Cloud computing is an inevitable trend for traffic data processing due to its
great demands on big data analysis and mining. H-TDMS constructs three lay-
ers to meet these demands, as shown in Fig. 1. The data layer stores all the
massive traffic data and provides high read/write performance when supporting
transparent usage of physical resources. The processing layer provides diverse
modular functions for upper layer services, and helps improve performance by
parallel-based data processing. The application layer provides the entrances for
users to call functions of the lower layers as well as http-based services for end
users to access and use H-TDMS.
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Fig. 1. H-TDMS architecture

3.1 Data Collection and Storage

Traffic data is stored as records in heterogeneous databases in different for-
mats due to historical reasons (e.g., different times of construction, different
application scenarios, and different equipment manufacturers). H-TDMS aims
to integrate all kinds of data into one distributed database to fully exploit their
potential. There is a critical need to flexible import data from various databases.
A data import tool is designed as shown in Fig. 2. Though the process of crawling
real-time data from the surveillance system is not shown in the figure, H-TDMS
supports collecting real-time data into its storage system directly as well.

Relational
Databases

HDFS
Sqoop

Transform 
Program

XML 
File

HBase
BulkLoad

Import Tool

HFile
<rule>
    <column>passTime2</column>
    <oper>5</oper>
    <src_info>
        <src_column>pass_time</src_column>
        <src_format>yyyy-MM-dd HH:mm:ss</src_format>
    </src_info>
    <dst_info>
        <dst_format>s</dst_format>
    </dst_info>
</rule>

Fig. 2. Data import tool

Sqoop is used for transferring data between HDFS and structured relational
databases, which are frequently applied to store traffic data. The transform pro-
gram is capable of transforming the data to the target format and storing it in
the low-level storage files of HBase called HFiles. The HFiles are moved to the
regions of a table by BulkLoad, which is a function native supported by HBase.
Both Sqoop and the transform program are based on MapReduce to accelerate
their processes. An XML file which specifies the transform rules including the
target field of a record, the source field of a record and the transform operation
between them, is another input used in the transform program to guarantee the
flexibility of the import tool. An example of time transformation is shown in
Fig. 2.
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Fig. 3. HBase four-dimensional data model

H-TDMS builds a storage system based on HBase due to its high perfor-
mance and scalability. The HBase data model is shown in Fig. 3. A well-adapted
data scheme is designed to store traffic record data. A complete record consists
of a list of fields including the information about a vehicle and its passing events.
Table 1 shows the format of the obtained record. Every day all records are stored
in a table named by date (e.g., Table 20160101 ) for management reasons. Each
record is indexed with a unique rowkey calculated according to the recordId and
stored in a row of the table. Some key fields such as PlateCode and TollgateCode
are stored in a cell separately and others like pic1Name and relateVideoAddr
are concatenated and stored in one cell to obtain the most considerable perfor-
mance. Because there is a trade-off between one-column based and multi-column
based table structures. The former achieves faster import speed but less access
flexibility while the latter is just the opposite.

Table 1. Record format

There is a lot of business data to be stored while the system is running, includ-
ing fundamental data like road network information and result data generated
by some applications. As a result, many different HBase tables are constructed
to hold the corresponding data for maintenance and extension.

3.2 Fast Search Engine

A fast search engine is implemented to support search query, especially multi-
condition search and fuzzy search. Equipped with this engine, user could search
out the records whose fields containing the specified values within a tolerable
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response time limit. Since data access is done by relating rowkeys to values in
HBase. The problem here is how to figure out the rowkeys of the required records
as soon as possible.

H-TDMS builds a secondary index and uses a customized calculation method
to figure out the required rowkeys. Logically data in HBase tables is stored
in alphabetical order of rowkeys, which are used as a primary index in fact.
However there is no way but scanning and filtering the whole table to search
out the required records if the rowkeys are not known. Unfortunately, the filter
operation in HBase is quite slow and inefficient. HBase would get all the records
in a table and then check the content to find out the records that contain the
specified values. Instead of using filter operation, a secondary index is designed to
relating the specified values to their rowkeys. Figure 4 (a) shows the construction
of table Index Tollgate for instance. There is one index table for one specified
field of a record and all index information for that field goes into the same
index table. When a row is put into the record table, the index information
is put into the corresponding index tables. Table Index Time is constructed in
another way shown in Fig. 4 (b), utilizing the timestamps generated by a convert
function. Any time interval can be specified by setting the range of timestamp.
To support fuzzy search of plateCode, table Index PlateX is constructed similar
as table Index Tollgate, but a special management is employed. When a row is
put into the record table, seven rows of index data are generated and put into
table Index PlateX at the same time as shown in Fig. 4 (c). A fuzzy search of
plateCode can be decomposed into several scans, in which the prefixes can be
obtained by shifting the plateCode. As the rowkeys with the same prefix are
stored at a near place in HBase, the scans can be completed very soon. Other
index tables such as table Index Color and table Index Speed are constructed in
a similar way as table Index Tollgate.

Rowkey
... Tollgate ...

ID1 ... G1 ...

Rowkey
... ID1 ...

G1_20160101 ... 1 ...

Table_20160101

Index_Tollgate

cf

cf

Rowkey
info

20160101

Timestamp1  1

Index_Time

...  1

cf

TimestampN  1
20160102 ...  1

(a) (b)

Convert (passTime, ID1)

20160101_0_ A12345

20160101_1_A12345

...

20160101_5_ 45 A123

Rowkey

Index_PlateX

(c)

20160101_6_ 5 A1234

Fig. 4. Construction of index tables

Based on the index tables, the fast search engine defines two basic opera-
tions “OR” and “AND” to calculate the index information. Index information is
obtained from the index tables and stored in bit sequences, in which the positions
of “1”s represent the rowkeys in record tables. “OR” and “AND” are bit-wise
operations which are quite fast for processor to perform. The whole process is
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divided into several sub-processes according to the time condition, usually by
the day. In a sub-process, a multi-condition search is decomposed into several
steps. Firstly, the search engine decomposes the conditions to get the corre-
sponding index data from the index tables. For each kind of index information,
each row of the index data is stored as a bit sequence, which is initialized with
“0”s and inserted with “1”s according to the index data. Then all bit sequences
are calculated by “OR”/“AND” operations to generate a unique bit sequence
for each kind of index information. The calculating logic is determined based on
the search conditions in advance. Finally the result bit sequence is generated by
calculating the bit sequences of all kinds of index information and the rowkeys
of required records are obtained by figuring out the offsets of the “1”s. All of the
sub-processes are performed in parallel but commited sequential to make sure
that the response can be returned as quickly as possible.

The fast search engine composes of the secondary index and the fast cal-
culation method as discussed above. The secondary index is constructed when
the original record data is imported and only sparse “1”s are stored in the index
tables. The calculation method takes full advantage of processor’s basic bit oper-
ations to improve the performance. Both of them make the engine lightweight
and powerful.

3.3 Intelligent Analysis Engine

In modern society, people’s everyday life has a close connection with traffic issues.
In other words, a lot of knowledge can be achieved from the massive traffic data
and then be used in traffic management and public security areas. To mine
and utilize the knowledge, an intelligent analysis engine is developed based on
the fusion of physical, cyber and cognitive spaces. The three-dimensional space
model is shown in Fig. 5 (a).
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Fig. 5. (a) Three-dimensional space model. (b) Intelligent analysis engine

The conventional analysis methods of pattern recognition and data mining
usually collect related data from the physical space which is consisted of fun-
damental data such as location and monitoring data and process them in the
cyber space to form events and topics such as traffic jams. However human’s
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experience and judgements are very important and useful in the traffic man-
agement and public security areas. Human’s feedback will help evaluate and
improve the models generated/used during the data processing. So we introduce
the human cognitive space which is consisted of human’s knowledge into the
analysis process. The intelligent analysis engine is hierarchical with three lay-
ers as shown in Fig. 5 (b). The semantic parsing layer is applied to define and
describe technical terms such as the congestion level of the road section, the
speed limit, peak accident times, etc. The algorithm layer integrates and encap-
sulates various algorithms, including data mining techniques, statistics methods,
and human experience. The library layer is adopted to store the features of the
traffic and analysis models for prediction, classification, etc.

The intelligent analysis engine is constructed based on Spark instead of
MapReduce, because data mining and statistics algorithms benefit a lot from
Spark’s in-memory computing. Since there is no general one fits all solution in
Hadoop, application development is always ad hoc. However, the general process
can be modeled as shown in Fig. 6. Human plays an important role during the
process, providing professional experience, evaluating results and returning feed-
back to H-TDMS. Some of the H-TDMS’s applications are illustrated and eval-
uated in detail in Sect. 4.

3.4 User-Interface and Data Visualization

A web-based user-interface is implemented to provide interaction between user
and H-TDMS. A set of RESTful web services are created to exchange data.
End users access and use H-TDMS through web browsers. Many operations are
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Fig. 7. (a) Sunburst view for a vehicle’s activities. (b) Vehicle cluster analysis
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defined to allow users to combine their flexibility and creativity. In order to
gain insights from the complex analysis results, data visualization is applied to
transform various types of data into appropriate visual representations. Figure 7
illustrates two examples of data visualization. Figure 7 (a) is the sunburst view
for a vehicle’s activities and Fig. 7 (b) shows the result of vehicle cluster analysis.

4 System Evaluation

A prototype system is built on a Hadoop cluster using 3 nodes. One master node
takes charge of both cluster management and data processing while the other two
slave nodes are only responsible for data processing. The system environment
is shown in Table 2. We evaluate our design using actual traffic data of a city
in south China, which contains more than 100 million records with a size about
40 GB per month.

Table 2. System environment

Hadoop environment

Hadoop version 2.6.0

Sqoop version 1.4.5

HBase version 1.0.0

Spark version 1.3.0

Node environment

CPU Intel(R) Core(TM) i7-3770 @ 3.40 GHz

Memory 32 GB

OS Ubuntu Server 12.04 LTS (64-bit)

4.1 Data Import and Preprocessing

The actual traffic data is imported from a PostgreSQL database. Several record
sets with different sizes are selected to evaluate the import tool. The performance
is shown in Fig. 8 (a). As is evident from the linear regression line, the speed
of data import keeps stabile and exceeds 15 million records per minute when
the number of records ranges from 20 to 400 million. The main reason for this
stability is that the import tool fully utilizes all the processor resources of the
cluster during its MapReduce process.

The traffic data is organized and categorized by the intelligent engine, uti-
lizing statistics methods, to extract necessary information for later use. For
instance, many spatial and temporal features of vehicle activities and the infor-
mation about road conditions are summarized based on the historical vehicle
trajectory data, which is generated by combining the relating records.
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Fig. 8. (a) Performance of data import. (b) Fake plate vehicle detection

4.2 Search Query

Several typical query groups are executed to demonstrate the performance of the
search engine. The response times of the queries in the same group differ only tens
of milliseconds and an example of each group and its result are listed in Table 3.
Query1, Query2 and Query3 are used to get the records of a specified time inter-
val, a specified vehicle and a specified tollgate, respectively, and their response
times are less than 300 milliseconds. Query4 to Query9 are the most frequently
used search query types, in which the plate number of a vehicle is known or
partly known. For a search query with a complete plate number such as Query4
and Query5, the response times are less than 500 milliseconds. The response
time of the search queries with more tollgates increases a little as more index
information is calculated. Although complex fuzzy search queries like Query6,
Query7, Query8, and Query9 have longer response times, they can still return
results in just a few seconds. Compared Query9 with Query8, the response time
does not increase exponentially along with the time interval’s growth because of
the process division and parallel computing of the search engine.

Table 3. Performance of the search engine. (The Dash (-) represents an unspecified
value, the Question Mark (?) indicates an unknown character, and the Star (*) depicts
at least an unknown character.)
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4.3 Fake Plate Vehicle Detection

A fake plate vehicle is a vehicle using a plate number that is the same as another
legal one. Based on the idea that a vehicle can not appear in more than one loca-
tion within a short time, H-TDMS employs an application, utilizing trajectory
data and road conditions, to detect fake plate vehicles. The number of records
analyzed ranges from 12 to 102 million. Figure 8 (b) shows the processing time
of the application and the number of fake plate vehicles detected. It takes H-
TDMS less than 10 minutes to process 100 million records, revealing the high
data processing capability of H-TDMS. The result can be verified by checking
the related image and video data.

4.4 Vehicle Cluster Analysis

A case in point to show the usability and scalability of H-TDMS based on users’
flexibility and creativity is the vehicle cluster analysis, which can be applied
to support risk pre-alarming through outlier detection. The user-interface of H-
TDMS provides entrances for users to access data and call functions to construct
their own applications. We firstly define a feature vector and then apply rules
and precedence to the data to create it. The feature vector is consisted of a
vehicle’s activity of daily period (ADP) and activity of specified hours (ASH),
which represent the temporal features of the vehicle. Then a k-means clustering
algorithm is applied to classify 1 million vehicles’ feature vectors. The result is
shown in Fig. 7 (b). It is convenient for users to construct, run and tune their
own applications through the web-based user-interface of H-TDMS.

5 Conclusion

Big data has brought great opportunities for resolving transportation problems.
In this paper, we provide H-TDMS for traffic big data management based on
cloud computing. Our evaluation shows that H-TDMS achieves considerable per-
formance in data integration, search query, data analysis, and provides usability
and scalability for users to combine their flexibility and creativity. In our future
work, we plan to develop more customized mining services and encapsulate more
open interfaces to support more application functionalities.
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Abstract. With the development of the general computing ability of
GPU, more and more algorithms are being run on GPU, to enjoy much
higher speed. In this paper, we propose an approach that uniformly accel-
erate Gibbs Sampling for LDA (Latent Dirichlet Allocation) algorithm on
GPU, which makes the data load to the cores of GPU evenly to avoid the
idle waiting for GPU, and improves the utilization of GPU. We use three
text mining datasets to test the algorithm. Experiments show that our
parallel methods can achieve about 30x speedup over sequential training
methods with similar prediction precision. Furthermore, the idea that
uniformly partitioning the data bases on GPU can also be applied to
other machine learning algorithms.

Keywords: CUDA · Parallel LDA · Topic model · Data partition ·
Machine learning

1 Introduction

With the development of social networks, huge amount of text messages are pro-
duced every day. Text mining algorithms can extract and analyze useful infor-
mation from a large collection of texts. Among them, LDA (Latent Dirichlet
Allocation) algorithm based on Gibbs sampling [3] is a mature topic cluster-
ing algorithm. Gibbs sampling is a Markov-chain Monte Carlo method to per-
form inference. We simply call LDA algorithm based on Gibbs sampling as LDA
algorithm in this paper. LDA algorithm can accurately extract the text theme
and latent semantic [12,18], and it has been widely used in the field of micro
blog recommendation, news search, semantic analysis, etc. However, due to the
increasing amount of data on the Internet, running it on a CPU is usually time-
consuming. Thus how to accelerate the LDA algorithm efficiently has become a
hot topic.
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LDA does not take the order of words and documents into account, so it
can be parallelized on multiple platforms. There are two common ways to do
it: parallelize LDA algorithm based on distributed platform or based on shared
memory multi-core platform. In the first scenario, with the increase of node
number, the communication cost is also increased [22], which has a bad effect on
performance. Also, the amount of work on a single node in a distributed cluster
is still large. The problems of node communication and computation of the loose
coupled line are solved by tightly coupled shared memory platform. However, the
traditional data partition according to documents leads to severe load imbalance
on different cores. Thus, all the cores have to carry out data synchronization
after each iteration (all have to wait for the core with largest amount of data),
which lead to a lot of idle waiting or even stagnation. In addition, LDA parallel
sampling will cause data writing and reading conflict on tightly coupled shared
memory platform. Therefore, how to make full use of multi-cores computing
power and avoid large idle waiting time is also a big problem.

With the development of hardware architecture, GPU (Graphics Processing
Unit) [1] has super computing power with multi-cores and high memory band-
width. Every core has equal computing power and memory bandwidth, and all
cores share one global memory in GPU [23]. NVIDIA Kepler [1] compute archi-
tecture of GPU has a high performance on parallel computing. Also, through-
put of global memory atomic operations on Kepler is substantially improved.
We use CUDA (Compute Unified Device Architecture) programming model for
GPU parallel computing. CUDA is designed by NVIDIA, and provides a good
programming framework for accelerating the LDA topic clustering algorithm.

In this paper, we propose a new parallel LDA model based on the GPU
architecture. This model is able to partition the data uniformly to different
threads, and thus can avoid idle waiting and improve the utilization of the GPU
cores. We propose a double data rotation method with atomic operation to
solve data reading and writing conflicts, which improves the performance. We
use different datasets to test the performance of this model, and prove that this
model can achieve the same prediction accuracy as their sequential method on
CPU.

The rest of the paper is organized as follows. Related works are introduced
in Sect. 2. Section 3 present the basic introduction to LDA model using Gibbs
sampling. In Sect. 4, we introduce our new parallel model based on GPU. In
Sect. 5, we used different datasets to test the speedup and perplexity of the new
algorithm. We conclude this paper in Sect. 6.

2 Related Work

The parallel methods of LDA algorithm fall in two main categories: (1) LDA
parallel algorithm based on loosely coupled distributed platform [13,19]. (2) LDA
parallel algorithm based on tightly coupled shared memory platform [9,12]. The
main loosely coupled distributed parallel LDA algorithm is as follows. Newman
et al. [16] proposed to Approximate Distributed LDA algorithm (AD-LDA).
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Asynchronous Distributed LDA model (AS-LDA) proposed by Asuncion et al.
[17]. AD-LDA algorithm was improved with Message Passing Interface (MPI)
and MapReduce by Chen et al. [5]. There are also some tightly shared memory
parallel LDA algorithms. Yan et al. [21] introduced a parallel model of Gibbs
sample inference for LDA on GPU, Masada T et al. [14] introduced a parallel
model of Collapsed Variational Bayesian (CVB) inference for LDA on GPU.

Parallel LDA algorithm based on loosely distributed platform partitions the
documents to different nodes. Each sampling consists of two parts: (1) every
node in distributed form samples its own data; (2) Communication between dif-
ferent nodes, so that the data of each node can be updated. With the number of
nodes increasing, communication costs between different nodes will also gradu-
ally increase [13,16,17,19]. In addition, the calculation ability of one single node
is still large. These two aspects will affect acceleration performance seriously.
Parallel LDA algorithm based on tightly coupled shared memory platform can
solve the communication problem in distributed platform. Yan et al. [21] pro-
posed a data partition scheme running on GPU where documents and words are
both divided into P disjoint subsets, and loading to P threads. To avoid access
conflict in parameter matrices, the input document-word matrix is partitioned
into independent data blocks with non-overlapping rows and columns. A pre-
processing algorithm is used to balance the number of words in data blocks so
that different threads can scan with no-conflict in blocks and do a synchroniza-
tion step. However, the number of words in one document may be several times
of another document and there may be uneven distribution of different words in
one document. Therefore, it is difficult for absolute data block balancing, and
faster threads need to wait for the slowest one, which causes longer locking time
or even stagnation. The preprocessing algorithm running on GPU adds some
extra time. In this paper, we propose a new partition scheme that data can be
truly and evenly loaded to the threads of GPU’s kernel. Moreover, We propose
a double data rotation method with atomic operation to solve data reading and
writing conflicts.

3 LDA Algorithm Based on Gibbs Sampling

We briefly review the LDA model based on Gibbs sampling now. LDA [4] is
an unsupervised classification algorithm, which can be used to identify the hid-
den topic information of large-scale document sets. It uses the bag of words
method, taking each document as a vector of word frequency, and converting
text information to numerical vectors which are easier to be modeled. Docu-
ment j of D documents is a multinomial distribution denoted by θ as a mixture
over T latent topics, and each topic k is a multinomial distribution with a word
vocabulary having W distinct words, denoted by ϕ. Both θ and ϕ have Dirichlet
prior distribution [4] respectively with super parameters α and β, the formula is
denoted as:

θk|j ∼ Dirichlet[α], ϕw|k ∼ Dirichlet[β] (1)
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Fig. 1. LDA topic generation model diagram

Gibbs sampling process is to produce every word of documents with prior
distribution θ and ϕ. This generation process can be represented by Fig. 1.

As is shown in Fig. 1, the document set D is a collection of T topics. Each
document represents a probability distribution over the topics, and each topic
represents a probability distribution over the words. So the probability of the
document j on topic k is θjk. When word xij is assigned to topic zij , the prob-
ability of the word w on topic zij can be denoted as ϕzijw. When sampling the
word wij (the ith word in document j) in LDA, the current topic zij of word
wij is sampled by the conditional probability formula:

P (zij = k | z¬ij , x, α, β) ∝
n¬ij
xijk

+ β

n¬ij
k + Wβ

(n¬ij
j k + α) (2)

In formula (2), nxijk denotes the number of ith word in document j assigned
to the topic k, njk denotes the number of words in document j assigned to topic
k, and n¬ij

k =
∑

w n¬ij
kw . Superscript ¬ij means the variable is calculated as if

word xij is removed from the training data. Paramter W Parameter.
The precess of LDA algorithm is described as follows:

Step 1: For each document and each word in the document, assign a topic
randomly.

Step 2: According to Formula (2), sample the words of the documents.
Step 3: Repeat step 2, until the subject distribution convergences.

It is assumed that the algorithm get converge after n iterations, in each
iteration it needs to sample N words in documents D, and each time of sampling
should traverse T topics, so the time complexity of the algorithm is close to
O(n×N ×T ). When the dataset is large, the corresponding N and T is relatively
large, so the total time complexity is relatively large, therefore parallel algorithm
is needed.
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4 Parallel LDA Training on GPU

4.1 Data Partition

In LDA algorithm, we need not consider the order of documents in a dataset
and the order of words in a document. This provides a good theoretical basis
to parallelize LDA algorithm. The common data partition scheme is to divide
the documents into a number of partitions, and distributing the partitions to
different nodes or cores, then all the nodes or cores update their data after syn-
chronization and communication. However, as mentioned in Sect. 2, the number
of words in one document may be several times of another document. For syn-
chronization, we must wait for the node or core which has the documents with
the most number of words. On GPU architecture, we also face this problem of
load imbalance. Therefore, we propose a partition scheme that distribute the
data evenly on the threads.

Our data partition scheme is motivated by the following observation: When
we sample the documents dataset, we are sampling the words in it, since a
document is a vector of words frequency in LDA. So we just put the words in
different documents into the same dataset. In each iteration, we just count the
number of words of the dataset, denoted as N , and distribute them over K
threads. We do not consider the document subscript of the word, so each thread
loads N/K words. In CUDA, a kernel can be executed by multiple equally-
shaped blocks, and every block has its blockId; one block can have many threads,
and every thread has its threadId [10,11]. the number K of total threads in
kernel is calculated by blockDim × gridDim. We count the thread’s id with
blockIdx.x × blockDim + threadIdx.x, every thread loads N/K words ranging
form id × N/K to (id + 1) ∗ N/K.

Actually the data partition scheme may cause a problem that the words from
one document may be distributed to different threads. So when different threads
sample the data on GPU in parallel, it may cause writing conflict. Multiple
threads may access the same value of document-topic matrix Ndk at the same
time when they occasionally process the words of one document simultaneously.
We call this document-topic conflict. Besides document-topic conflict, multiple
threads may access the same value of the word-topic matrix Nwk or topic vector
Zk at the same time. When they occasionally process the same word or the
same topic simultaneously, we call it word-topic conflict and topic-vector conflict
respectively. This issue may lead to wrong inference results and operation failure.
In this paper, we use atomic operation to solve this problem, and more details
will be described in the next section.

4.2 GLDA Algorithm

In the processing of the LDA algorithm, the most time consuming part is Gibbs
sampling, so the main goal of parallelizing LDA algorithm is to parallelize Gibbs
sampling. On GPU, the words in the document set D are equally divided into
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S part, with each part denoted as V1, V2, ..., VS . Each thread processes approxi-
mately N/S words. In Gibbs sampling on GPU, the topic matrix of words Nwk,
the topic matrix of documents Ndk, topic capacity matrix Zk (the number of
words assigned to topic k), are all stored in the global memory of one GPU.
Since data are divided evenly, the matrix Nwk, Ndk, Zk may all encounter read-
ing conflict and writing conflict. Writing conflict has been illustrated in Sect. 4.1.
When we use atomic operation to sample Nwk, Ndk, Zk, it means this operation
is performed without interference from other threads, when we used the atomic
operation to write other threads could not read from it, we call it reading conflict.
So we adopt double data rotation strategy to reduce the waiting time. We adopt
double data rotation strategy to solve reading conflict problem. Each of these
three matrices has a “reading copy” N”

dk, N
”
wk, Z

”
k respectively in each iteration.

The data of each thread s is sampled from:

P (Zijs = k | z”ij , x, α, β) ∝
n”ij
xijk

+ β

n”ij
k + Wβ

(n”ij
j k + α) (3)

where superscript ”ij denotes the variable word xij is from the reading copy
matrix. Since the data in the “reading copy” are from the last iteration, they
are not affected by the updating operation of the threads, therefore we can ensure
that all the threads are seeing consistent values of the 3 matrices. When writing
the sampling result to the matrices in each thread, we use atomic operation to
avoid writing conflict. Atomic operation is completed by hardware in only a few
clock cycles, and therefore very efficient. The overhead is almost neglectable on
NVIDIA Kepler [1] compute architecture of GPU. Each time the Gibbs sample
is completed, the reading matrix is updated by the result of the sampling with
threads and the process is very fast. The pseudo code of this algorithm is shown
in Algorithm 1.

Algorithm 1. Parallel Gibbs Sampling
Input: Document data collection
Count words number of dataset: N
Equally divide the words into S part:V1, V2, ..., VS

Initialized the matrix Ndk, Nwk, Zij for writing.
Initialized the matrix N”

dk, N
”
wk, Z

”
ij for reading.

repeat
for each Processor s in parallel with data Vs do

for each Word in Vs do
read from matrix N”

dk, N
”
wk, Z

”
ij

atomic sample writing matrix Ndk, Nwk, Zij according to Formula (3)
end for

end for
Synchronization step for Ndk, Nwk, Zij

Update N”
dk ← Ndk, N

”
wk ← Nwk, Z

”
ij ← Zij

until convergence
Output: Ndk, Nwk, Zij .
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In the pseudo code, we divide the words into S disjoint subsets according
to the number of words, and distribute them to S threads. In each iteration, S
threads parallelly read data from matrix N”

dk, N
”
wk, Z

”
ij and sample the results

into Ndk, Nwk, Zij with atomic operation, and then we update N”
dk, N

”
wk, Z

”
ij

with Ndk, Nwk, Zij . Finally the results is convergent.

5 Experiments

5.1 Experimental Environment

Hardware Environment. We used a machine with an Inter(R) Core(TM) i7-2600
CPU with frequency of 3.40 GHz. The host memory size is 6 GB. Our GPU is an
NVIDIA Tesla K40, which has 2880 cores and each core at 745 MHz. The K40
GPU has 12 GB global memory, and the memory bandwidth is 288 GB/s.
Software Environment. We adopted CUDA toolkit [8] as our GPU development
environment, and CUDA programs run on a Single Program Multiple Threads
(SPMT) fashion [7]. Our program is written in C language, and we used an
NVCC compiler to compile the program. The toolkit and compiler run on Ubuntu
14.04 with 64-bit Linux kernel.

In this paper, we used three common data sets of different sizes to test
the performance of our algorithm. These three data sets are commonly used
in natural language processing. They are KOS data set, RCV1 data set, and
Enron data set. The attribute of the data sets is shown in Table 1. We randomly
extracted 90 % of all word tokens as the training set, and the remaining 10 % of
word tokens are the testing set.

Table 1. Datasets used in the experiments

dataset Number of documents (D) Vocabulary Size (W) Number of word tokens (N)

KOS 3430 6906 467700

RCV1 23149 47151 2798000

Enron 39861 28102 6400000

Tesla K40 adopted the NVIDIA Kepler compute architecture. According to
the number of SM(Streaming Multiprocessor) and SP(Streaming Processor) in
K40 [2,6], we set the thread block number to 192 and thread number in each
block to 256.

For each dataset, we set α = 0.5 and β = 0.01 in all experiments, which
results in good quality in practice. For each dataset, we also tested the impact
of different number of the topics. We set the number of topics K to 20, 40, and
60 in each dataset. In addition, we set the number of iterations L to 100, 150,
200, and 250, in order to test the impact of different iterations.
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5.2 Speedup in Experiments

We compared our parallel method with the serial code on a single core on the
CPU. All CPU implementations are compiled by gcc compiler with -O3 opti-
mization. We did our best to optimize the code of the original C language serial
program, such as using better data layout and reducing redundant computation.
The run time of the final CPU code is almost twice as fast as the initial code.
The parallel and serial experimental results for each data set are shown in Fig. 2.

(a) KOS (b) RCV1 (c) Enron

Fig. 2. Speedup

The results prove that more than 30x speedup is achieved for parallel algo-
rithm with all the three datasets. For example, the running time of RCV1 dataset
(K = 40, L = 200) in serial is 379.76 s, while our parallel algorithm on GPU only
takes 11.48 s. As is shown in the experimental results, our method on the KOS
dataset can achieve almost 38x speedup under different topic numbers and dif-
ferent iterations, on the RCV1 data set can achieve almost 35x speedup, and on
the Enron data set can achieve almost 30x speedup. We can see that the larger
the data set, the lower the speedup. Our analysis is that when we use GPU
to deal with the data set, we must first copy the data set from host memory
to the global memory in GPU. Then, after running the algorithm in GPU, we
copy the result from the global memory to host memory. The data transmission
between the CPU-GPU heterogeneous system is through the PCIe bus, whose
bandwidth can only reach 5–6 G/s. The time of data copy is proportional to the
size of data set. Thus we can infer that the copy time of a bigger data set is
longer, so the speedup is a little smaller. However, the time of data transmission
only accounts for a small part of the total running time when the amount of
data is large enough. As shown in the Fig. 2, with more iterations, the propor-
tion of data transmission decreases, so the speedup increases. In summary, our
algorithm can achieve a high performance from different data sets we tested, and
at least 25x speedup can be achieved.

5.3 Perplexity in Experiments

We measure the performance of the parallel algorithms using test set perplexity
[15,20]. Perplexity is usually used to measure the quality of the data mining model.
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The smaller the perplexity finally converges to, the better the quality of the model
is.Test setperplexity isdefinedas exp (− 1

Ntest log p(Xtest) [20].ForLDAalgorithm
model, we compute the likelihood p(Xtest) by averaging M = 10 samples at the
end of 250 iterations from different chains. The log likelihood log p(Xtest) is defined
as:

log p(Xtest) =
∑

j,w

log
1
M

∑

M

∑

k

θSk|jϕ
S
w|k, (4)

where

θSk|j =
α + nS

k|j
Kα + nS

j

, ϕS
w|k =

β + nS
w|k

Wβ + nS
k

. (5)

Each data set is split into a training set and a test set. When running the
test set after each iteration, we copy the current sample results from the global
memory in GPU to the host memory, and then calculate the perplexity value
according to Formula (2) in each iteration. The perplexity results of the three
data sets is shown in Fig. 3.

(a) KOS (b) RCV1 (c) Enron

Fig. 3. Perplexity

For each data set, we computed the perplexity value of different number of
topics (K = 20, 40, 60), and in each test we set the iterations to 250. We observe
that the perplexity values of KOS generally converge to 1300 by 100 iterations,
the perplexity values of RCV1 generally converge to 1200 by 50 iterations, and
the perplexity of Enron generally converge to 2500 by 100 iterations. On the
one hand, the perplexity values of the three data set are all convergent, and for
each data set, the value the perplexity converges to with different topic numbers
is not of much difference. On the other hand, the convergent speed of different
data set is approximately the same, but the convergent value is different. That
is mainly because that different data sets have distinctive internal structures.

In conclusion, we calculated the perplexity value with different data sets and
different topic numbers in our parallel algorithm, and the perplexity values in
our experiment are convergent and reasonable, which verified the correctness and
accuracy of our algorithm. We also compared the perplexity values of our parallel
method with that of the serial method under the same parameter conditions, and
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the results of serial algorithm are basically the same. We did not show the serial
perplexity results in the figures, because their images are overlapped.

6 Conclusions

LDA algorithm is commonly used in the field of text mining with high time com-
plexity. In this paper we simply introduced the background of the GPU structure
and the CUDA Programming Model, and then simply reviewed the LDA algo-
rithm, and finally we proposed a new parallel LDA algorithm of partition data
uniformly. We used different data sets to test the speedup and perplexity of this
new algorithm and achieved good result. There are two main contributions of our
new algorithm: (1) a new data partition scheme which can load the data evenly
on each thread, and (2) a new way to solve the reading and writing conflict in
GPU.

In the future, we can use multiple GPUs to parallelize the LDA algorithm,
and further improve the data copy strategy of CPU-GPU heterogeneous to
reduce the time of data transmission in the heterogeneous system as far as pos-
sible.
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Abstract. Stencil computations are a class of computational kernels
which update array elements according to some stencil patterns, and they
have drawn more attentions recently. The Intel Xeon Phi coprocessor,
which is designed for high performance computing, has not been fully
evaluated for stencil computations. In this paper, we present a series of
optimizations to accelerate the 3-D 7-point stencil code on Intel Xeon
Phi coprocessor. We focus on how to exploit the performance potential
of many cores and wide-vector unit in each core. In order to exploit data
locality, we use loop tiling and we propose a method for calculating the
block size while tiling. The achieved performance brings a speedup of
211.6 in comparison with the serial code.

Keywords: Stencil computation · Intel� Xeon PhiTM coprocessor ·
Vectorization · Loop tiling

1 Introduction

Stencil computations [1,2] are an important class of code, and they are commonly
found in a variety of applications. Stencil computations described a structured
grid of points in N dimensions. The fixed set of neighboring points whose values
are required to calculate the new value of one point is usually called a stencil.
The stencil [3] defines how the value of a point should be computed from the
values of itself and its neighbors.

Intel Xeon Phi Coprocessor [4] is the very first product of the Intel Many
Integrated Core (MIC) architecture [5]. Intel Xeon Phi coprocessor offers more
than 50 cores and more than 200 hardware threads, and each core contains a
512-bit vector unit (SIMD). It can deliver peak performance of 1 teraFLOP/s
for double precision floating point calculations. Intel Xeon Phi coprocessors were
already deployed in the fastest supercomputer Tianhe-2 [7]. Programming for the
Intel Xeon Phi coprocessors is mostly like programming for a shared memory
multi-processing system. But, when transplant stencil code to Intel Xeon Phi,
lots of performance tuning is still inevitable. In this paper, we evaluate the per-
formance of a 3-D 7-point stencil computation on Intel Xeon Phi coprocessors
c© Springer Science+Business Media Singapore 2016
J. Wu and L. Li (Eds.): ACA 2016, CCIS 626, pp. 108–117, 2016.
DOI: 10.1007/978-981-10-2209-8 10



High Performance Stencil Computations for Intel� Xeon PhiTM Coprocessor 109

with a serious of optimizations. In summary, our work makes the following con-
tributions:

1. Multi-level parallelism (multi-threading for outermost loop and vectorization
for the innermost loop) is leveraged to make use of the massively parallel
processing power of Intel Xeon Phi.

2. In order to exploit data locality, loop tiling is used for further optimization.
And a tile size calculation suitable for Intel Xeon Phi is also devised.

The rest of this paper is organized as follows. Section 2 analyzes the tar-
get stencils. Section 3 presents an overview of the Intel Xeon Phi architecture.
Section 4 describes various performance optimization techniques we applied.
Section 5 gives the performance evaluation. Section 6 introduces some related
works. In Sect. 7, a summary of our work and some directions for future work
are presented.

1 for (t = 0; t < niter; t++) {

2 for (z = 0; z < nz; z++) {

3 for (y = 0; y < ny; y++) {

4 for (x = 0; x < nx; x++) {

5 cur[z,y,x] = cc*old[z,y,x] + cw*old[z,y,x-1] + ce*old[z,y,x+1]+

+]x,y,1-z[dlo*bc+]x,1+y,z[dlo*sc+]x,1-y,z[dlo*nc6

;]x,y,1+z[dlo*tc7

8 } } }

9 swap (cur, old) ;

10 }

Fig. 1. 3-D 7-point stencil code

2 Target Stencils

As Fig. 1 shows, We choose 3-D 7-point stencil code as the target because it’s typ-
ical stencil code with medium complexity. The old[] array contains the current
volume data and the cur[] array is used to store the results of the current time
step iteration. The outermost loop is the number of time steps requested and the
inner triple loops (lines 2–8) applies the stencil calculations to each dimension
using the previous value of the target point and six nearest neighboring points.
After being processed for current time step, the two array pointers are swapped
(line 9). Besides, the data type of all arrays is double-precision floating-point,
and the weights should satisfy the Eq. 1.

cc + cw + ce + cn + cs + cb + ct = 1 (1)

From the stencil code shown in Fig. 1, it is obvious that there is no data
dependence for each iteration of time step, so the outmost loop can be paral-
lelized. And there is no data dependence in the innermost loop, so the innermost
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loop can be vectorized. Besides, each update of a signal point requires 13 double-
precision float-point operations, so (nx × ny × nz) × 13 × count operations are
performed in all. Meanwhile, (nx× ny× nz)× sizeof(double)× 3× count bytes
data is loaded or stored. Hence, the compute/fetch ratio is calculated as Eq. 2.
The ratio clearly indicates that the stencil code is memory-intensive.

(nx× ny × nz) × 13
(nx× ny × nz) × sizeof(double) × 3 × count

= 0.54Flops/B (2)

3 Architecture of the Intel Xeon Phi

The Intel Xeon Phi coprocessor is composed of a silicon chip (containing the
cores, caches and memory controllers), GDDR5 memory chips, flash mem-
ory, system management controller, miscellaneous electronics and connectors
to attach into a computer system. The x86-based cores, the memory controllers,
and the PCI Express system I/O logic are interconnected with a high speed
ring-based bidirectional on-die interconnect. Figure 2 illustrates the architec-
ture of Intel Xeon Phi [6]. Each core supports SIMD, and the vector processing
unit (VPU) executes the newly introduced Intel Initial Many Core Instructions
(IMCI) with 512-bit vector length. And each core also supports four hardware
threads. Each core has 32 KB private L1 instruction cache, 32 KB private L1 data
cache and 512 KB shared L2 cache. The L2 caches are fully coherent and they
can supply data to each other on-die. The memory subsystem is comprised of
high speed GDDR5 memory. Besides, the Intel Xeon Phi coprocessor runs Linux
operating system (OS) that is a minimal and embedded Linux environment with
the Linux Standard Base core libraries.

Fig. 2. Architecture of Intel� Xeon PhiTM coprocessor

Intel Xeon Phi coprocessor supports three working modes, including native,
offload and symmetric. In the native mode, it runs as a share-memory many-core
processor. In the offload mode, it acts as a coprocessor. In the symmetric mode,
it behaves just like an equivalent node with the general purpose host processor.
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4 Performance Optimizations

As an x86-based SMP-on-a-chip, we can still use the code shown in Fig. 1 with-
out any modification, and put it as the baseline for subsequent performance
optimizations and evaluations.

4.1 Parallelization and Vectorization

As a share-memory many-core processor, parallelizing the code to execute on all
cores is the first challenge. Fortunately, the simple and powerful OpenMP [8],
which is the prevalent standard API for shared memory multiprocessing, brings
us convenience. As the analysis shown in Sect. 2, each iteration of the time steps
of the 3-D 7-point stencil code can be parallelized. Then an OpenMP parallel
for loop pragma can be added before the z loop. Line 2 of the code shown in
Fig. 3 displays the method of parallelization. THNUM parameter is used to specify
the number of thread in parallelization.

1 for (t = 0; t < niter; t++) {

2 #pragma omp parallel for num_threads(THNUM) private(x,y)

3 for (z = 0; z < nz; z++) {

4 for (y = 0; y < ny; y++) {

5 #pragma simd

6 #pragma vector nontemporal

7 for (x = 0; x < nx; x++) {

8 boundary processing and indices linearizing

9 cur[c] = cc*old[c] + cw*old[w] + ce*old[e] +

;]t[dlo*tc+]b[dlo*bc+]n[dlo*nc+]s[dlo*sc01

11 } } }

12 swap (cur, old) ;

13 }

Fig. 3. 3-D 7-point stencil code with parallelizing optimizations

Each core in Intel Xeon Phi coprocessor has a 512-bit VPU and its crucial to
effectively utilize it for achieving high performance. Because there is no depen-
dency in the innermost loop, SIMD directives that force the compiler to vectorize
the iterations in the innermost loop (line 5 in Fig. 3). However, alignment of the
store addresses is required. When the length of the array is not the multiples of
64, the malloc() are replaced with mm malloc() with a second parameter of
64 specifying the byte alignment of the arrays.

4.2 Loop Tiling for Data Locality

Another important optimization is to exploit data locality for L2 cache. We
applied multi-level loop tiling [9] to exploit data locality. In this scheme, a signal
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sweep of the grid is partitioned into cubic blocks. Within a single iteration of the
time-step loop t, it partitions the 3-D domain of size (nx×ny×nz) into blocks
of size (tx × ty × tz), so that grid points which are close in space are grouped
to be modified together. Each grid point in every block can remain in cache to
compute new values of points without fetching from memory. And the size of
the block should satisfy the Eq. 3.

(tx× ty × tz) × sizeof(DType) × Tp ×Nm < Scache (3)

Where DType represents the data type, Tp is the number of thread in each core,
Nm is the amount of array read from memory, and Scache represents the capacity
of cache. For example, the capacity of L2 cache in each core of Intel Xeon Phi
coprocessor is 512 KB. While running two threads on a core with streaming store,
the number of double-precision floating-point grid point in each block is 32 K at
most. Leopol [10] have found that when the 3-D domain of size N3 is tiled to
achieve higher performance, the suggested size of blocks is (N × s × (s × L

2 )).
Where L is the size of cache line (64 B), and s is the only parameter calculated
to satisfy the target platform. Keeping the x not to be partitioned can achieve
preferable vectorization of the inner loop. Corresponding to the Eq. 3, Eq. 4 can
be achieved.

(N × s× (s× L

2
)) × Tp ×Nm < Scache (4)

Figure 4 illustrates the result of applying conventional loop tiling to improve
cache reuse of the 3-D 7-point stencil code shown in Fig. 1, where the partitioned
blocks with a single sweep of the grid are assigned to different threads to be
evaluated simultaneously.

1 for (t = 0; t < niter; t++) {

2 #pragma omp parallel for num_threads(THNUM) private(xx, yy, x, y, z)

3

4 for (yy = 0; yy < ny; yy+=ty) {

5 for (zz = 0; zz < nz; zz+=tz) {

6 for (xx = 0; xx < nx; xx+=tx {

7 for (z = zz; z < zz+tz; z++) {

8 for (y = yy; y < yy+ty; y++) {

9 #pragma simd

10 #pragma vector nontemporal

{)++x;xt+xx<x;xx=x(rof11

gniziraenilsecidnidnagnissecorpyradnuob//21

+]e[dlo*ec+]w[dlo*wc+]c[dlo*cc=]c[ruc31

;]t[dlo*tc+]b[dlo*bc+]n[dlo*nc+]s[dlo*sc41

15 } } } } } }

16 swap (cur, old) ;

17 }

Fig. 4. 3-D 7-point stencil code with loop tiling
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5 Performance Evaluation and Analysis

5.1 Hardware and Software Configuration

To evaluate the effectiveness of the optimization methods presented in this paper,
we measure performance of the 3-D 7-point stencil code on two kinds of plat-
forms: Intel Xeon Phi coprocessor and Intel Xeon processor. The basic specifi-
cations of the platforms are listed in Table 1.

Table 1. The specifications of experiment platform

Intel Xeon E5-2670 Intel Xeon Phi 31S1P

(Sandy bridge) coprocessor (Knights corner)

Cores 16 (8 × 2) 57

Logical core count 32 (16 × 2) 228 (57 × 4)

SIMD width(64-bit) 2(SSE), 4(AVX) 8 (IMCI)

Clock frequency 2.6 GHz 1.1 GHz

Memory size/type 128 GB/DDR3 8 GB/GDDR5

Peak DP/SP FLOPs 345.6/691.2 GFLOP/s 1.065/2.130 TFLOP/s

Peak memory bandwidth 85.3 GB/s 320 G/s

Cache 32 KB L1-D 32 KB L1-I,
256KB L2, 20 MB L3

32 KB L1-D, 32KB L1-I,
512 KB/Core L2

Host OS Linux Redhat 4.4.5-6

Compiler Intel Compiler Version 15.0.0

5.2 Performance Results

For performance evaluation, we define the N as 512, and the performance of the
stencil code in Fig. 1 is used as the baseline. About the size of tiling, Eqs. 3 and
4 have shown the method of calculation. For the evaluation on Intel Xeon Phi
31S1P, s is 4 while running two threads for a core.

Figure 5 shows the run time and speedup of 3-D 7-point stencil code achieved
with different optimization techniques. We can find that significant improve-
ments in performance over the baseline are achieved for Intel Xeon Phi after
applying the optimizations we devised. With the basic optimizations, 3-D 7-
point stencil code achieves performance speedup of 160.51. The loop tiling gives
another 32 % improvement over the basic optimization. That is about 212 times
improvement from the original single-threaded baseline. Besides, we can find
that the parallel code with SIMD achieves much higher performance than the
code without SIMD optimization.
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Fig. 5. Performance of the baseline and the optimized code on Intel� Xeon PhiTM

31S1P

Fig. 6. Performance of stencil code on Intel� Xeon PhiTM 31S1P with different core
counts

5.3 Scalability

In order to investigate the effectiveness of our parallel strategy, we evaluate
the performance of our stencil code with incrementally increasing the number
of logical threads from 1 to 224. When the size of 3-D domain is 5123, the
performance of stencil code with different count of threads is shown in Fig. 6. The
relative speedup is compared with serial code. We can see that the performance of
stencil computations increases proportionally with the number of threads. Three
threads per core provide the best performance, and it achieves the speedup of
90.66. When the number of thread is 228, the performance decreased. The main
reason might be that more context switch of threads involves more overhead.
However, the speedup of the optimized kernel demonstrates good scalability of
parallelization.

5.4 Overall Performance Comparison

Using the stencil code in Fig. 5, the performance comparisons between Intel Xeon
Phi coprocessor and Intel Xeon processor with different optimization techniques
and thread counts is shown in Fig. 7. In Fig. 7(a), ‘base’ means the performance
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of the serial code; ‘openmp’ means using OpenMP for task parallelism; ‘simd’
means using vectorization for data parallelism; ‘tiling’ means using loop tiling
to improve data locality. The number on top of each bar represents the speedup
of performance improvement achieved compared to the corresponding optimiza-
tion of Xeon processor. We find our optimization strategies achieve better per-
formance on both Xeon processor and Xeon Phi coprocessor. Although Xeon
achieves a higher performance of base stencil code than Xeon Phi, the perfor-
mance of Xeon processor is 1.292 times and 4.210 times lower than Xeon phi
coprocessor for parallelization and vectorization. The main reason is that Xeon
processor has a higher clock frequency, and Xeon Phi coprocessor has wider vec-
tor processing unit and more cores. Figure 7(b) shows the performance of stencil
code over increasing numbers of cores on Xeon and Xeon Phi. Except for the
increasing performance with more parallelism, the main difference is the flat-
tening of performance on Xeon after initial scaling due to the memory-bound
nature of the problem. Based on these results, in terms of performance for our
stencil code, we conclude that one Xeon Phi card is 5.1 times faster than one
Xeon processor.

(a) Performance with Different Optimizations (b) Performance with Different Thread Counts

Fig. 7. Performance comparisons between Xeon and Xeon Phi

6 Related Work

As a class of popular iterative kernels in scientific and engineering computation,
stencil computations have received considerable attention. Since 2014, Interna-
tional Workshop on High-Performance Stencil Computations (HiStencils) [1] is
convened each year. HiStencils focuses on the optimizations of stencil computa-
tions involving all fields. The target platforms have been changed from the tra-
ditional single core CPU to symmetric multiprocessing on-a-chip, even to some
kinds of accelerators, such as NVIDIA GPU [11,12]. Rahman [14] et al. mod-
eled the relationship between performance improvements achieved by different
optimizations and their efficiency of utilizing various hardware components on
multi-core architectures, which can be used to effectively guide the optimization
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of different stencil kernels. Schäfer A and Fey D [11] chose the Jacobi method to
evaluate a set of algorithms on NVIDIA GPGPU. Maruyama N. and Aoki T. [12]
evaluated the performance of 3-D 7-point stencil on NVIDIA Fermi GPU with
a series of memory access optimizations, such as spatial blocking and Temporal
Blocking. Also, there were lots of work about optimizing application kernels on
Intel MIC. Yang You et al. [13] accelerated the wave propagation forward mod-
eling on the CPU, GPU, and MIC with various optimizations. Qinglin Wang [15]
and Xiantao Cui accelerated a kind of parallel algorithm on Intel MIC respec-
tively, and achieved a considerable speedup compared with Intel Xeon CPU. Gao
T. et al. [16] evaluated the performance of the graph search algorithm on MIC.

But for Intel Xeon Phi, few optimization work for stencil computation has
been published yet. Furthermore, GPU and Xeon Phi are quite different on
architecture and programming, the optimization method for GPU can not be
transplanted to Xeon Phi directly.

7 Conclusions and Future Work

In this paper, a series of optimization techniques were devised for 3-D 7-point
stencil code on Intel Xeon Phi coprocessor, including multi-threading, vectoriza-
tion and data locality exploitation. Our evaluations show that the vectorization
and loop tiling are essential for the stencil computations to achieve higher per-
formance.

However, the best performance is only 4.8 percent of the peak performance on
the target Xeon Phi. This suggests the performance of the stencil computations
could be further improved, and more optimizations should be explored in the
future. Firstly, the task-level parallelism is limited in the signal iteration of
time step, so that more overhead of OpenMP is existence. Maybe, time skewing
and pipelined parallelization can be considered. Secondly, as a data-intensive
application, data prefetch might be applied to stencil codes for hiding memory
latency.

Acknowledgments. The work described in this paper is partially supported by
the project of National Science Foundation of China under grant No.61170046 and
No.61402495.
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Abstract. Task partitioning is the critical step in the co-design of recon-
figurable embedded system. Particle Swarm Optimization (PSO) has
been used for fast task partitioning. However, PSO has the problems
of local extremum and low precision, leading to the poor partitioning
quality and unsatisfied performance. In this paper, Reverse Learning
Dynamic Radius Particle Swarm Optimization (RLDRPSO) task par-
titioning algorithm was proposed to solve these problems. Firstly, the
fitness function was designed according to the system model. Then,
DRPSO was proposed to extend the solution space and improve the
accuracy. Finally, reverse learning strategy was proposed to degenerate
solution periodically and solve the problem of local extremum. Experi-
mental results show that RLDRPSO increases the partitioning quality
by 20 %–45 % and the average performance of system by 7 %–9 %.

Keywords: Task partitioning · Radius particle swarm optimization ·
Reverse learning

1 Introduction

Task partitioning is the critical step in the co-design of reconfigurable embedded
system, which has a dominant effect on the system performance. It determines
which components of the system are implemented on hardware and which ones
on software [1]. Traditional methods of task partitioning are made by hand. As
the embedded system becomes more and more complex, it is difficult for task par-
titioning in embedded system. Then many researchers put attention on task par-
titioning algorithms, turning to use automatic methods to solve this problem [2].

Task partitioning is a problem of multi-objective optimization. Using Mixed
Integer Linear Programming(MILP) [3] and Dynamic Programming(DP) [4]
could find global optimal solution in theory to achieve the best system per-
formance. However, these methods search for the whole solution space blindly.
Particularly in the case of large-scale amount of tasks, these methods run for a
long time.

Then, many researchers used heuristic methods [5], like Genetic Algo-
rithm(GA) [6], Simulated Annealing(SA) [7], Ant Colony Optimization (ASO) [8]
c© Springer Science+Business Media Singapore 2016
J. Wu and L. Li (Eds.): ACA 2016, CCIS 626, pp. 118–129, 2016.
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and Particle Swarm Optimization(PSO) [9], as the partitioning strategy. PSO in
these heuristic methods has simple parameters, executes rapidly and costs less [9].
So, we choose PSO to solve the problem of task partitioning in this paper.

While, the disadvantages of PSO are the unsatisfied approximate solution and
local extremum. To solve inherent defects of PSO, early literatures proposed the
optimized parameters. In the initial stage of PSO, the convergence is accelerated
by the individual learning factor. In the latter part, the search is performed by
the global learning factor. The improvement of this strategy is not obvious. Yang
[10] proposed CLPSO task partitioning algorithm, which changed the structure
of PSO and led the population to converge on the global optimal solution by
a alterable leader. CLPSO is unreliable for unstable results. Luo [11] proposed
ICPSO task partitioning algorithm, which combines the PSO and immune clone
algorithm to extend the solution space through cloning and mutation. Hu [12]
combined PSO and simulated annealing algorithm, which delays the convergence
to avoid the local extremum. These methods have the problems of premature
and poor accuracy and result in unsatisfied task partitioning quality.

Above all, we propose RLDRPSO task partitioning algorithm to improve the
task partitioning quality system performance. RLDRPSO includes the optimized
parameters, structure and combined algorithm. DRPSO algorithm is used to
search for optimum solution dynamically, which expands the solution space and
improves the accuracy. When judging the results falling into the local extremum,
the algorithm uses reverse learning mechanism to degenerate solution in a certain
extent, so as to overcome the problem of local extremum and search for better
solution on this basis. Experimental results show that the proposed algorithm
can effectively improve the partitioning quality and performance of the system.

This paper is organized as follow. Section 2 introduces the task partitioning
model. In Sect. 3, we propose RLDRPSO task partitioning algorithm. Then the
proposed algorithm is compared with typical algorithms in Sect. 4. The fifth
section points out shortcomings of the proposed algorithm and the direction for
further study.

2 Problem Definition

2.1 System Structure

The general structure of configurable embedded system model is presented in
Fig. 1 [13].

CPU is the processor for software tasks, which contains the local mem-
ory(LM). FPGA or ASIC is the processor for hardware tasks. The communi-
cation among tasks is realized by bus and shared memory. We suppose that
execution time, energy consumption, area of hardware resources and the com-
munication time and energy consumption in CPU or FPGA are known. In this
model, tasks oriented two-way division.
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Fig. 1. Embedded system model [13]

2.2 Generalized Task Partitioning

According to the task granularity, an application needs to be decomposed into
a number of tasks, which is represented by Data Flow Graph(DFG):

G = {V,E} (1)

DFG G is a directed acyclic graph that contains a set of nodes V and edges E.
Each node vi ∈ V represents a task that needs to be performed in processor
cores. Each side eij ∈ E indicates that the data is transferred from vi to the
task vj via the bus. The number of tasks is n. ∀vi, i ∈ [1, n] contains multiple
attributes:

vi = {xi, TSi, THi, ESi, EHi, Ai} (2)

xi is the candidate partitioning location of vi. For the task is divided into two
directions, xi ∈ {0, 1}. xi = 1 means vi performed in the CPU and xi = 0 means
vi performed in the FPGA. TSi, THi are the execution time of vi in CPU or
FPGA respectively. ESi, EHi are the energy consumption of vi in CPU or FPGA
respectively. Ai indicates the hardware area resources needed to perform vi in
FPGA. The hardware area resources usually mean the cost of the system design.

Generally speaking, the goal of task partitioning is to minimize the execution
time and energy consumption of the system under system constraints, so as to
achieve the goal of improving the system performance. For the problem of two-
way partitioning in heterogeneous embedded systems, the target is to solve the
optimal solution X:

X = {x1, x2, ..., xn} (3)

In G, V is divided into {Vs, Vh}. Vs represents a collection of tasks performed
in CPU, and Vh represents a collection of tasks performed in FPGA or ASIC,
Vs ∪ Vh = V and Vs ∩ Vh = ∅. In the co-design of embedded system, the hard-
ware area resource is limited. For the generalized task partitioning, the principle
is to make full use of limited area resource and at the same time minimize the exe-
cution time and energy consumption. Therefore, in this paper we will not focus
on tasks sensitive to time and energy, but discuss the limited area resource under
this generalized principles. At the same time, the communication time and energy
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consumption between each task are ignored in the bus structure. The objective
function to describe the task partitioning problem is in formula (4):

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

min
[

n∑
i=1

THi · xi +
n∑

i=1

TSi · (1 − xi)
]

min
[

n∑
i=1

EHi · xi +
n∑

i=1

ESi · (1 − xi)
]

n∑
i=1

Ai · xi < Amax

(4)

T (x),E(x),A(x) respectively represent the time, energy consumption and
area overhead of a particular application. Amax is the largest area on the FPGA
for performing tasks.

2.3 PSO Task Partitioning Algorithm

In the classical PSO task partitioning algorithm, each particle represents a
candidate partition solution. PSO randomly generated m candidate partition
solutions, X1,X2, ...,Xm. Number of tasks is n. Xi = {xi1, xi2, ..., xid, ..., xin}
is n-dimensional vector in Euclidean space Rn and xid is the dth element.
PSO updates partitioning solutions by iteration. The number of iterations is
K ∈ N∗. The current iteration number is k ∈ [1,K]. Each xid corresponds to an
updating rate of vid. Updating speed vector is Vi = {vi1, vi2, ..., vid, ..., vin},
meaning the updating speed of candidate partition solution, which should
be controlled within a certain range |vid|<vmax d. Velocity threshold vector is
Vmax = {vmax 1, ..., vmax d, ..., vmaxn}. PSO uses the fitness function f(X) to eval-
uate the candidate partitioning solution, so as to find the optimal partitioning
solution. f(X) is determined by the target of the system, as shown in formula (4).
It is used to measure the degree of the candidate solution to adapt to the system
constraints. X∗

1 ,X∗
2 , ...,X∗

n are the optimal partition solutions in the updating
processes of Xi. X∗

g =
{
X∗

g1,X
∗
g2, ...,X

∗
gn

}
is the optimal partition solution in

X∗
1 ,X∗

2 , ...,X∗
n. In each iteration, the candidate partition solution is guided by

X∗
i and X∗

g . In the kth generation, xid and vid correspond to xk
id and vk

id. The
updating formula is as follow:

{
vk+1
id = ω · vk

id + c1r1(X∗
id − xk

id) + c2r2(X∗
gd − xk

id)
xk+1
id = xk

id + vk+1
id

(5)

The updating formula of PSO task partitioning algorithm is composed of
three parts. The first part is the inertia part, ω is the inertia factor, which is
used to measure the effect of the current updating rate. The second part is the
part of self-cognition, which reflects the memory of the particle’s own historical
experience. The third part is the social cognitive part, which reflects the historical
experience of the cooperation and knowledge sharing among the particles. c1 and
c2 are learning factors, which respectively indicate the effect of the individual
optimal solution and the global optimal solution on the direction of population
updating. r1 and r2 are random number between [0,1].
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3 RLDRPSO Task Partitioning Algorithm

In RLDRPSO task partitioning algorithm, we first design learning factors and
the fitness function. With the idea of “divide and conquer”, DRPSO selects
regional optimal value and global optimal solution from the regional optimal
solution. In the latter part of the algorithm, if the candidate partitioning solu-
tion falls into local optimal solution, this algorithm triggers reverse learning
mechanism to degenerate partitioning solution, jumping out of local extremum.
On the basis, the optimal solution is solved.

3.1 Learning Factors and Fitness Function

ω, c1 and c2 in PSO are in linear form, expressed as follows:

ω = ωmin +
(ωmax − ωmin)(K − k)

K
(6)

c1 = (c1max − c1min) · k

K
+ c1min (7)

c2 = (c2max − c2min) · K − k

K
+ c2min (8)

In the initial stage of the algorithm, ω and c1 are larger and c2 is smaller. Vi

and X∗ have a great influence on solution updating, which not only ensures the
solution space but also increases the speed of updating. At the later stage of the
algorithm, c2 increases, which means the impact of X∗

g on the updating process
is larger. ω and c1 decrease, which means the impact of X∗ on the updating
process is small. As a result, the updating speed is reduced and the accuracy of
the solution increases.

According to formula (4), we evaluate candidate partitioning solutions from
three aspects, the hardware area, task execution time and energy consumption.
After that, we normalize the processing and design fitness function. Generally, if
the hardware area of partitioning solution needed is larger than the area system
provided, the task will not be performed. So, the fitness function is designed in
the formula (9):

f(x) = a · e
A(x)−Amax

δA
·ma ·

∣∣∣∣
A(x) − Amax

δA

∣∣∣∣ + b · T (x)
δT

+ c · E(x)
δE

(9)

A(x), T (x) and E(x), respectively, are the hardware area, execution time and
energy consumption in one partitioning solution. δA, δT and δT , respectively, are
the normalization factor of area, execution time and energy consumption. δA =
max{max A−Amax, Amax −min A}, δT = max T −min T , δE = max E −min E.
a, b and c are influence factors. Punishment factor is shown as follow:

ma =
{

1, A(x) ≤ Amax

k,A(x) > Amax
(10)
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In this penalty mechanism, if the candidate partitioning solution is not in
excess of the hardware area system provided, the fitness value decreases in the
form of the exponential function. Otherwise, the fitness value increases rapidly
according to current iteration number. When the iteration is small, the pun-
ishment is light, offering an opportunity for the candidate partitioning solution
correcting the error. When the number of iterations is larger, the punishment is
large. Penalty mechanism no longer tolerates the wrong candidate partitioning
solution. The fitness function is in good agreement with the actual situation.

3.2 Reverse Learning

In order to solve the problem that PSO algorithm is easy to fall into the local
extremum, which makes the system cannot reach the prospective performance,
we design a reverse learning mechanism (RL) for the task partitioning algorithm.
The idea of reverse learning is to jump out of the local extremum when algorithm
predicates solution falling into local extremum. The reverse learning mechanism
first initializes xi and vi of each partitioning solution, the initial location of the
worst solutions W 0

i and the worst location of each individual solution W k
i . After

Lth reverse learning, the result jumps out of local extremum. In the reverse learn-
ing mechanism, l indicates the number of the current reverse learning iteration.
RL’s updating formula is as shown in (11):

{
vl+1
id = ω · vl

id + c3r3(xl
id − W l

id) + c4r4(xl
id − W 0

id)
xl+1
id = xl

id + vl+1
id

(11)

The distance between solutions is in the Euclidean distance. The distance
between W 0

i must be large enough in order to ensure that the W 0
i can pull the

result out the local extreme value. When choosing W 0
i , their distance is greater

than the preset distance R =
√

n.
In the reverse learning mechanism, the updating speed threshold changes to

RVmax = 2 · Vmax, making the candidate partitioning solution jumping out of
local extremum rapidly under the leading of W 0

i and W k
i (Table 1).

Table 1. RL mechanism
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3.3 RLDRPSO

In this paper, we improve RPSO [14] algorithm to solve the problem of task
partitioning. Generally speaking, at the initial stage of the algorithm, Xi is far
from the optimal solution. Using a larger radius to search Xi is conducive for
fast convergence. In the late stage of the algorithm, Xi is near from the optimal
solution. Reducing radius can improve the search accuracy. The basic idea of
DRPSO is to dynamically adjust the region size of each candidate partition
solution according to the number of iteration. The global optimal solution is
selected from these region optimal solutions. Set radius r. r varies linearly with
the number of iteration, as shown in formula (12):

r =
K − k

K
· n (12)

The distance between solutions is in the Euclidean distance. Firstly, Choose
the optimal individual solution location as the center of the circle, whose radius
is r. Then randomly select neighbor solutions in this circle. Find the region
optimal solution XR

i = {XR
i1, ...,X

R
id, ...,X

R
id}. DRPSO’s updating formula is

shown as follow:
{

vk+1
id = ω · vk

id + c1r1(XR
id − xk

id) + c2r2(X∗
gd − xk

id)
xk+1
id = xk

id + vk+1
id

(13)

Combined with the reverse learning mechanism mentioned in the last sub-
section, when the solution falls into local extremum, RL helps the result to jump
out of local extremum (Table 2).

Table 2. RLDRPSO task partitioning algorithm
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4 Experimental Results

4.1 DFG Data and RLDRPSO Parameters

Researchers usually use TGFF [15] to generate DFG and attributes as the test-
bench for task partitioning algorithm. According to the research [10], we use
TGFF to generate the DFG and the hardware area, execution time and power
consumption of each task. The range of the specified task attributes is shown in
Table 3.

Table 3. Task attributes’ value [8,10]

Task attribute Range

FGPA area/unit [50,150]

power consumption/W [0.15,0.55]

time/ns [75,225]

CPU area/unit 0

power consumption/W [0.25,0.65]

time/ns [200,400]

Task partitioning algorithms run in Visual Studio 2010, Xeon Intel 2680 CPU
2.8 GHz, RAM 4 GB, Window7. Besides RLDRPSO task partitioning algorithm,
we also select the standard PSO task partitioning algorithm [9], ICPSO task
partitioning algorithm [8] and CLPSO task partitioning algorithm [10] for com-
parison. In order to ensure the comparability, the experiment uses the same PSO
parameters. The parameters are shown in Table 4.

Table 4. RLDRPSO constant parameters

DRPSO RL

K 100 R 10

ωmax 0.9

ωmin 0.4 ω 0.7

c1max 2 c3 0.7

c1min 1.85

c2max 2 c4 0.3

c2min 1.85

vmax 0.8 rvmax 1.6

4.2 Results

To evaluate the performance of the system, the algorithm is designed to punish
the task sensitive to area. So we first study the performance of the algorithm
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under different area. HAR refers to the ratio of the hardware area restriction to
the total hardware area. MR is the probability that the task partitioning solution
cannot satisfy the system constraints. When the task partitioning solution can-
not meet the requirements of the system, it needs to be resolved, which increases
the execution time of the algorithm. The smaller MR is, the higher the proba-
bility of the algorithm finding the optimal solution is, that is, the space of the
solution is larger. The smaller the fluctuation is, the higher the reliability of the
algorithm is. Figure 2 shows that algorithms have a certain MR, especially the
CLPSO task partitioning algorithm is not reliable. When the HAR is more than
80 %, the MR of RLDRPSO is 0, and the fluctuation is small. It reflects that
the RLDRPSO can effectively expand the space of the candidate partitioning
solutions.

Fig. 2. MR in different HARs

In the next experiment we discuss the influence of HAR on algorithm perfor-
mance. In order to compare the performance of each algorithm, the fitness value
of the optimal solution is normalized to the fitness value of the general proces-
sor. From Fig. 3, in the conditions of presence of a certain MR, the performance
improvement of all algorithms is almost same. When the HAR is more than 70 %,
the performance of the RLDRPSO algorithm is still growing compared to other
algorithms. Therefore, RLDRPSO task partitioning algorithm has a significant
effect on the improvement of the system performance under large HAR.

Figure 4 is the relation of the fitness value with the iteration number, reflect-
ing the partitioning process of algorithms. It can be seen from the figure that
PSO, ICPSO and CLPSO algorithm have converged in the initial stage of
the algorithm, falling into the local extremum. While RLDRPSO algorithm
with reverse learning mechanism can jump out of the local extremum, con-
verging toward the global optimal solution. In the figure, the steep part in
RLDRPSO algorithm curve indicates the reverse learning process. Each time the
reverse learning mechanism is triggered, the partitioning process has a signifi-
cant improvement effect. In the case that the number of tasks is 500, RLDRPSO
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Fig. 3. Performance in different HARs

Fig. 4. Iterative process of different algorithms

improves the partitioning quality of 45 % compared to the PSO task partition-
ing algorithm and 39 % compared to the ICPSO task partitioning algorithm and
20 % compared to the CLPSO task partitioning algorithm. The reverse learning
mechanism can effectively solve the local extremum and RLDRPSO algorithm
enhance the accuracy of the solution. Finally, RLDRPSO task partitioning algo-
rithm can improve the partitioning quality. As a result, the system performance
is improved.

Figure 5 shows the effect of proposed algorithm in different number of tasks.
RLDRPSO task partitioning algorithm improved the performance of the sys-
tem significantly. Compared to PSO task partitioning algorithm, the average
performance of the system is improved by 7 %. Compared to the ICPSO task
partitioning algorithm, the average performance of the system is improved by
6.3 %. Compared to the CLPSO task partitioning algorithm, the average perfor-
mance of the system is improved by 4.9 %.
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Fig. 5. Performance in different task numbers

5 Conclusions

In this paper, an integrated heuristic algorithm RLDRPSO is proposed, which
can improve the task partitioning quality and the performance of system.
Dynamic radius strategy and the reverse learning mechanism are proposed
to solve the problem of the current task partitioning algorithm. Experimen-
tal results show that the algorithm can effectively improve the performance of
the system.

The algorithm still has some defects, such as the existence of MR and the
blindness of the reverse learning mechanism. Blindness means that the global
optimal value which is resolved by reverse learning has the probability of being
worse than the former global optimal value. Next research will conduct the dis-
crimination and retention mechanisms to overcome these defects.

Finally, tasks can be executed simultaneously in different processing cores
in heterogeneous system. Emerging reconfigurable system changes the existing
system model. There is another problem of task scheduling. The combination of
partitioning and scheduling will be the trend of future research.
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Abstract. HPC systems are widely used for accelerating calculation-
intensive irregular applications, e.g., molecular dynamics (MD) simula-
tions, astrophysics applications, and irregular grid applications. As the
scalability and complexity of current HPC systems keeps growing, it is
difficult to parallelize these applications in an efficient fashion due to
irregular communication patterns, load imbalance issues, dynamic char-
acteristics, and many more. This paper presents a fine granular program-
ming scheme, on which programmers are able to implement parallel sci-
entific applications in a fine granular and SPMD (single program multiple
data) fashion. Different from current programming models starting from
the global data structure, this programming scheme provides a high-level
and object-oriented programming interface that supports writing appli-
cations by focusing on the finest granular elements and their interactions.
Its implementation framework takes care of the implementation details
e.g., the data partition, automatic EP aggregation, memory manage-
ment, and data communication. The experimental results on SuperMUC
show that the OOP implementations of multi-body and irregular appli-
cations have little overhead compared to the manual implementations
using C++ with OpenMP or MPI. However, it improves the program-
ming productivity in terms of the source code size, the coding method,
and the implementation difficulty.

1 Introduction

HPC is currently experiencing very strong growth in all computing sectors.
Many HPC systems are used for accelerating different kinds of calculation-
intensive applications including quantum physics, weather forecasting, climate
research, oil and gas exploration, molecular dynamics, and so on [1–4]. The major
programming interfaces are OpenMP [5,6], MPI [7–9], and CUDA [10,11]. In
addition, a large number of high-level programming models have been devel-
oped to improve the programming productivity and implementation efficiency
c© Springer Science+Business Media Singapore 2016
J. Wu and L. Li (Eds.): ACA 2016, CCIS 626, pp. 130–141, 2016.
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as well, e.g., High Performance Fortran (HPF) [12,13], Charm++ [14–16], and
Threading Building Blocks (TBB) [17,18]. All these high-level programming
approaches are designed to obtain better programming productivity using higher
level abstraction or automatic parallelization. However, it is still complicated
for programmers to manage irregular scientific applications in an efficient and
scalable fashion in terms of decomposing the computational domain, manag-
ing irregular communication patterns among processes, and manipulating data
migration among processes, maintaining computational load balance, and so on.
For example, a molecular dynamics (MD) simulation [19] is a form of N-body
[20] computer simulation in which molecules interact with other molecules within
a certain domain for a period of time. The molecules may move in the domain
according to the interactions with others, which changes their storage layout
and communication pattern during execution. In order to improve the perfor-
mance of such irregular applications, researchers apply linked cells algorithms
and bi-section decomposition method which needs runtime re-distribution.

Different from current programming models starting from the global data
structure, we present a fine granular programming scheme for irregular scientific
applications. It provides a programming interface that supports writing applica-
tions by focusing on the finest granular elements and their interactions. They are
organized as an Ensemble, which manages the elements, topologies, and high-
level operations. By using the high-level operations explicitly, developers can
control the actions of the elements including communication, synchronization,
and parallel operations. In this paper, we introduce an abstract machine model,
programming interface, and implementation framework ported on different types
of systems on SuperMUC [21].

2 Abstract Machine Model

As can be seen from Fig. 1, the machine model is an abstract architecture com-
posed of a Control Processor (CP) and a large number of distributed Fine Gran-
ular Processors (FGPs). The major interactions between the CP and FGPs are
described as follows:

1. Explicit communication among FGPs: It is triggered by the CP explicitly.
Point-to-Point communication between FGPs is not supported due to low
efficicency.

2. Parallel computations of FGPs: It starts the computation of FGPs in the
form of parallel operations.

3. Collective operations among FGP : The CP is able to trigger collective oper-
ations on a set of FGPs. All the participating FGPs start the operations
cooperatively to get collective results.

4. Collective operations between CP and FGPs: The CP can access the local
memory of FGPs in the machine by explicit collective operations.
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Fig. 1. Abstract machine model

3 Programming Interface

An object-oriented(OO) programming interface is designed on top of the abstract
machine model. It consists of a template hierarchy starting from three top-
level base templates ElementaryPoint, Ensemble, and Topology. These base
templates have derived templates called application-specific templates, which
support multi-body, irregular grid, and regular grid applications respectively.
User-defined entities with local properties and operations can be defined as
C++ classes derived from the application-specific templates. The organization
is shown in Fig. 2.

Definition 1. An ElementaryPoint(EP) is a software entity that represents the
finest granular computational object in the domain of an application. The ensem-
ble is a software container that stores a set of EPs and manages their local infor-
mation, communication patterns, and computation. A topology defines a commu-
nication pattern resulting from the need for the information of a set of EPs in
the ensemble. The EPs can exchange their status based on certain topologies.

MultiBodyEP

ElementaryPoint

IrrGridEP

ReGridEP

MultiBodyEnsemble

IrrGridEnsemble

ReGridEnsemble

MultiBodyTopology

IrrGridTopology

ReGridTopology

Ensemble Topology
Base Template

Application-Specific Template

Multi-Body

Irregular Grid

Regular Grid

Fig. 2. Organization of the template hierarchy
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The base templates for creating elementary points are ElementaryPoint and
its derived templates MultiBodyEP, IrrGridEP, and ReGridEP. Ensemble and
its derived templates are used to create the ensemble of an application. The
major high-level operations in Ensemble are described as follows:

1. SC-update: It supports exchanging the complete information as well as partial
information of EPs in the ensemble based on a certain topology.

2. parallel : It triggers member functions of EPs to execute in parallel. The tem-
plate parameter is a function object adapted from a member function of
ElementaryPoint.

3. collective: The collective operation currently consists of allReduceOp and
reduceOp. allReduceOp provides collective reduction operations that return
the result in all the involved EPs.

4. getNghbList : This operation is called by an individual EP in order to get a
list of its neighboring EPs from the ensemble based on a topology. After
it is accomplished, the EP can access data in the neighbor list for local
computations.

Topology is used to create topologies, which keep the communication patterns
of EPs. The major operations of Topology are shown as follows:

1. initialization: It initialize the internal data structures of Topology.
2. createNeighborList : If the topology is the root topology, it creates the neighbor

EP list for the EPs.
3. updateTopology : It rebuilds a new topology according to the runtime infor-

mation or the information specified by the users.

4 Implementation Framework

The implementation framework consists of machine-specific libraries including a
sequential library, an OpenMP-based library, and an MPI-based library ported
on SuperMUC. It is currently designed for multi-body and irregular grid applica-
tions. A single ensemble-based program can be compiled and linked to different
executables by these libraries.

4.1 OpenMP-Based Library

It aggregates the computation of a group of EPs and binds it to a single thread.
On NUMAs, all the EPs are initially stored in the physical memory of the socket
running the master thread. It is not efficient that the threads residing on other
sockets have to access the EPs by non-local memory accesses. Therefore, we
apply a reallocation and re-indexing strategy to distribute EPs across different
physical memory of the sockets.
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Reallocation and Re-Indexing to Manage EPs and Their Shadow
Copies. The OpenMP-based library integrates METIS [22] library to distribute
the EPs across physically distributed memory. The indirection array is gener-
ated from the output of METIS. It gives the information of the thread affin-
ity of all the EPs. The size of the array is the size of EP Set called numEP .
The numEP/numSocket elements of the indirection array keeps the identifiers
of EPs stored in the physically memory of the sockets sequentially.The indi-
rection array is organized in such a way. The the first numEP/numSocket
elements of the indirection array (indices from 0 to numEP/numSocket − 1)
stores the identifiers of EPs stored in the physically memory of socket#0.
The second numEP/numSocket elements (indices from numEP/numSocket
to 2 ∗ numEP/numSocket − 1) stores the identifiers of EPs stored in the phys-
ical memory of socket#1, and so on and so forth. The pseudo code of the EP
reallocation is shown in Algorithm 1.

Algorithm 1. The EP reallocation

void r e a l l o c a t i o n ( ){
EP ∗EP Set = (EP∗) mal loc (numOfEPs ∗ s izeof (EP) ) ;

#pragma omp p a r a l l e l for
for ( i =0; i<numOfEPs ; i++)

EP Set [ i ] = Buf EP [ i n d i r e c t i o n [ i ] ] ;
f r e e (Buf EP ) ;

}

In order to avoid frequent accesses to the indirection array, we create indexO-
rigin2New and indexNew2Origin arrays to manage the re-indexing translation.
The indexOrigin2New array is used for the translation from orignial indices to
new indices, while indexNew2Origin is used for the translation from the new
indices back to orignial indices. Both indexOrigin2New and indexNew2Origin
are organized in such a way. The indexNew2Origin array and the indirection
array described above have the same organization. The indexOrigin2New array
is generated from indexNew2Origin according to the rule:

indexOrigin2New[indexNew2Origin[i]] = i;

For example, 8 EPs are resided on socket#0 and socket#1, the partition-
ing result generated from METIS is [0, 1, 0, 1, 1, 0, 0, 1], then the indirection is
[0, 2, 5, 6, 1, 3, 4, 7], the indexNew2Origin array is: [0, 2, 5, 6, 1, 3, 4, 7], while the
indexOrigin2New array is [0, 4, 1, 5, 6, 2, 3, 7].

4.2 MPI-based Library

The MPI-based library implements the programming interface in C++ with
MPI. It employs both the domain decomposition and efficient graph partitioning
algorithms to achieve optimal EP distribution and communication.
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Storage of EPs and their Shadow Copies. Each process keeps different
subsets of the EPs in the ensemble according to an EP distribution, which is
determined by the root topology and an optimal EP distribution generated from
METIS.

Ensemble Management. As the machine model is mapped on a distributed
memory machine, the master thread is duplicated and resided across all the
processes. Each process keeps an ensemble, which stores a subset of the EPs,
their shadow copies, and references to topologies. The implementation of the
Ensemble operations are described below:

1. SC-Update: It triggers communication among processes according to a topol-
ogy specified in the operation and EP distribution algorithms.

2. getNghbList : It is a local operation implemented on each process. It only
references local EPs stored in loc SC Set according to the topology specified
in the operation.

3. parallel : Multiple processes executing EPs’ member functions in parallel.
4. collective: A collective operation of EPs is translated into local collective

operations and collective operations among MPI processes.

Topology Management. The topology is managed in a distributed fashion.
Each process keeps the root topology, which maintains the neighbor EP list for
the local EPs.

MultiBodyTopology. Each process keeps the root MultiBodyTopology topol-
ogy, which maintains the neighbor EP list for all the local EPs. The generation of
the neighbor EP list in the multi-body topology is based on the parallel Linked
Cells algorithm, which is presented in Algorithm2.

Algorithm 2. Creation of neighbor EP list
1. Forall ep in local process

1) Get cell id localidCell of ep
2) Get ids of neighbor cell localidCell
3) Get neighbor cells local NghbCells
4) Get EPs in the local nghbCells and determine whether the distance between the

EPs in local localidCell and ep is smaller than the cut-off radius
5) If yes, put the address of EP
6) Create neighbor EPs for ep

End for
2. updateTopology() and go to Step 1
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IrrGridTopology. Similar to the multi-body topology, each process keeps the
root irregular grid topology, which maintains the neighbor EP list for the EPs
in loc EP Set according to the id-based graph and EP distribution as well. The
memory organization of local EPs and their SCs in a single process is shown in
Fig. 3. The organization integrates the PARTI/CHAOS library [23]. The shadow
copies of local EPs are allocated in the memory as an array, the SCs of remote
EPs are stored after the local shadow copies with the indices from n to n + m.

EP0 EP1 ... ... EPn-1 EPn EPn+1 EPn+2 EPn+3 ... EPn+m...

Local Eps: EP0 EP1 ... ... EPn-1

Local SCs:

Pi Pi+1 Pi+j...

Remote EP copies

Fig. 3. Local EPs and SC organization

Communication Optimizations. Different communication optimizations are
applied in the implementation of the MPI-based library.

1. Aggregated send receive buffer management : Each process keeps an aggre-
gated send and receive buffer. The EPs in loc EP Set are copied into the
aggregated send buffer, while EPs received from remote processes are stored
in the aggregated receive buffer.

2. Communication reduction: It guarantees that an EP is only sent once while
a group of remote EPs usually require the it for local computation. It can
reduce the communication volume significantly.

3. Communication coalescing : A process collects many EPs destined for the
same process into a single message, which is stored in the aggregated send
buffer. The objective of communication coalescing is to reduce the number of
message startups to avoid the “too many short messages” problem.

4. Automatic adjustment of communication patterns according to the update of
topologies: For multi-body and irregular grid applications, the communication
pattern is usually irregular and adaptive. The MPI-based library update the
communication pattern accordingly based on runtime information.

5 Experimental Results

5.1 Overview

This section presents the experimental results of multi-body and irregular appli-
cations implemented by a manual program and an ensemble-based program. The
manual program is implemented in C++, and parallelized with OpenMP and
MPI, while the ensemble-based program is implemented by linking the libraries
of the implementation framework.
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5.2 Experiment Platform

The experimental platform is a number of fat nodes on SuperMUC. A fat node
is based on the Intel Westmere-EX processor. It is a shared memory NUMA
machine with four sockets, each of which has one Intel Xeon Processor E7-4870
processor and 64 GB of memory. The processor has 10 cores running at the
frequency 2.4 GHz with a peak performance of 9.6 GFlops.

5.3 Irregular Grid Applications

Overview. The computational kernel is a simplified version from FIRE [24]. The
maximum number of the iterations N is set to 128. The grid size is 128×128×128,
each has 26 nearest neighbors based on the Moore neighborhood. The local values
of a point at a time step are determined by the values of its neighbor points at
its previous time step according to the arithmetical operations:

valueN+1 = 1
numOfNeighbors+1 (

∑i=numOfNeighbors
i=1 Neighbor[i].valueN +

valueN )

OpenMP Comparison. The execution time of the program on Grid128 using
2, 4, 8, 16, 32 threads is shown Fig. 4. Neither of the programs scale well when
the number of threads is increased to 32. The main reason is that non-continuous
memory accesses cause a large number of L2 and L3 cache misses. Therefore,
we applies the re-indexing and data reallocation strategy to improve the per-
formance on large irregular grids. We can see that the ensemble-based program
implemented by the OpenMP-based library with the re-indexing and realloca-
tion strategy scales well up to 32 threads and achieves much better performance
than the ensemble-based implementation without re-indexing.

Fig. 4. Execution time of OpenMP programs (Color figure online)

MPI Comparison. The execution time and speedup curves comparison of
both programs are shown in Fig. 5. It tells that the MPI-based library can get
good performance while the number of processes increases with around 20 %
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Fig. 5. Execution time comparison with MPI (Color figure online)

overhead compared to the manual MPI program. The ensemble-based program
obtains comparative performance and its overhead is stable while scaling up to
256 processes. The execution time and speedup curves are shown in Fig. 5.

5.4 Molecular Dynamics Simulation

Overview. The computational kernel of the MD programs is based on the trun-
cated Lennard-Jones(L-J) potential formula, and the simulation domain is a 3D
cubic domain. Each molecule in the domain keeps a randomly generated posi-
tion and interacts with its neighbor molecules located within the cut-off radius
region. The positions of all the molecules are updated according to the molecule-
to-molecule interactions and the equations of motion. In the experiments, the
number of the molecules is set to 128K (131,072), the number of iteration steps
is 8. The cut-off radius is set to 1, the size of the cubic simulation domain is 8.

OpenMP Comparison. The execution time and speedup curves of both pro-
grams is shown in Fig. 6. We can see that the overhead of the ensemble-based
program becomes higher when the number of threads increases.

The overhead mainly originates from two aspects:

– The creation of the neighbor list is not efficient as expected because of its
vector-based data structure.

– The parallel operation that doesn’t scale very well because of memory band-
width of the nodes on SuperMUC. Different from irregular grid applications,
each molecule in an MD simulation typically has hundreds of neighbor mole-
cules, which greatly increases the memory overhead.

MPI Comparison. In order to balance the computational load, the manual
program uses METIS to decompose the molecules according to the linked cells,
while the ensemble-based program links to the MPI-based library. The execution
time and speedup curves of both programs is shown in Fig. 7.
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Fig. 6. Execution time and speedup curves of OpenMP MD programs (Color figure
online)

1P 2P 4P 8P 16P 32P 64P 128P 256P

Manual MPI Program 129.7 62.1 35.9 20.5 9.67 4.29 2.61 1.78 1.77

Ensemble based Program 160.8 83.3 44.1 24.2 12.3 6.33 3.69 2.48 2.86
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Fig. 7. Execution time and speedup curves of MPI MD programs (Color figure online)

The experimental results show that the ensemble-based implementations of
multi-body and irregular applications are a bit slower than the manual imple-
mentations using C++ with OpenMP or MPI because of the internal function
overheads. However, it improves the programming productivity in terms of the
source code size, the coding method, and the implementation difficulty. For irreg-
ular grid applications, it saves around 80 % lines of code, while for multi-body
applications, the percentage is more than 95 %.

6 Conclusion and Future Work

The fine granular programming scheme is applied to implement irregular scien-
tific applications in a fine granular and SPMD fashion. The experimental results
show that with acceptable and reasonable overhead, the ensemble-based pro-
gramming improve the programming productivity and make parallel program-
ming easier and more straightforward. In the future, we mainly focus on the
support for more application areas, e.g., adaptive grid applications. In addition,
the implementation for CPU+GPU hybrid architectures can also be exploited
in the future in order to take advantages of hybrid programming.
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Abstract. Quantum computing promises to outperform its classical
counterpart substantially. In the past decades, there has been tremen-
dous progress. However, few previous researches have involved program-
mable systems. Quantum computing is mainly implemented in physics
laboratories. This paper proposes a programmable structure. Using the
entangled states of photon pairs, we have constructed the whole pro-
grammable system including a classical host, constructed with computer
and circuits, and a quantum “coprocessor”, used for two-particle quan-
tum simulations. A quantum “program” with both classical statements
and quantum statements is executed for a certain computation task. The
experiment shows high similarity of 95.2 % to theoretical result in boson
simulation and 97.1 % in fermion simulation, which demonstrates the
feasibility of our programmable system.

Keywords: Quantum computing · Quantum simulation · Program-
mable · Entanglement · Quantum coprocessor · Quantum program

1 Introduction

Quantum computing is one of the most fascinating technology in the Post-Moore
era [31]. It studies computation techniques based on quantum mechanics which
promises to outperform its classical counterpart fundamentally. This field was
initiated and developed by Paul Benioff in 1980 [3], Richard Feyman in 1982 [11]
and David Deutsch in 1985 [8]. In 1994, Peter Shor developed a quantum algo-
rithm solving the integer factorization problem in polynomial time, whereas the
well-known classical algorithm takes exponential time [24]. Since the integer fac-
torization forms the base of RSA scheme, a widely used public-key cryptography
scheme, quantum computing came to attract more attentions.

There are various technologies [16], such as photons [1,2,22], trapped atoms
[21,26], quantum dots [14], superconductors [6], nuclear magnetic resonance
(NMR) [25], that can be used for the implementation of quantum computing. On
the one hand, researchers have been studying how to reduce decoherence that
hinders the scalability of quantum systems. On the other hand, a lot of efforts
have been made to construct small-scale quantum devices to demonstrate quan-
tum algorithms. In 2001, Shor’s algorithm was demonstrated on a 7-qubit NMR
c© Springer Science+Business Media Singapore 2016
J. Wu and L. Li (Eds.): ACA 2016, CCIS 626, pp. 142–156, 2016.
DOI: 10.1007/978-981-10-2209-8 13



Programmable Two-Particle Bosonic-Fermionic Quantum Simulation System 143

computer to factor 15 [28]; in 2012, an all-bulk optics system was constructed at
the University of Bristol to factor 21 [20]; in 2013, a quantum boson sampling
machine is devised using photons [4,12,27]. Besides, D-Wave systems, although
doubted about its quantum speedup, has been built based on Ising model and
superconductor technology [9,10,13,17].

Most of these work implemented quantum algorithm [19] only with quantum
hardware [5,13,18,20,30], just like classical Application Specific Integrated Cir-
cuits (ASIC). They did not run programs as a classical computer. Here, we focus
on the programmability of a quantum system, and have implemented a demo
system based on photons. The main contributions are listed in the following:

– We propose a programmable structure for two-particle bosonic and fermionic
quantum simulation, which completes a certain task controlled by a program.
Such a program consists some classical statements and some quantum ones.
These quantum statements are executed on the corresponding quantum com-
putation units.

– We have implemented our programmable structure based on entangled pho-
tons. To the best of our knowledge, this is one of rare programmable quantum
computation systems. Previous work, except D-Wave systems, did not involve
any concept of programming.

In the rest of this paper, we first introduce some preliminary knowledge for
our simulation system, then report on the structure and implementation of a
programmable two-particle bosonic-fermionic quantum simulation system, and
finally present the test and evaluation of our system.

2 Preliminary

Quantum State and Entanglement. Quantum state is used to describe the
state of a quantum system. It is denoted by a vector in Hilbert space, |ψ〉. In
quantum mechanics, a special quantum state, denoted by α|ψ1〉+β|ψ2〉, is called
a superposition of |ψ1〉 and |ψ2〉, if |ψ1〉 and |ψ2〉 are both quantum states where
the system stays. The coefficients satisfy |α|2+|β|2 = 1. However, if we measure1

the quantum system at α|ψ1〉 + β|ψ2〉, the state collapses to |ψ1〉 or |ψ2〉 with
the probability information. The probability of the possible result |ψ1〉 (|ψ2〉) is
|α|2 (|β|2).

A photon can be horizontal polarized or vertical polarized. The polarization
state means the oscillating direction of the electrical field of a photon. We can
use |H〉 to express a horizontal polarized state and |V 〉 a vertical one. A photon
at the superposition state of 1√

2
(|H〉 + |V 〉) corresponds to the polarization of

45◦, as shown in Fig. 1.
As for a quantum system with more than one photon, with 2 photons for

example, the system at the state with two horizontal polarized photons is denoted
by |HH〉. The system with two vertical polarized photons is denoted by |V V 〉.
1 Strictly, the measurement is done in the base of |ψ1〉 and |ψ2〉.
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Fig. 1. Superposition and entanglement

It also can be at a superposition state, 1√
2
(|HH〉 + |V V 〉), which is a special

state in quantum physics, called entanglement. As is shown in Fig. 1, it cannot
be written as a tensor product of two quantum states, while a non-entangled
state can be written as a tensor product. The second photon must be in |H〉
(|V 〉) no matter how far it is from the first one, if we detect the first photon
at the state |H〉 (|V 〉). The special phenomenon is often portrayed as quantum
non-locality. There are other types of entangled states in two-photon system,
such as 1√

2
(|HH〉−|V V 〉), 1√

2
(|HV 〉+ |V H〉) and 1√

2
(|HV 〉−|V H〉). The latter

two are used in our simulation system.

Bosons and Fermions. In quantum mechanics, there are two kinds of identical
particles: bosons (photons, alpha particles, etc.) and fermions (electrons, protons,
neutrons, etc.). Identical particles are particles that cannot be distinguished
from each other substantially. Suppose the two particles in Fig. 2 have the same
internal properties, such as the spin, the frequency. In classical physics, the
situation in which the first particle stays at r1 and the second particle at r2
is different from the situation in which the first particle stays at r2 and the
second one at r1. The former situation is described in |r1(1)r2(2)〉, and the
latter in |r1(2)r2(1)〉. ra(b) indicates the particle b stays at ra. However, it is
impossible to distinguish the first particle from the second one. In this case, the
system goes into a superposition of |r1(1)r2(2)〉 and |r1(2)r2(1)〉. If the particles
are bosons with property of exchange symmetry, the superposition state will
be 1√

2
(|r1(1)r2(2)〉 + |r1(2)r2(1)〉). If the particles are fermions with exchange

antisymmetry, the superposition state will be 1√
2
(|r1(1)r2(2)〉 − |r1(2)r2(1)〉).
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Fig. 2. Quantum identical particles: bosons and fermions

Simulating Two Bosons (Fermions) with Polarization-Entangled Pho-
ton Pairs. Photons are bosons as stated in the preceding paragraph. However,
the symmetric and antisymmetric entangled photon pairs can mimic two non-
interacting bosonic and fermionic particles respectively. The brief principle is
derived as follows.

Suppose the quantum simulation network is denoted by a unitary matrix U .
If the network has N input ports and N output ports, U will be an N × N
matrix. With two identical particles injected into the input port Im and In (m
and n indicate the port number), the system evolves to the quantum state:

N∑

i=1

N∑

j=1

UImOi
UInOj

| . . . , 1Oi
, . . . , 1Oj

, . . .〉,

where UImOi
is the element of U in row Im and column Oi. | . . . , 1Oi

, . . . , 1Oj
, . . .〉

denotes that there are a particle in output port Oi and a particle in output port
Oj , with no particles in other ports.



146 Y. Wang et al.

If the input particles are two identical bosons, the quantum state will be
written as

1
2

N∑

i=1

N∑

j=1

[
(UImOi

UInOj
+ UImOj

UInOi
]| . . . , 1Oi

, . . . , 1Oj
, . . .〉] .

The probability of finding a particle in output ports Op and Oq respectively is

Pboson =
{ |UImOi

UInOj
+ UImOj

UInOi
|2 p �= q

1
2 |UImOi

UInOj
+ UImOj

UInOi
|2 p = q

.

However, if the input particles are two identical fermions, the quantum state
and the probability will be

1
2

N∑

i=1

N∑

j=1

[
(UImOi

UInOj
− UImOj

UInOi
]| . . . , 1Oi

, . . . , 1Oj
, . . .〉] ,

Pfermion =
{ |UImOi

UInOj
− UImOj

UInOi
|2 p �= q

0 p = q
.

If we inject two photons at entanglement state 1√
2
(|HIm

VIn
+ VIm

HIn
〉) or

1√
2
(|HIm

VIn
− VIm

HIn
〉), the former state will lead to bosonic behavior and the

latter fermionic behavior. As for the 1√
2
(|HIm

VIn
− VIm

HIn
〉) input, the output

quantum state is

1√
2

N∑

i=1

N∑

j=1

[
(UImOi

UInOj
− UImOj

UInOi
)|HOi

VOj
〉] .

The probability of detecting one photon in Op and one in Oq is

P =
{ |UImOi

UInOj
− UImOj

UInOi
|2 p �= q

1
2 |UImOi

UInOj
− UImOj

UInOi
|2 p = q

.

It is obvious that the probability of detecting two photons in two distinct
output ports is the same as that of two fermions. Therefore, we can use a
polarization-entangled photon pair at 1√

2
(|HIm

VIn
− VIm

HIn
〉) to simulate the

behavior of two fermions.

3 Structure

As is shown in Fig. 3, we design a structure that adopts a quantum “coproces-
sor” for two-particle bosonic-fermionic quantum simulation. Unlike most previ-
ous quantum experiments with only quantum devices, our structure consists of a
computer, home-made circuits and quantum elements used for quantum experi-
ments. A user-designed “program” with both classical statements and quantum
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Fig. 3. Structure of the system

statements is executed by the monitor program on computers. When quantum
statements are executed, the host will schedule the quantum coprocessor through
the controlling driver or the measurement circuits. The driver is applied to receive
commands to adjust the entangled states. The measurement circuits are applied
to transfer the measured data from quantum parts to the computer.

The quantum coprocessor is constructed with a polarization-entangled two-
photon source, an interference-based optic network and several avalanche pho-
todiodes (APDs). The two-photon source produces photon pairs in a certain
entangled state controlled by commands. The adjustment is accomplished by a
motorized cage rotator, on which a half-wave plate is mounted. The produced
photon pairs are send to the interference-based optic network to carry out the
simulation. The APDs output electrical signals once they detect photons from
optical network. The measurement circuits complete the coincidence counting
which is a typical task in photonic experiments.

In this structure, quantum information, carried by photons, only exists in
the quantum “coprocessor”; i.e., quantum state like entanglement only occurs in
the quantum part. When simulating two bosons, the quantum part employs the
entanglement of 1√

2
(|HV 〉 + |V H〉). When simulating two fermions, it employs

the entanglement of 1√
2
(|HV 〉+|V H〉). Besides, two anyons can also be simulated

by other entangled states.
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4 Implementation

We have implemented the proposed structure based on photonic system as shown
in Fig. 4. The scheme of the quantum coprocessor is shown in Fig. 5. In the
following subsection, we will introduce the scheme in detail.

Fig. 4. System implementation

Fig. 5. Scheme of quantum coprocessor for two-particle bosonic-fermionic quantum
simulation
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4.1 Polarization-Entangled Two-Photon Source

We implement the two-photon source using spontaneous parametric down-
conversion (SPDC) [15]. In SPDC, a high-frequency photon can split into a
pair of low-frequency photons in accordance with the law of conservation of
energy and law of conservation of momentum when it enters a nonlinear crystal.
The process of SPDC happens randomly with extremely low probability, which
makes the experiment challenging.

A two-crystal geometry is used to construct the polarization-entangled two-
photon source. When a vertically polarized photon enters the specially-designed
nonlinear crystals, down-conversion will only occur in the first crystal. The emit-
ted light cones will be horizontally polarized, due to the type-I coupling. Sim-
ilarly, with a horizontally polarized pump injected, down-conversion will only
occur in the second crystal, producing otherwise identical cones of vertically
polarized photon pairs. A 45◦-polarized pump photon will lead to the same
probability of down-conversions in either crystal (neglecting losses from passing
through the first crystal). The possible down-conversion processes in the two
adjacent nonlinear crystals are coherent with one another, as long as the emit-
ted spatial modes for a given pair of photon are indistinguishable for the two
crystals. Consequently, the photons in the state 1√

2
(|HH〉 + eiφ|V V 〉) will auto-

matically be created. φ is determined by the details of the phase matching and
the crystals thickness, and in our experiment we adjust the wave plate group to
set different φ for different simulation.

Figure 5 shows the experimental setup used to produce and characterize the
entangled photons. The pump beam at 405 nm is directed to the two crystals
after passing through: a half-wave plate (HWP) and a polarizing beam splitter
(PBS) to adjust the power (|H〉); a rotatable HWP to adjust the polarization
( 1√

2
(|H〉 + |V 〉)); and a wave plate group to set φ in the final output state

( 1√
2
(|H〉 + eφp |V 〉))2. The nonlinear crystals are β-barium borate (BBO). The

optic axis of each BBO is cut at 33.9◦. For this cut the degenerate-frequency
photons( 1√

2
(|HH〉+eiφ|V V 〉)) at 810 nm are emitted into a cone of half-opening

angle 3◦. An HWP is added to one down-conversion path to get the state of
1√
2
(|HV 〉+eiφ|V H〉). Interference filters (IFs) centered at 810 nm with full width

at half maximum (FWHM) of 5 nm are placed to reduce the background noise
and select only these (nearly) degenerate photons.

4.2 Interference-Based Optic Network

The interference-based optic network in Fig. 5 completes the quantum simulation
task of the system. Beam splitters (BSs) with transmittance rate of 50 % transmit
a particle with 50 % probability and reflect it with 50 % probability [23]. If we
send a classical particle into any input port of the network, each output port will
emit the particle with a probability of 0.25. If we send two classical particles into
2 The phase φ in down-converted photons is determined by φp in the pump beam and

accumulated phase of photons in the optic path.
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Table 1. Probabilities of output particles in different ports of the network

Port No. Classical particles Bosons Fermions

A B C D A B C D A B C D

A 0.0625 0.0625 0.0625 0.0625 0.125 0.25 0 0 0 0 0.25 0.25

B 0.0625 0.0625 0.0625 0.0625 0.25 0.125 0 0 0 0 0.25 0.25

C 0.0625 0.0625 0.0625 0.0625 0 0 0.125 0.25 0.25 0.25 0 0

D 0.0625 0.0625 0.0625 0.0625 0 0 0.25 0.125 0.25 0.25 0 0

it, the probability of detecting one particle in port i and one in port j will be
0.0625 (0.25 × 0.25). i and j are A, B, C or D. The probabilities of all cases are
listed in Table 1. However, if we send two bosons into the network, it is impossible
to detect bosons from A and C simultaneously because of the interference in the
first BS; i.e., the two bosons will either be reflected or transmitted by the first
BS. This phenomenon is called photon-bunching in physics. If two fermions are
input into the network, they will exhibit antibunching behaviour. Table 1 shows
all probabilities in classical, bosonic and fermionic situations. Note that two
classical particles are distinguished from each other as discussed in the preceding
section. The situation that port A output the first particle and B the second one
is different from the situation that A output the second particle and B the first
one. We will always get the probability of 1 when summarizing all probabilities
of these 16 situations (0.0625 × 16 = 1). As for the quantum particles, the two
identical particles cannot be distinguished from each other. Therefore, there is
no difference between AC and CA in Table 1. In addition, it is impossible for the
measurement circuits to distinguish coincidence AC from CA in the experiments.

The key of the experiment is to realize identical, which requires the minimum
distance difference between entangled photons arriving at the first BS. If the
distance difference is greater than 40µm, the coherent length of down-converted
pump, the two particles will be distinguishable.

4.3 Interface Between Classical Host and Quantum Coprocessor

There is a two-way information flow between classical host and quantum
coprocessor. The information flow from quantum coprocessor to classical host
relies on the measurement circuits, while the information flow from classical host
to quantum coprocessor relies on the driver.

From Quantum Coprocessor to Classical Host. APD will output an elec-
trical pulse in the width of 8 ns once it detects a photon. The pulses from different
APDs are sent into a coincidence counting circuits to count the coincident events
in a duration time. A coincident event is defined as two pulses arising in a coin-
cidence window. In our experiment, the coincidence window is set to 10 ns. As
is discussed above, the coincidence count between A and B is apparently more
than that between A and C in a two-boson quantum simulation, which is in
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contrast to the situation for fermions. We have implemented the circuits on a
Xilinx FPGA development board.

From Classical Host to Quantum Coprocessor. The information sent from
classical host to quantum coprocessor is to adjust φ in the entangled state of
1√
2
(|HV 〉+eiφ|V H〉). This task is completed by rotating an HWP on a motorized

cage rotator. Once the rotator driver receives commands from the host, it will
drive the rotator to the target position. The overall function of the wave plate
group can be expressed as the product of Jones matrices in Eq. (1).

1√
2

(
1 −i
−i 1

) (
cos2θ sin2θ
sin2θ −cos2θ

)
1√
2

(
1 −i
−i 1

)
= e−i2θ

(
1 0
0 ei(π+4θ)

)
(1)

The fast axis of each QWP is set at 45◦ with respect to the horizontal axis.
When the state of the input pump laser beam is 1√

2
(|H〉+ |V 〉), the output state

will be e−i2θ√
2

(|H〉+ei(π+4θ)|V 〉). We can adjust φ in the final entanglement state
by rotating the HWP in the wave plate group. The phase prefactor cannot be
detected in our system.

4.4 Quantum “Program”

We use Python to implement the monitor program executing a quantum “pro-
gram”. As is shown in Fig. 6, the monitor program communicates with quantum
coprocessor and schedule a quantum program. Figure 6 gives an example of a
quantum program to simulate fermionic behavior. The statements began with
QUANTUM are quantum statements used to interact with quantum hardware.

Fig. 6. Moniter program and an instance of quantum “program”
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They are encapsulated into python functions. The sample code gets the coinci-
dence counts and controls the entangled state according to the comparison of
the counts. It will find a position with the maximum coincidence count between
port A and C, which exhibits the fermionic behavior.

5 Evaluation and Analysis

The performance of the system strongly depends on the quality of polarization-
entangled two-photon source. Therefore, we first evaluated the polarization-
entangled state and then evaluated the final state.

5.1 Polarization-Entangled Two-Photon Source

There are several typical methods to evaluate the quality of an entangled-photon
source. We have measured the polarization correlations, the CHSH inequality3

and the fidelity. The measurement was performed with the pump laser of 63 mW,
coincidence window of 10 ns and counting duration of 0.5 s.

Polarization Correlations. The polarization correlations were measured with
adjustable polarization analyzers, consisting of a polarizer in front of each cou-
pler. The polarizer in one path was fixed at 0◦ or 45◦, while the polarizer in
the other path was rotated. The coincidence rate displayed sinusoidal fringes
with nearly perfect visibility. As is shown in Fig. 7, the visibilities are 98.28%
( 1√

2
(|HV 〉+ |V H〉)) and 99.65% ( 1√

2
(|HV 〉+ |V H〉)) respectively, with a polar-

izer fixed at 45◦. With a polarizer fixed at 45◦, the visibilities are 98.55%
( 1√

2
(|HV 〉 + |V H〉)) and 97.48% ( 1√

2
(|HV 〉 + |V H〉)) respectively.

CHSH Inequality. CHSH inequality is another method to evaluate the quality
of the entanglement [7]. We obtained 2.72 of S and 15−σ violation in 0.5 s using
Eqs. (2) and (3). In 50 s, we obtained 2.41 of S and 94 − σ violation.

E(x, y) =
N(x, y) + N(x⊥, y⊥) − N(x⊥, y) − N(x, y⊥)
N(x, y) + N(x⊥, y⊥) + N(x⊥, y) + N(x, y⊥)

(2)

S = |E(−45◦,−22.5◦)|+ |E(−45◦, 22.5◦)|+ |E(0◦,−22.5◦)|+ |E(0◦, 22.5◦)| (3)

Fidelity. We calculated the density matrix by quantum state tomography [29],
and got the fidelities of 94% ( 1√

2
(|HV 〉+ |V H〉)) and 92% ( 1√

2
(|HV 〉− |V H〉)).

3 CHSH stands for John Clauser, Michael Horne, Abner Shimony, and Richard Holt,
who derived the inequality.
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Fig. 7. Correlation of two photons in polarization.

5.2 Two-Particle Bosonic-Fermionic Simulation

The control program adjusted the simulation system to the target states auto-
matically. The similarity(S) of fermionic simulation can be calculated as Eq. (4).

S =

(
Σi,j

√
PijDij

)2

Σi,jPijΣi,jDij
(4)

Pij is the ideal probability of coincidence between port i and port j given in
Table 1. Dij is the experimental coincidence count between port i and port j.

We have tried several quantum programs with different algorithms to test
the system. The similarity for bosonic simulation is 95.2% and for fermionic
simulation 97.1%. There are several factors accounting for the experimental
error. First, the dither of the system, including source and detector, influences
the count rates, which are the essential input of the script. Second, the quantum
programs still have potential to be optimized.
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6 Conclusion

This paper has proposed a programmable structure for two-particle bosonic
and fermionic quantum simulation and implemented the whole system based
on entangled photons. The evaluation of the experiment has shown the feasi-
bility of this programmable system. Quantum computing is an interdisciplinary
field of physics and computer science. We expect to improve our system with
the help of methods from both physics and computer science.
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Abstract. Quantum computer promises to outperform classical com-
puter fundamentally, due to its quantum superposition. Any operations
to N qubits can be decomposed into several single-qubit operations and
two-qubit controlled-NOT (CNOT) operations in theory. Linear opti-
cal quantum computing (LOQC) is one of the most prominent physical
quantum systems, which has the advantage of long coherent time and
convenience in implementing single qubit operations. However, the real-
ization of two-qubit CNOT gate is the greatest challenge for LOQC,
because two photons cannot directly interact with each other by nature.
KLM protocol proves the feasibility of LOQC and spurs quantity of
research on schematic design and experimental demonstration of CNOT
gates by using linear quantum optics system. These researches are very
important and nontrivial for LOQC, and this paper gives an overview
of different schemes of the proposed CNOT gates and the experimental
demonstration.

Keywords: Quantum computing · LOQC · Quantum circuit · CNOT
gate

1 Introduction

Quantum computer promises to outperform classical computer fundamentally,
due to its quantum superposition [26]. N qubits in a special superposition quan-
tum state can represent 2N numbers, while N classical bits only represent one
of them. Thus, a quantum operation to these N qubits operates all 2N numbers
simultaneously. According to this quantum feature, a lot of quantum algorithms
have been developed which achieves a speedup, in complexity theory, of classical
best algorithms.

Any operations to N qubits can be decomposed into several single-qubit oper-
ations and two-qubit CNOT operations in theory. Therefore, how to implement
them is crucial to realizing quantum computing for all kinds of physical systems,
including photons [16], trapped ions [3], quantum dots [27,28], superconductors
[12] and so on. These systems have their own advantages and disadvantages.
Take photon system for example, it has longer coherence time than most other
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systems. Besides, single-qubit optical gates are easy to implemented using linear
optical elements including beam splitters, wave plates, phase shifters, mirrors,
etc. [8,10,11,18]. Thus, quantum computation using photons is called LOQC.

However, the realization of two-qubit CNOT gate is the most challenge in
LOQC, because two photons cannot directly interact with each other by nature.
It was believed that optical nonlinearities, stronger than those available in con-
ventional non-linear media, are essential for LOQC. In 2001, Knill, Laflamme
and Milburn proved that it is possible to realize quantum computing by using
linear optics, single photons (ancilla), and single photon detectors (also called
post-selection), which has been famous as the KLM protocol [8]. The proto-
col proves the feasibility of LOQC and spurs quantity of research on schematic
design and experimental demonstration of CNOT gates by using linear quantum
optics system [4,7,13,20–24]. These researches are very important and nontrivial
for LOQC.

2 LOQC

2.1 Qubits

A qubit is an elementary unit in quantum computer, which plays the similar role
as classical bit. In LOQC, a qubit is usually a single photon with two modes on
one certain degree of freedom such as spatial modes and polarization modes [10].

A photon encoded in spatial modes is called a spatial qubit or a dual-rail
qubit. The spatial qubit has a choice of two different modes |0〉L = |1, 0〉 and
|1〉L = |0, 1〉. If a single photon occupies path 0 and a vacuum state in path 1, it
is the logical |0〉L. Vice versa, logical |1〉L. Different spatial modes mean different
paths.

When the photons internal polarization degree of freedom is used to be the
two modes, we call the photon a polarization qubit. In general, a photon hor-
izontally (H-) polarized represents the logical 0, and a photon vertically (V-)
polarized represents the logical 1. A polarization qubit and a spatial qubit can
interconvert into each other. In quantum computing, a photon can live in the
superposition state, so a qubit contains information of both logical 0 and logi-
cal 1. While in classical computing, one bit can only be either 0 or 1.

2.2 Optical Components

There are fundamental building blocks in LOQC, such as half-wave plates
(HWPs), quarter-wave plates (QWPs), several different beam splitters and so on.

Wave Plates. HWPs and QWPs are common wave plates that can manipulate
the polarization encoded photons, and they are made of birefringent crystals
that induce a relative phase shift. Its needed that the incident light should be
perpendicular to the plain of HWPs and QWPs. The effect of the two wave
plates is characterized by the angle θ rotating from the optical axis to horizontal
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Fig. 1. Schematic diagrams of several BSs and orientations of the HV and FS bases.

polarization, which decides how the polarization amplitudes are split. Usually, we
mark the HWP with rotating angle θ as HWP(θ). An arbitrary unitary operation
U on a single qubit can realized by three wave plates: QWP(α), HWP(β) and
QWP(γ).

Beam Splitters. A Beam Splitter (BS) is a significant component to operate
spatial qubits in LOQC [10]. It is a device that can redistribute the amplitudes of
two spatial inputs, which is decided by the reflection probability R. In addition,
transmission probability T can be deduced by R, since R + T = 1. The most
common one is 1/2BS, which represents R = 1/2. A matrix describing its effect
is UBS as follows:

where ai and bj can be comprehended as the amplitude of the input or output
in port ai and bj respectively, as shown in Fig. 1.

A BS designed to configure parameters with respect to the polarization of
the input qubits, called polarizing beam splitter (PBS). It means that PBS can
deal with both spatial and polarized information of input photons. The most
common PBS transmits H-polarized photons and reflects V-polarized photons
totally. Through rotation, PBS can be in different bases, such as HV and FS
bases shown in Fig. 1 [23]. In this paper, we mark them as PBS-HV (or PBS)
and PBS-FS respectively shown in Fig. 1.

Another important subclass of PBS is the polarization dependent beam split-
ter (PDBS) [7]. A PDBS is characterized by two parameters, transmission prob-
ability for horizontal polarization, tH , and for vertical polarization, tV , in both
output modes. A PDBS used latter with parameters of tH = 1 and tV = 1/3,
transmits H-polarized photons totally and V-polarized photon with probability
1/3, while reflects V-polarized photons with probability 2/3.

2.3 Quantum Circuit Model

Analogous to an electrical circuit of a classical computer, a quantum circuit
builds a quantum computer, containing wires and several elementary quantum
gates [17]. Wires are used to transfer information and quantum gates manipulate
it. Classical gates cannot be used to quantum computing, since they cannot deal
with the quantum superposition.

Quantum gates in circuit model can be divided into the single and the mul-
tiple qubit gates [14]. A single qubit gate is to convert a single qubit from one
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Fig. 2. The equivalence relation of CNOT and CZ gates shown by quantum circuits.

form to another. The commons are quantum NOT gate, X gate and Z gate. NOT
gates effect is exchanging the state of 0 and 1, and the Z gate is to add negative
sign to logical 1.

CNOT gate is an important multiple qubit quantum gate. It contains the
control qubit and the target qubit. The goal of CNOT gate is to flip the logical
state of the target photon if the control photon is logical 1, while do nothing
if logical 0. The control qubit remains unchanged. Another multiple qubit gate
is the controlled phase gate (CZ gate). The operation of CZ gate is that if
the control and target qubits are both logical 1, π phase shift is induced. The
CNOT gate can be realized by the CZ gate with two Hadamard gates on input
and output of target qubit, as Fig. 2 shown.

3 Schemes of CNOT Gates and Experimental
Demonstrations

Since the CNOT gate is universal and important, researchers propose a lot of
schemes to implement it. Those schemes all require post-selection based on KLM
protocol that leads to nonlinearity required by the CNOT gate operation. In this
review, we divide those schemes into four classes, that is, the CNOT gate based
on bases transformation, the CNOT gate based on path interference, the CNOT
gate based on interference of polarized photons and the simplified CNOT gate
particular for special cases.

3.1 CNOT Gates Based on Bases Transformation

This subsection introduces one fundamental CNOT gate [22,23] and two
improved CNOT gates based on the fundamental one [4,21,24]. They all use
polarization encoded qubits and the photon horizontally polarized represents
the logical 0, and the photon vertically polarized represents the logical 1.

A Fundamental CNOT Gate. The fundamental CNOT gate is demonstrated
by T.B. Pittman et al. Fig. 3(a) shows its schematic graph and two detecting
bases. The flip of target qubit is caused by bases transformation on PBS-FS that
reflects S-polarized photons and transmits F-polarized photons totally.

In the device, two single photons are incident on a PBS-FS, respectively
formed as control and target input qubits. A polarization-sensitive detector
including two single photon detectors and a PBS in path 2 completes the post-
selection operation.
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Fig. 3. The CNOT gate based on bases transformation (a) Schematic graph and two
detecting bases [23] (b) experimental setup of the CNOT gate [22]

Considering the case that the target photon is an arbitrary polarization state,
| in〉1 = αH1 +βV1, and the control photon is V-polarized, | in〉2 = V2, the total
initial state can be written in FS bases:

Ψin = |in〉1 ⊗ |in〉2 = [
α√
2
(F1 − S1) +

β√
2
(F1 + S1)] ⊗ 1√

2
(F2 + S2)

The PBS-FS transforms it into:

Ψ2′1′ =
1
2
[α(F2′F1′ − S2′S1′) + β(F2′F1′ + S2′S1′)] +

1√
2
ΨII

Where II includes the amplitudes of the unsuccessful cases that D2 doesn’t
receive one or only one photon. Rewriting the amplitudes in mode 2 back in HV
bases:

Ψ2′1′ =
1
2
[Hd(αV1′ + βH1′) + Vd(αH1′ + βV1′)] +

1√
2
ΨII

If we accept the outputs of first term, D2 detects only one H-polarized photon,
the output collapses to the state αV1+βH1. This is a flip of the input state when
the control state is V-polarized.

The case that control photon state is H-polarized keeps the output of target
state unchanged, by using the same device and post-selection operation as above
case.

In summary, when the detector receives only one H-polarized photon, the
CNOT gate succeeds with a probability of 0.25, which can be increased to 0.5
by using feed-forward control techniques [24].

Figure 3(b) shows experimental setup according to Fig. 3(a), and graphic rep-
resentation of all components which are used for all following figures. All process
be-fore PBS2 are to generate arbitrary input state of control and target qubits.
PBS2 realized the PBS-FS in Fig. 3(a). Rather than rotating the PBS through
45◦, it is more convenient to rotate the photons polarization and the detector
bases by HWPs. Polarization-sensitive detector is realized by a rotatable polar-
ization analyzer θ2′ and a single photon detector, which can only detect one
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polarized state at any given time. By rotating θ2′ , any polarized states can be
measured. θ1′ and D1′ are used to measure the output states in path 1′. Exper-
imental results show that the mean error is approximately 8% when averaged
over all possible input states.

An Improved CNOT Gate with a Single Ancilla Photon. In order to
preserve the information of control qubit in the first device, an improved scheme
adopting a single ancilla photon is proposed based on the first CNOT [21], shown
in Fig. 4(a). The function of the gate is realized by the fundamental CNOT gate,
the lower PBS-FS. The additional upper PBS and the single ancilla photon are
used to copy the control photon state, which is called quantum encoder, and
output into two ports. One is acted as the output of the control qubit, and
the other is to interact with the target qubit to implement CNOT operation.
Therefore, a CNOT gate with both target and control output is implemented.
When a coincidence of three detectors happens and detector DA receives only
one H-polarized photon, the gate succeeds with probability of 1/8, which can be
increased to 1/4 by using feed-forward control techniques.

In detail, the single ancilla photon is generated in state (Ha+Va)/
√

2, and the
control qubit is arbitrary state αH + βV . When the ancilla photon and control
photon are mixed on the upper PBS, the output state is αHaH+βHaV +αVaH+
βVaV . Through post-selection that one and only one photon is detected in both
output ports, the state αHaH + βVaV is chosen, which copies the control state.

The experimental setup is shown Fig. 4(b). The block of initial state prepa-
ration is to prepare three photons with required polarized states. Then three
photons are incident into A, C and T port, respectively acting as the ancilla,
control and target qubits. The lower PBS in Fig. 4(a) rotated 45◦ with respect to
the upper one is accomplished by a fpc (calibrated fiber polarization controller)
between the two PBS. Post-selection and qubit analysis are realized by polarizers
and single-photon detectors DA,C,T .

Fig. 4. The CNOT gate with single ancilla photon [21]. (a) Schematic graph (b) exper-
imental setup.
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An Improved CNOT Gate with Entangled Ancilla Photon Pair.
Another improved CNOT gate proposed by Pittman et al. [23] is demonstrated
by Gasparoni et al. [4]. The scheme requires an entangled ancillary pair pho-
ton and two simpler gates, as Fig. 5(a) shown. The lower fundamental CNOT
gate and the upper quantum encoder have been analyzed above. The encoder
together with the maximally entangled Bell state copies the control qubit into
ports b1 and a4. Port b1 is the output of control qubit, and the photon from a4 is
to interact with the target qubit on PBS2 to implement the function of CNOT
gate. When detector D3 receive F-polarized state and D4 detects H-polarized
state simultaneously, the CNOT gate succeeds with probability 1/16, which can
be increased to 1/4 by using feed-forward control techniques.

The experimental setup is shown in Fig. 5(b). Pump laser passes through
BBO twice and generates two pairs of entangled photons. One pair entangled
photon pair acts as the entangled Bell state, and the other pair is disentangled
into two single photons by passing through appropriate polarizers. Two single
photons are transformed into any initial state by HWPs, and act as the control
and target photons respectively. Photons in path a2 and a4 interfere on PBS2,
and photons in a1 and a3 interact on PBS1. Finally, the CNOT gate is realized
by post-selection, with the fidelity of about 80%.

Fig. 5. The CNOT gate with entangled ancilla photon pair [4] (a) schematic graph (b)
experimental setup.

3.2 A CNOT Gate with Path Interferences

This subsection recommends the fourth CNOT gate, a gate with path inter-
ferences [6,25]. The control and the target qubits of this gate are both spatial
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Fig. 6. A CNOT gate with path interference [18]. (a) Schematic graph. (b) A polariza-
tion qubit and a spatial qubit converted into each other. (c) The schematic experimental
realization.

encoded. For control qubit, if a single photon occupies of path C0 and a vacuum
state in path C1, it is the logical 0, and vice versa, logical 1.

Under the condition of the coincidence Cout and Tout photon detection, the
gate works as follows shown in Fig. 6(a): if the input of control qubit Cin is
logical 0, the two target modes, T0 and T1, are interfering classically twice on
two 1/2BSs. In this case, there is no change of target state, because there is no
interaction between the control and target qubits. However, when Cin is logical
1, the control and target photons interfere non-classically at the middle 1/3BS.
There are two indistinguishable cases: one is that both C1 and T+ reflect on
1/3BS causing π phase shift, and the other is that both transmit through the
1/3BS. That two cases interfere with each other leading to the target flipping.
The other two 1/3BSs are used to balance the amplitude of the non-interference
output. This CNOT gate succeed with probability 1/9.

J.L. O’Brien et al. reported the demonstration of that CNOT gate in
NATURE [18], as shown in Fig. 6(c). The generated photons are initially polar-
ization encoded, and then are transformed to spatial encoding. To go from polar-
ization encoding to spatial encoding needs a PBS and a HWP in the experiment
shown in Fig. 6(b), and vice versa. In the experimental setup, two input polar-
ized qubits pass through the first PBS and are transformed into spatial encoding.
Two HWPs(22.5◦) implement two 1/2BSs, where the two classical interferences
happen, and the middle HWP(OA = 62.5◦) implements the three 1/3BSs. The
second PBS translates the polarized information after HWP(62.5◦) into spatial
modes to complete post-selection. Experimental fidelity is 84 %.
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3.3 A CNOT Gate with Polarized Photons Interference

This is a CNOT gate with polarized photon interference [7,13,20]. Two input
qubits are polarization encoded, and H-polarization is logical 0, V-polarization
is 1. Implementation of the CNOT gate is shown in Fig. 7. This gate is realized
mainly by three PDBSs. PDBS0 with parameters of tH = 1 and tV = 1/3,
and two PDBSa/b have reverse parameters, tH = 1/3 and tV = 1. Whats
more, reflection on PDBS0 once causes a π/2 phase-shift. The flip of target
state when control state is 1, is realized by the process of a π phase shift and
two HWPs(22.5◦) in input and output of target qubit. The phase shift is caused
by interference of two indistinguishable cases when two V-polarized photons
are mixed on PDBS0. One case is that both of the two photons transmit with
probability 1/3, and the other case is that both of them reflect with probability
2/3 leading to a phase shift totally. The other two subsequent PDBSs are used
to balance the output amplitudes. HWPs, QWPs and PBSs are to analyze the
output state and post-selection. The gate succeeds when two detectors obtain
a coincidence in the output with probability of 1/9 and experimental fidelity
is 81.8 %.

Fig. 7. Implementation of the CNOT gate with polarized photons interference [7].

3.4 A Simplified Version of CNOT Gate with a Particular Target
Qubit State

Five schemes of CNOT gate described previously are all for the arbitrary control
and target states. However, there are some special applications that the target
state is bases logic in quantum circuits, for example, target state is the initial
state, logical 0 or 1.

The CNOT gate with target state being logical 0 is easy to be realized by
only one PBS and one HWP, as Fig. 8(a) shown [2,15]. The control qubit state
is arbitrary, written as αH +βV , while the target qubit state is H. Target qubit
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Fig. 8. A simplified version of CNOT gate with bases target qubit state. (a) The input
of target qubit is H-polarized state. (b) The input of target qubit is V-polarized state.

state is transformed to be state (H + V )/
√

2 after HWP(22.5◦). Thus (αHH +
βV H + αHV + βV V )/

√
2 is the state of whole system. When passing through

the PBS-HV, state (αHH + βV V )/
√

2 is obtained under the condition of a
coincidence of the two outputs, with success probability 1/2.

We can also realize the special CNOT gate that the target qubit is V-polarized
state in the similar way, as Fig. 8(b) shown.

3.5 Comparison and Analysis

In this subsection, we compare and analyze the difficulty of interferences, re-
sources consuming and success terms of the six different implements of CNOT
gates above.

Interferences. Subwavelength path interferences occur only when the path
lengths maintain stable in subwavelength, about the order of 1µm. It is a harsh
term in lab, so it requires additional stabilization technology and equipment.
However, the stability requirements of second order interference are relaxed to
the coherence length of the qubit photons, about 150µm, and can be fulfilled
easily without any stability methods. Thus the realization of subwavelength path
interference is much more difficult than that of second order interference.

Table 1 shows the comparison of the interference in CNOT gates demon-
strated. Only the 4th scheme is spatial encoded, and only it contains subwave-
length path interferences. We have discussed that the realization of this gate is
very difficult, and such difficulty will restrict its application for scalable LOQC.
Compared with the 4th CNOT gate, the other CNOT gates just require at most
two second order interferences, thus they all can be implemented more easily.

Resources Consuming. We roughly divide resources required into three parts,
the number of required qubits, components and detectors. From the Table 2 we
can see that, the 3rd and the 2nd CNOT gates need 4 and 3 single photons and
the others are all require 2 photons. For required components and detectors, the
first and last one require less and the others are almost similar. The terms in
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Table 1. Comparison of the interferences in CNOT gates demonstrated

Scheme number Encoded mode Subwavelength Second order

1st polarization 0 1

2nd polarization 0 2

3rd polarization 0 2

4th path 2 1

5th polarization 0 1

6th polarization 0 1

Table 2. Resources requirement of the demonstrated CNOT gates

Scheme number Qubits number Component Detector number

1st 2 PBS*1+polarizer*1(PBS*2) 2(3)

2nd 3 PBS*2+polarizer*1(PBS*3) 2(4)

3rd 4 PBS*2+polarizer*2(PBS*4) 2(4)

4th 2 PBS*2+HWP*4 2

5th 2 PDBS*3+HWP*2 2

6th 2 PBS*1+HWP*1 2

Table 3. Success terms of the CNOT gates

Scheme number Indication Probability Function

1st state 1/4(1/2) loss

2nd state 1/8(1/4) destructive

3rd state 1/16(1/4) non-destructive

4th coincidence 1/9 destructive

5th coincidence 1/9 destructive

6th coincidence 1/2 limited

brackets are all response to the case using feed-forward control techniques to
increase success probability in Table 3, which requires more resources and are
more complex.

Success Terms. In Table 3, the success indications of the first three CNOT
gates are all states. It means that the CNOT gates succeed when detectors receive
particular states, which needs one more polarizer or PBS (with one additional
detector). While the success indication of the last three is a coincidence detection
of two output photons. The success probability indicates that the last scheme
provides the highest probability. The 1st one can also reach highest using feed-
forward control techniques, while requires more resources and are more complex.
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The first scheme realizes a CNOT gate that losses the information of the con-
trol qubit, and the last one is limited to the cases that target qubit is logical 0 or
1. The destructive CNOT gates work only when all output ports each detect one
photon simultaneously. Without reliable quantum nondestructive measurement
(QNM) [9], the detection of the post-selection will destruct the output photons
of control and target, so the gates are called destructive gates. Although those
CNOT gates preserve the information of control qubit, its destructive property
make it difficult to apply to scalable quantum computing. The only one non-
destructive CNOT gate is the 3rd one, since its two outputs are not needed to
detect by post-selection operation. As Fig. 5 shown, if D3 and D4 detect one
particular photon simultaneously, the CNOT gate is successful.

Summary. Generally, the more powerful the CNOT gate is, the more resources
it requires. The nondestructive gate is very useful in scalable quantum computing
that contains multiple CNOT gates, but it costs more resources than the others.
The fifth CNOT gate maybe a promising candidate to implement the scalable
quantum computing together with QNM, since it is not resource-consuming and
easier to be realized than the others that implement the same function. And
from the view of the optical experimental setups, the 5th are simpler.

It may be more efficient to adopt different scheme of CNOT gate according
to practical requirements. For example, if the target qubit state is logical 0 or
1, we use the sixth CNOT gate. For the CNOT gate in the middle of circuits,
we could adopt the third scheme. Therefore, we combine several schemes to
realize a quantum circuit in order to maximize resource efficiency. Until now,
the scale of quantum circuits is so small that the scheme of quantum gate is
chosen manually. However, in the future, when the scale of quantum circuits
grows larger and larger, the choice would have to be made automatically which
is similar to the function of compilers in classical computer.

4 Implementation of Quantum Algorithms
in the Quantum Circuit Model

The above sections introduce the all-optical quantum CNOT gates, and analyze
their properties. This section introduces the application of the CNOT schemes
to several important quantum algorithms.

Before describing details, we give an overview of the development of linear
optical quantum computer, compared with the classical computers [29,30]. As
shown in Fig. 9, the hierarchical structure of classical computer is mainly divided
into three levels, software, architecture and hardware. Those three phases would
be passed through to implement an algorithm on classical computer. While for
quantum computers, there are no software and architecture till now. Thus, a
quantum algorithm is directly implemented by the quantum circuits and optical
components, just like achieving an algorithm on FPGA.
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Fig. 9. Hierarchical structure of quantum computer and classical computer.

4.1 Application of CNOT Gates for Shors Quantum Factoring
Algorithm

Shors algorithm [26] is the most famous and prominent quantum algorithm. It
can factor large numbers in polynomial time on a quantum computer, while the
best classical method need exponential time. ChaoYang Lu et al. report an all-
optical demonstration of a compiled version of the algorithm [15]. They choose
to factorize 15, the simplest instance. This experiment proof-of-principle proves
that Shors algorithm can be realized by using photonic qubits.

The simplified quantum circuit of Shors algorithm and experimental setup
are shown in Fig. 10(a) and (b). Two consecutive CNOT gates are the kernel of
the circuit. Considering the target qubits of both CNOTs are logical 0, the 6th
CNOT scheme is adopted. Two target qubits are both transformed from H to
(H ± V )/

√
2 by HWPs(22.5◦). In Fig. 10(c), three H ± V polarized photons are

Fig. 10. Shors algorithm [15]. (a) The quantum circuit for N = 15. (b) Experimental
setup. (c) Two consecutive 6th CNOT gate.
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incident into two PBSs from three spatial modes. The post-selection operation is
a coincidence of three outputs which occurs only when all photons are reflected
or transmitted. After that operation, entangled state HHH±V V V is outputted,
which is the required result of the two CNOT gates.

4.2 Application of CNOT Gates for Solving Systems of Linear
Equations

Harrow, Hassidim and Lloyd [5] propose a powerful quantum algorithm to solve
systems of linear equations that is a very practical problem. It shows that quan-
tum computers can solve this problem exponentially faster than classical ones in
some situations. In 2013, two groups independently demonstrated the algorithm
based on different photonic quantum circuits [1,2]. They both realize the sim-
plest instance of the algorithm for solving 2 × 2 linear equations on a quantum
computer for various input vectors, demonstrating the working principle of the
quantum algorithm.

Application of the Simplified CNOT Gate. The simplified quantum circuit
designed by X.-D. Cai et al. is shown in Fig. 11 [2]. It uses four qubits. Two
CNOTs are contained in the circuit. Because the target qubits of both CNOTs
are H-polarized, the 6th scheme is adopted to implement the two consecutive
CNOT as 4.1 does.

Fig. 11. The 1st optimized quantum circuit for solving systems of linear equations.

Application of the Third and Fifth CNOT Gates. Another different
implementation is reported by Stefanie Barz et al. [1]. As shown in Fig. 12,
optimized quantum circuit contains two separate CNOT gates. Figure 13 shows
its experimental implementation, where the two CNOT gates respectively adopt
the 3rd and the 5th schemes.

Fig. 12. The 2nd optimized quantum circuit for solving system of linear equations.
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Fig. 13. Experimental implementation of the optimized circuit.

As previous discussion of the 3rd scheme, the valid outputs of CNOT1 are
passed to CNOT2 without measurement. This non-destructive CNOT gate can-
not be replaced by destructive one, except that the destructive CNOT gates are
combined with QNM. CNOT2 is realized by the 5th scheme and succeeds when
the coincidence of two final detectors occurs. They choose this scheme because
it is more stable and efficient.

In the scalable quantum computing, the output of the former gate usually
pass to the next one. Destructive CNOT gates without QNM are less useful, since
they have to measure outputs to judge if it succeeds, leading to destruction. In
fact, we have to measure the output of each destructive CNOT gates one by one.

Summary. Comparing the two demonstrations, we observe that the same quan-
tum algorithm can be compiled into different circuits, leading to different realiza-
tion and resources consuming. The simpler quantum circuits optimize to be, the
less resources will consume to implement them. Therefore, optimizing circuits is
very important and necessary.

5 Discussion

Despite of great progress made in all-optical CNOT gates, there are still some
problems to be solved, such as low success probability and low efficiency [19]. In
addition to the technology of controlling photons, the technologies of generating
and detecting photons in lab are also significant to optical quantum comput-
ing. LOQC based on photonic qubits requires large number of indistinguishable
single photons that depend on the generation technology of photon sources.
Post-selection is to realize two-qubit quantum gates, therefore, the efficiency
and accuracy of single photon detectors is crucial for LOQC.
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Abstract. Network coding (NC) enables us to mix two or more packets into a
single coded packet at relay nodes and improve performances in mobile ad hoc
networks (MANETs). Sliding window network coding is a variation of NC that
is an addition to data packet streaming and improves the data delay on MANETs.
In this paper, we propose a Sliding Window Network Coding in MANETs
(SWNCM). SWNCM preserves the degree distribution of the encoded data
packets through the recombination at the nodes. SWNCM enables to control the
decoding complexity of each sliding window independently from the data packets
received and recover the original data. The performance of the SWNCM is studied
using NS2 and evaluated in terms of the network throughput, encoding overhead,
decoding delay, packet transmission rate when data packet is transmitted. The
simulations result shows that the SWNCM with our proposition can significantly
improve the network throughput and achieves higher diversity order.

Keywords: MANET · Sliding window · Network coding · Performance analysis

1 Introduction

With the wide application of wireless communication technology, the traditional local
area network couldn’t satisfy people’s needs, so the Mobile Ad Hoc Networks
(MANET) appeared and developed rapidly [1–5]. Recently, wide attention has focused
on a transmission mode called data packet transmission to maximize the link utilization
of a given wireless channel.

The advantages of network coding (NC) come however at the price of additional
computational complexity, mainly due to the packet encoding and decoding process.
Random linear network coding is a feasible encoding tool for network coding, especially
for the non-coherent network, and its performance is important in theory and application.
In [3], Guang et al. study the performance of random linear network coding for the well-
known butterfly network by analyzing some failure probabilities. In multi-user cooper‐
ative networks, network coding in higher Galois Field has been proved with solid

© Springer Science+Business Media Singapore 2016
J. Wu and L. Li (Eds.): ACA 2016, CCIS 626, pp. 174–183, 2016.
DOI: 10.1007/978-981-10-2209-8_15



performance improvement over binary codes. Xiao et al. [4] proposed the use of diver‐
sity network codes (DNCs) over finite fields so as that the destination is able to rebuild
the user information from a minimum possible set of the coded packets. The network
encoder is on the top of channel encoder, and the network decoder is combined with
channel decoder leveraging the tentative decisions from channel decoder.

This paper proposes a Sliding Window Network Coding in MANETs (SWNCM).
We apply network coding over GF(2q) on symbols rather than on packets to fully exploit
the advantages of network coding including sliding window, increase traffic and robust‐
ness. The performance of the SWNCM is studied using NS2 and experimentation to
assess the encoding efficiency, the decoding complexity of SWNCM enabled mobile
node. The SWNCM is shown to achieve significant performance gain.

The rest of the paper is organized as follows. Section 2 discusses the some related
work. Section 3 describes models of sliding encoding window model in MANETs. Some
simulating results are provided in Sect. 4. Finally, the paper concludes in Sect. 5.

2 Related Works

In [5], Chen et al. considered the transmission scenario of network coding in which the
cluster head node sends encoded signals to sink node over a lossy and noisy wireless
channels. The application of compressed sensing conception was explored to break the
limitations and improve the performance of network coding when the mutual correla‐
tions of information are existent. Qin et al. [6] proposed an energy-saving scheme for
wireless sensor networks based on network coding and duty-cycle (NCDES). The
scheme determines the node’s status based on the ID information which embedded in
data information. When combining network coding and duty-cycle in wireless sensor
networks, it will reduce transmission coding coefficients and retransmissions. Jiang
et al. [7] proposes an energy-efficient multicast routing approach to achieve the data
forwarding in the multi-hop wireless network. Analysis of the multi-hop networks
energy metric and energy efficiency metric. Then the corresponding models are given
network coding is used to improve network throughput. Antonopoulos et al. [8] proposed
a network coding-based cooperative ARQ (NCCARQ) scheme for wireless networks.
Compared to simple cooperative ARQ protocols, the proposed solution improves up to
80 % the energy efficiency of the system without compromising the offered QoS in terms
of throughput and delay.

Considering the feature of strong node mobility in mobile ad hoc networks, Wang et al.
[9] proposed a hop-by-hop network coding algorithm based on ad hoc networks. In [10],
Halloush et al. develop Multi-Generation Mixing (MGM), which is a generalized approach
for generation based network coding. The proposed MGM framework allows the encoding
among generations for the purpose of enhancing NC decodability. Guo et al. [11] ques‐
tioned whether these requirements are enough when there are various intersecting nodes
along a path, and they proposed a new coding-aware routing metric, Free-Ride-Oriented
Routing Metric (FORM), able to exploit a larger number of coding opportunities, regard‐
less of the number of flows and intersecting nodes. Kiss et al. [12] proposes a scalable
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approach for increasing transmission reliability in wireless sensor networks, based on a
cooperative scheme that uses Reed–Solomon codes as network code.

Vazintari et al. [13] proposes an effective NC scheme intended for sparse DTNs
comprising nodes of limited storage capacity. They aim at demonstrating the drastic
overhead reduction accomplished when the application of NC reinforced by the optimal
MMA proposed is combined with either the Epidemic or the PRoPHET protocol. In [14],
Ploumidisa et al. explores the throughput and delay that can be achieved by various
forwarding schemes, employing multiple paths and different degrees of redundancy,
focusing on linear network coding. The analytical framework is generalized for an arbi‐
trary number of paths and hops per path. In [15], Chen et al. explores a multipath trans‐
mission scheme employing network coding for providing better rate-delay trade-offs,
being also adjustable according to QoS constraints. In [16], Zhang et al. investigate the
impact of imperfect CSI on the performance of analog network coding (ANC) for a two-
way relaying system based on opportunistic relay selection (ORS). An exact and gener‐
alized closed-form expression for system outage probability is presented in a Rayleigh
flat-fading environment. Liu et al. [17] describes the model for the dynamic decode-
and-forward (DDF) protocol and network coding (NC) (DDF-NC) cooperative commu‐
nications system. Shen et al. [18] propose a novel routing protocol named Location-
Aware Routing Protocol (LARP) for UWSNs, where the location information of nodes
is used to help the transmission of the message.

Although some network coding algorithms are proposed to improve network
performance, most of these approaches do not consider mobile data packet streaming
scenario. In our work, we target mobile multimedia streaming networking problem in
wireless networks. By constructing the appropriate network coding structure, we can
achieve the higher free viewpoint multimedia streaming.

3 Sliding Encoding Window Model

We now focus to the sliding window and the random network coding approaches. When
using this approach, not all data packets need to be coded together in a generation, just
the ones in the same window. This simplifies the solving of the Gaussian-elimination
on the receiver side, but requires constant feedback between the nodes to determine
which packets have been seen at the receiver and thus remove them from the sender’s
linear combinations.

3.1 Network Model

The network model is a generalization of the insertion-only data packet model in which
we seek to compute function f over only the most recent elements of the data packet.

The network model is represented as G = (V, E) where V represents the set of nodes
in the network and E denotes the set of directed edges. Each link (i, j)  E means that
node i can transmit to node j. We assume links are symmetric that if (i, j)  E; (j, i)  E
as well. Whether two links interfere with each other depends on the interference model
adopted.

In the present paper, as both the probabilistic selection of the coding coefficients and
the number of packets to be stored are independently decided at each MANET node, the
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proposed scheme, data packet flows from a single source node to a single destination
node. This scheme, when data packet is need to transfer, the source node to encode data
packet operation, the destination nodes are allowed to decode the received coded packets
whereas intermediate nodes can only forward randomly created linear combinations of
incoming packets. The destination nodes would have to wait until reception of all the
packets of a generation. Figure 1 visualizes the network model in MANETs.

Source Node

Destination Node

Intermediate Node

1

S

2

3

4
6

5

7
8

9

D

Fig. 1. Network Network model in MANETs.

The random linear network coding (RLNC) scheme [17] adopts a block transmission
strategy which can approach the capacity with less feedback overhead. Because this
RLNC scheme can provide near-capacity performance and it becomes more attractive
in several industrial standards recently. In addition, it works over non-binary Galois
Field and can seamlessly combine with network coding. The proposed scheme is illus‐
trated in Fig. 2, in which we use network codes over finite fields, on top of channel
coding, to encode relayed and local messages. The network coding scheme is time-
invariant in each relay node. The information messages D1 and D2 of node 1 and node
2, respectively, are realized over GF(2q). Network coding is also in GF(2q). All trans‐
mission blocks are subject to independent fading.

1

D1

2

3

D2

D1+D2

D1+2D2

D1

D2 D2

D1

Fig. 2. Two-node cooperative networks with proposed designed network codes over finite fields.

3.2 Sliding Encoding Window Construction

SWNCM adopts the encoding strategy similar to RLNC [3], but the block of packets to
be encoded in each slot is sliding forward at a constant speed V. For each packet P to
transmit, the source selects the blocks (x0, x1, …, xN−1) and coding coefficients (c0, c1, …,
cN−1) to combine with in a sliding encoding window of size 1 ≤ W ≤ N, If the coefficient
is chosen from F(2q), number of choices of coding vectors would be (2q−1). Obviously,
the all zero vector has to be avoided. The size of the sliding window W = e − f + 1, for N
elements, there are N − W + 1 possible sliding windows of size W. A sliding encoding
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window of size W is a sequence of blocks (xf, …, xe) where 0 ≤ f, e ≤ N − 1 and f ≤ l and
e – f + 1 = W. We define fi and ei the leading edge and the trailing edge of the i-th sliding
encoding window. Figure 3 shows the encoding vector for sliding encoding windows.

…

Packets sequence number

T
im

e slot

xf xl

Fig. 3. Encoding vector of CC-SWNC.

After overhearing the coded symbols from the source, the destination node attempts
to decode the original packets through Gauss elimination approach. A typical example
of the decoding process is shown in Fig. 4, in which the Gauss-Jordan Elimination can
be performed progressively as the coded packet arrives and finally the original packets
can be retrieved when the reduced matrix has full rank.

Received symbols

Decoded            Undecoded

Fig. 4. Decoding vector of CC-SWNC.

In this paper, we use a linear network coding scheme. The linear network coding
scheme is an encoding method such that coding vector ci = (ci0, ci1, …, ciN−1) is given,
and input packet X = (x0, x1, …, xN−1) is converted into output packet Pi by the following
expression.

(1)

Then, the elements ci of the encoding vector g are set to one with probability p = 0.5
for i  [f, e], with probability p = 0 otherwise. The destination node can decode input
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packets because the coding vector ci = (ci0, ci1,…, ciN−1) and output packet data P = (P0,
P1, …, PN−1) are obtained from the received packets, and an inverse matrix exists in G.

3.3 Network Coding Over Data Packet Streams

Network coding has been shown to dramatically improve network performance;
however, implementing it can be a challenge. In order to develop practical coding tech‐
niques, random linear network coding (RLNC) [3] has been used by a large number of
coding schemes because of its simplicity and effectiveness in most network scenarios.
Each node selects coefficients over the Galois field randomly and independently. There‐
fore computational complexity of this scheme is significantly lower than its centralized
counterpart. The coefficients are uniformly distributed, the probability of being able to
randomly find an admissible network code is a function of the field size, the number of
receivers, and also of the number of links involved in the graph G. Assume that we want
to send a file consisting of data packets pi, i  P, where P is the set of data packet indexes.
Within these data packet streams, RLNC can be used to add redundancy by treating each
pi as a vector in some finite field F(2q). Random coefficients αij  F(2q) are chosen, and
linear combinations of the form  are generated. These coded packets are
then inserted at strategic locations to help overcome packet losses in loss networks.

Management of the coding windows for these data packets network coding schemes
generally fall within the following sliding window based scheme. In sliding window
scheme, data packets are dynamically included or excluded from linear combinations
based on various performance requirements.

In addition, the code window is greater, its decoding complexity and communication
overhead is greater, also. Algorithm describes the policy for the sliding-window coding
scheme shown in Fig. 3.

4 Simulation Experiments

In this section, simulation results are presented and discussed concerning the perform‐
ance of the enhanced by the innovative SWNCM scheme proposed. We use the NS-2
simulator [19] to evaluate the Cooperative Communication with Sliding Window
Network Coding in wireless networks (SWNCM).

4.1 Simulation Scenario

We evaluate SWNCM in a data packet streaming scenario where one source distributes
a data packet sequence to multiple cooperating receiver nodes.

MANET nodes follow the Random Waypoint (RWP) Mobility Model. To study how
the proposed scheme is affected by the nodes mobility, the node speed ranges have been
in [0, 20] m/s speed. Nodes are randomly and uniformly located over a 1000 m × 1000 m
area, with a node transmission range of 250 m [20]. The network sparseness may be
quantified by the mean node degree, i.e. the average number of neighbors in the network,

Performance Analysis of Sliding Window Network Coding in MANET 179



ρ = π·d·r2, where d and r are the node density and the transmission range, respectively.
The results of the simulation are positive with respect to performance.

We analyze the performance of SWNCM from the point of view of the encoding
efficiency. The encoding efficiency of SWNCM depends on the generation size N and
on the sliding encoding window size W (W = 100). The SWNCM algorithm was
compared with NCCARQ algorithm [8] and PRoPHET [13] in MANETs environment.
The corresponding simulation parameters are summarized in Table 1.

Table 1. Simulation parameters

Number of nodes 100
Network area 1000 m × 1000 m
Transmission range 250 m
Simulation time 600 s
Transmission range 250 m
Node density (d) 4
Sliding encoding window size W = 100
Communication model Constant Bit Rate (CBR)
Message size (bmsg) 512 bytes/packet
Examined algorithm NCCARQ [8], PRoPHET [13]

4.2 Simulation Results

The results shown in Fig. 5, the packet throughput of SWNCM is always higher than
that of NCCARQ and PRoPHET that with the network size increasing. Therefore we
can conclude that, with sliding window network coding in wireless links, SWNCM can
complete data packet transmission faster and perform better than NCCARQ and
PRoPHET in MANETs. SWNCM is effective in improving the network throughput.
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Fig. 5. Network throughput vs. Network size.

Figure 6 show that, the encoding overhead of SWNCM is smaller than that of
NCCARQ and PRoPHET, which means that SWNCM can transmit data packet faster
than NCCARQ and PRoPHET. SWNCM reduces the encoding overhead the better.
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Figure 5 shows the encoding overhead of SWNCM, NCCARQ and PRoPHET, which
use the sliding window network coding that minimize the encoding overhead.
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Fig. 6. Network throughput vs. Network size.

In Fig. 7, we test the SWNCM performance in decoding delay. It can be seen from
Fig. 7 that, using sliding window network coding, decoding delay is reduced. We can
also observe that the sliding window network coding more gracefully than other algo‐
rithm when network size increases. It demonstrates that SWNCM scheme is more suit‐
able as the variation of the network size increases.
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Fig. 7. Decoding delay with different network size.
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The results shown in Fig. 8 reveal that, the packet transmission rate of SWNCM is
always higher than that of NCCARQ and PRoPHET. The main reason is that the data
packets by the NCCARQ and PRoPHET has lower packet transmission rate than
SWNCM has, so the NCCARQ and PRoPHET take more time to transmit the same
amount of data than SWNCM algorithm does. The Fig. 8 shows that SWNCM enable
to increase by a factor of network size load by sliding window network coding.

5 Conclusion

This paper discusses network coding problem, which may deal with the sliding window
network coding model for researching in MANETs. It presents a Sliding Window
Network Coding in MANETs (SWNCM). We propose an efficient approach to construct
sliding window and network coding coefficients in a pseudo-random manner on each
node. We provide a thorough description of sliding window and network coding in
MANETs (SWNCM), a novel class of network codes. The performance of the SWNCM
is studied using NS2 and experimentation to assess the network throughput, encoding
overhead, decoding delay, packet transmission rate of SWNCM enabled mobile node.
The SWNCM is shown to achieve significant performance gain.
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Abstract. Moving Target Defense has been proposed as a way to alter
the asymmetric situation of attacks and defenses, and there has been
given a great number of related works. Currently, the performance eval-
uation of these works has largely been empirical, but lacks the application
of theoretical models. Further, the evaluation is usually for a specific app-
roach or a category of MTD approaches, and few work has been taken
to compare different MTD techniques. In this paper, we consider a Web
server as a deployment scenario for the three typical kinds of MTD tech-
niques, and develop a generalized abstract performance evaluation and
comparison model for existing MTDs through using generalized stochas-
tic Petri Net (GSPN). We also take a case study to describe the usage of
the model. The model enables us to analyze and understand the benefits
and costs of an MTD approach, and can be viewed as an attempt to fill
the gap of MTD comparison.

Keywords: Moving target defense · Generalized stochastic petri net ·
Evaluation model

1 Introduction

With the rapid growth of information technologies, Internet has become a
national key infrastructure. However, cyber-attacks (such as IP prefix hijack-
ing [1], botnet [2], DDoS attack [3]) can still be found everywhere, and major
security incidents have been frequently reported in recent years (such as the
PRISM [4], the Heartbleed Bug [5], eBay data leakage). Such security disasters
are repeatedly showing that, the security of the Internet is always facing severe
challenges. One of the major reasons of the severe Internet security situation
is that the network configurations nowadays are typically deterministic, static,
and homogeneous [6,7]. These features reduce the difficulties for cyber attackers
scanning the network to identify specific targets and gather essential informa-
tion, which gives the attackers the advantages of building up, launching and
spreading attacks. Therefore, in the struggle between cyber network attack and
defense, the attackers typically have asymmetric advantages and the defenders
are always disadvantaged by being passive.
c© Springer Science+Business Media Singapore 2016
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To alter the asymmetric situation between attacks and defenses, Moving Tar-
get Defense (MTD) is proposed as one of the “game-changing” themes in cyber-
security [6,8], which attempts to create, evaluate, and deploy mechanisms and
strategies which are diverse, continually shift and change over time to increase
complexity and costs for attackers, limit the exposure of vulnerabilities and
opportunities for attack, and increase system resiliency [6]. Currently, there has
been proposed a multitude of MTD approaches. The performance evaluation for
these MTD approaches is usually empirical, but lacks the application of theoret-
ical models. Until now, only three related works introduced existing urn models
to the MTD area, and use them to evaluate the performance of Network Address
Shuffling [9], Port Hopping [10], and combination of deception defense and move-
ment (actually, Network Address Shuffling) [11], respectively. Furthermore, there
lacks the comparison between different MTD techniques except the work of Jun
Xu [12]. Petri Net (PN) is created as a mathematical tool to describe and model
the information system, and system performance evaluation is one of its most
successful applications [13]. In this paper, we attempt to introduce Petri Net
theory into MTD area for evaluating and comparing different MTD techniques.

To build the generalized abstract evaluation model for MTD system, we choose
a Web server as the deployment platform. There are two reasons to consider this
scenario. The one is that Web server is an very important target in network,
which is worth deploying MTD to increase its security and resiliency. The other
is that the three main typical MTD techniques (Software Transformations (ST),
Dynamic Platform Techniques (DPT), and Network Address Shuffling (NAS)
[14]) can be deployed on a Web server alone or simultaneously. Specifically, an
MTD approach based on ST can be used on server application to improve its
capacity against attacks from network. The DPT can be used on the running plat-
form of the Web server to complicate the attacks. Meanwhile the NAS approaches
can also be applied to server’s network address to confuse attacker.

In our prior research, we have analyzed the running patterns of MTD tech-
niques that provide proper defense [14]. In this paper, we will extend classic
process of Web service, describe a complete process of service and defense of a
Web server which can deploy the three typical MTD techniques, and develop a
generalized abstract performance evaluation model for existing MTD approaches
through using generalized stochastic Petri Net (GSPN). Then we take an MTD
approach in NAS category as a use case to describe the usage of the proposed
model. For simplicity, we have only modeled the situation that MTD is per-
formed when the system is serving in this paper. Modeling and discussing a
more realistic service and defense process is our future work.

2 Problem Formulation

2.1 Petri Net

A basic Petri Net (PN) [13] can be viewed as a directed graph, in which the
nodes are Places and Transitions, and the edges are Arcs. It is usually described
as a 3 tuple, i.e., PN = (S, T ;F ).
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– S: S represents the set of places, which describes the local state of system.
A place is usually represented as a circle graphically.

– T: T represents the set of transitions, which describes the event or the actions
that induces state change. A transition is usually denoted as a rectangle or a
line graphically.

– F: F represents the set of arcs. Arcs connect the Place and Transaction to
describe the relationship between the local states and events. An arc is usually
denoted as an directed arc graphically.

The three basic elements of a basic Petri Net has the following four properties.
The first one is S ∪ T �= ∅. The second one is S ∩ T = ∅. The third one is
F ⊆ (S ×T )∪ (T ×S). The forth one is dom(F )∪ cod(F ) = S ∪T , and in which
dom(F ) = {x|∃y : (x, y) ∈ F}, cod(F ) = {x|∃y : (y, x) ∈ F}.

A place from which an arc originates is considered to be an input place of
a transition in which the arc terminates. A place in which an arc terminates is
considered to be an output place of a transition from which the arc originates.
Token, is another important sign in Petri Nets. It is usually denoted as solid dot
and contained in places to represent the state of the Petri Net, i.e., its dynamic
change in the place is used to represent the different state of the system. One
specific distribution of tokens over a Petri Net can be used to represent a specific
state of described system and called marking.

The dynamic behavior of a PN is managed and controlled by its firing rule.
If all the input places of a transition contain at least one token, the transition is
enabled and it can be fired to cause the state change of the system. If a transition
is fired, all of its input places would remove a token, and all of its output places
would add a token.

2.2 SPN and GSPN

The concept of time is not introduced into basic PN. If there is a random delay
between a transition’s enabling and firing, in other words, each transition is
associated with a fire rate, the PN is extended to become a Stochastic Petri Net
(SPN) [13].

Generalized Stochastic Petri Net (GSPN) [13] is an extension of SPN. There
are two main differences between GSPN and SPN. The one is that the transitions
in GSPN can be divided into two sub-types, immediate transitions and timed
transitions. The other is there exists inhibitor arcs in GSPN. A Generalized
Stochastic Petri Net model is usually described as a 6 tuple, i.e., GSPN =
(S, T ;F,W,M0, λ).

– S: the definition is same to the basic PN.
– T : In GSPN, transitions can be divided into two category, Immediate Tran-

sitions and Timed Transitions. T = T1 ∪ T2, T1 = {t1, t2, ..., tm} denotes the
timed transitions and each of which is associated with a random delay time
between enabling and firing, and they are usually represented as empty rectan-
gles graphically. Meanwhile T2 = {tm+1, tm+2, ..., tn} denotes the immediate
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transitions which can be fired randomly and the delay is zero, and they are
usually represented as solid rectangles or lines.

– F : In GSPN, there exists inhibitor arcs, which can only form places to tran-
sitions, and make the enabled conditions to be disenabled.

– W : W is the weight function for the arcs, and it satisfies F → N+.
– M0: M0 is the initial marking, and it satisfies that, ∀s ∈ S : M0(s) ≤ K(s), in

which K : S → N+ ∪ {∞} is the place capacity function.
– λ: λ = {λ1, λ2, ..., λm}, and it is set of the firing rates corresponding to the

timed transitions. Each rate is the average firing times of transition in unit
time.

3 A GSPN Model for Evaluating MTD Techniques

In this paper, we choose a Web server that deploys MTD techniques as an
evaluation scenario. We firstly describe the process of Web service and defense of
the example evaluation scenario. We assume that only in the process of serving,
there may occur the event of timer expiring which according the periodic or
unfixed attack surface shifting, or a security alert.

(1) The Web server system is ready to provide service after completing its func-
tionality and defense configuration.

(2) User send the synchronize request to acquire the current network address
of server. If the server deploys one or more of the approaches based on
Software Transformations, Dynamic Platform Techniques, and the Network
Address Shuffling approach in mutation pattern, the synchronization is usu-
ally achieved by routing update and DNS request/respond. If the server
deploys the NAS in hopping pattern, the synchronization is usually achieved
by time synchronization scheme, or exchanging the hopping pattern infor-
mation, or pre-setting the same function and initial value [15].

(3) After obtaining the service address, user can establish connection with the
server. And then user would send its service request and wait for the service.

(4) During the process of service, the deployed MTD approach would shift the
attack surface of the Web system according to the pre-setting scheme (the
timer expires) or an anomalous event.

If there deploys ST or DPT, it needs to preserve or migrate the current
service state (such as connections, data) for the new variant or platform to
pursue the task of the previous variant or platform.

If NAS is deployed, there are two cases.

A. If there is aid mechanism to ensure that the ongoing connections would not
be broken down (such as MT6D [16], RHM [17], spatio-temporal address
mutation [18]), the system would continue to provide service.

B . Otherwise, we would consider the two sub-cases.
a . If the NAS is in hopping pattern, the two sides are fully aware of the

hopping pattern information (including the hopping sequence and hop-
ping timeless) of both, or one side (e.g. the clients) is fully aware of the
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hopping pattern information of the other side (e.g. the server). Then
the user can get the service address timely, and it can directly establish
the connection with server.

b. If the NAS is in mutation pattern, the user do not know the shuffling
information of the server, thus it has to send the synchronization request
and wait for connection.

Next, we model the process of service and defense using GSPN as Fig. 1. In most
of existing MTD approaches, it usually shifts to a new variant/platform/address
after a time interval controlled by a timer. What’s more, some of them would shift
according to a security alert, such as ChameleonSoft [19], TALENT [20], and MAS
[21]. The shifting based on fixed or adjustable time interval can be described as
time transition, while the shifting driven by the security alert can be described
as immediate transition. Therefore, we choose GSPN as the modeling tool. The
places correspond to the system state in the process of service and defense, and
the transitions correspond to the actions in the process of service and defense.
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Fig. 1. The GSPN model for the Web server deployed typical MTD Technology.

The signification of the places and transitions in Fig. 1 are described as follows
(seen in Tables 1 and 2).

In Table 2, in addition to the signification of transitions, we also describe the
types of each transition. What’s more, we take Timed as the abbreviation of
timed transition, and Immed as the abbreviation of immediate transition.
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Table 1. Signification of the places.

Places Signification

Pr System is ready to provide service

Pt The timer is counting

Pn There is no security alert

Pt−e The timer expired

Pa−e There is an anomalous event

Psy System is in the state of synchronization

Pc System is in the state of establishing connection

Ps System is serving

Pd System is in the state of defense

PST System is changing its software variant to provide service

Pn−v System is using a new variant to serve

PDPT System is changing the properties of its platform

Pn−p System is with new properties of its platform

PNAS System is changing its network address

Pn−a System is with the new address

Pr−con User re-connects with the server

In this model, we use an inhibitor arc from Pt−e to td1, which means that
when there are tokens in place Pa−e, Pt−e, and Ps, only the transition td2 can
be fired, and the transition td1 is disenabled. In real system, when the system
is serving, and if the timer expires or there is a security alert, the system would
respond to the two events to defense. What’s more, the alternative actions for
responding to the two events (i.e., td1 and td2) belonged to the same set of actions
which consists of the three actions named software transformations, changing
the properties of running platform, and shuffling the system’s network address,
respectively. As a result, when the system is serving, and the timer expires
meanwhile there is a security alert, the system just needs to respond to one
event. The corresponding representation in the GSPN model is that only one
transition, td1 or td2, needs to be fired. Here we assume that transition td2 can
be fired, and the transition td1 is disenabled.

In this model, we define five random switches.
The first one is for the immediate transitions tn and ta−e. We define that

the probability that the transition ta−e fires is α1, and the probability that the
transition tn fires is α2 (i.e., p(ta−e) = α1, and p(tn) = α2), which describes the
probability that there is a security alert, or not, respectively. Their values satisfy
that
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Table 2. Signification of the transitions.

Transitions Type Signification

tt−e Timed Timer expires during the process of service

ta−e Immed Security alert occurs during the process of service

tn Immed There is no security alert occurs

tsy Timed Send synchronization request to get service address

tc Timed Establish connection with server

ts−req Timed Send service request

ts−end Timed User obtains the required service, and the service
terminates normally

td1 Immed System cleans the alert and responds to the security alert

tcl Immed Clean the alert

td2 Immed System responds to the event of timer expiring

tST Immed System chooses the defense approach based on Software
Transformations

ts−sw Timed Switching the software variant

ts−pre Timed Preserving the service state

tDPT Immed System chooses the defense approach belonging to
Dynamic PlatformTechniqu

tp−sw Timed Switching the properties of running platform

ts−mig Timed Migrating the service state

tNAS Immed System chooses the defense approach belonging to Network
Address Shuffling

ta−sw Timed Switching the server’s network address

tc−s Immed Server continues the service

tr−con Immed User starts to re-connect with the server

th−c Immed User initiate the re-connection in hopping pattern

tm−c Immed User initiate the re-connection in mutation pattern

α1 + α2 = 1, α1, α2 ∈ {0, 1}
The second one is for the immediate transitions tcl and td1. we define the

random switch is that, under the condition M(Ps) = 1,
⎧
⎪⎪⎨

⎪⎪⎩

p(tcl) = β1 =
M(Pt−e)

M(Pa−e) + M(Pt−e)
,

p(td1) = β2 =
M(Pa−e)

M(Pa−e) + M(Pt−e)
,

if M(Pt−e) �= 1 or M(Pa−e) �= 1;

{
p(tcl) = β1 = 1,

p(td1) = β2 = 0,
if M(Pt−e) = M(Pa−e) = 1.
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The third one is for the immediate transitions tST , tDPT , and tNAS . We
define that P (tST ) = γ1, P (tDPT ) = γ2, and P (tNAS) = γ3. In other words, γ1,
γ2, and γ3 represent the probability of that the system would deploy the defense
approach based on Software Transformations, or deploying the defense approach
belonging to Dynamic Platform Techniques, or deploying the defense approach
belonging to Network Address Shuffling, respectively. Their values satisfy that

γ1 + γ2 + γ3 = 1, 0 ≤ γ1, γ2, γ3 ≤ 1

In addition, we call one attack surface shifting a round. We assume that in
each round, the values of γ1, γ2, and γ3 satisfy that γ1, γ2, γ3 ∈ {0, 1}. It means
that different types of MTD approaches can be chosen in different rounds, but
only one type of MTD techniques can be used in each round.

The forth one is for the immediate transitions tc−s and tr−con. We define
that p(tc−s) = ϕhold and p(tr−con) = ϕn−hold. ϕhold and ϕn−hold represent the
probability whether the defense approach is equipped with the aid mechanism
to keep the ongoing connections active, or not, respectively. The values of ϕhold

and ϕn−hold are determined by the designer, and they satisfy that

ϕhold + ϕn−hold = 1, ϕhold, ϕn−hold ∈ {0, 1}

The fifth one is for the immediate transitions th−c and tm−c. We define that
p(th−c) = θhop and p(tm−c) = θmut. θhop and θmut represent the probability
of using the NAS approach in hopping pattern or NAS approach in mutation
pattern, respectively. The values of θhop and θmut relate to the defense policy
selected by defender, and they satisfy that

θhop + θmut = 1, θhop, θmut ∈ {0, 1}

4 A Case Study

We have modeled the process of service and defense of a Web server that deploys
typical MTD techniques through using GSPN in Sect. 3. Now we will present a
case study to describe the usage of our model.

We choose the RHM [17] as a case study. Firstly we obtain the GSPN model
for RHM form the generalized model shown in Fig. 1.

In RHM, each host is associated with an unused address range (i.e., the
set of virtual IPs). RHM uses a two-phase mutation approach which consists of
LFM (Low Frequency mutation) and HFM (High Frequency mutation) to assign
vIP. A LFM interval contains multiple HFM intervals. In each LFM interval,
a random network address range denoted as VAR (virtual address range) is
selected for each MT (Moving Target) host using SMT (Satisfiability Modulo
Theories). Then in each HFM interval, a random vIP within the VAR assigned
during last LFM is selected for the MT host. Comparing to the operational cost
in each HFM interval, the operational cost in each LFM interval can be ignored.
More importantly, for the users, only the HFM interval associates with them
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and may influence them. Therefore, we should only consider the timer for HFM.
In addition, RHM is designed to only respond to the event of timer expiring.

The RHM is an approach in the category of NAS, and thus γ1 = 0, γ2 = 0,
γ3 = 1. In addition, as described previously, RHM has the aid mechanism to
ensure that ongoing connections would not be broken down during the shifting.
Therefore, ϕhold = 1 and ϕn−hold = 0.

Because of these properties of RHM, the GSPN model for RHM can be
simplified as shown in Fig. 2 form Fig. 1. what’s more, in Fig. 2, the transitions
td2 and tNAS are immediate transitions, thus the two transitions can merge, and
the place Pd can be removed. The transition tc−s is also an immediate transition,
and thus the place Pn−a can be removed. Therefore, we can get the final GSPN
model for RHM as shown in Fig. 3.

Fig. 2. The GSPN model for RHM. Fig. 3. The final GSPN model for RHM.

Then, we can use PIPE2 (Platform-Independent Petri Net Editor 2) [22,23]
to analyze the performance of RHM. PIPE2 is an open-source tool for the perfor-
mance evaluation of GSPN models. With its easy-to-use graphical user interface,
user can easily construct and analyze a GSPN model, obtain the set of tangible
states and the basic performance parameters (such as the steady state distribution
of tangible states, throughput of timed transitions, the staying time of tangible
states, and so on).

We firstly draw the model in Fig. 3 in PIPE, as shown in Fig. 4.



A Model for Evaluating and Comparing Moving Target Defense Techniques 193

Fig. 4. The GSPN model for RHM in PIPE.

To ensure the boundness and safeness of this model, we set K(P0) = 1 and
K(P1) = 1, i.e., the capacities of place P0 and P1 are both set to 1 in Fig. 4.
Then we set the firing rates as follows: λ0 = 1.2 for the transition T0, λ1 = 36
for the transition T1, λ2 = 72 for the transition T2, λ3 = 180 for the transition
T3, λ4 = 1 for the transition T4, λ6 = 4 for the transition T6. Thereafter, we take
the GSPN analysis to get the set of tangible states (Fig. 5) and the steady state
distribution for the tangible states (Fig. 6), and we also can obtain the values of
some parameters as shown in Figs. 7, 8, 9, and 10.

Based on above results, we can take some further analysis, such as the average
delay of service, average throughput of system, the operational efficiency for
each link of system, and so on. Here we take the average delay of service as an

Fig. 5. The set of tangible states. Fig. 6. The steady state distribution of
tangible states.
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Fig. 7. The Sojourn times for tangible
states.

Fig. 8. The token probability density.

Fig. 9. The average number of tokens
on a place.

Fig. 10. The throughput of timed tran-
sitions.

example. The computation of the average delay is based on Little’s law [24],
which is described as

N = λT

N is the average number of tokens for this system, and it can be calculated
as N = u(P1) +

∑6
i=3 u(Pi) = 1.04687. λ is the token flowing rate of transition,

and here it can be calculated as λ = R(T0, P1)+R(T1, P3) = 1.62742. Therefore,
the average delay of service is T = N/λ = 0.64 (unit time).

For comparison, each evaluator should design his own rule. In other words,
he can assign a weight for each chosen performance parameter according to his
specific requirement. For each MTD approach, the evaluator can compute the
values of each parameter, and then get a final result based on the values of
performance parameters and their associated weight for comparison.

5 Related Work

Petri Net has been proposed by Carl Adam Petri in 1962, and it has many
extensions and has been wildly applied in many filed. However, the application
of Petri Nets in the MTD area is still few.
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Leyi S et al. have used Stochastic Petri Net to evaluate the performance of
service hopping system proposed by them [25]. After obtaining the steady-state
probabilities of all states in the underlying continuous-time Markov chain, they
analyzed the average latency and throughout of the hopping system. Thereafter
they also discussed the relationships between the two parameters and the effi-
ciency of synchronization and data swapping.

W C Moody et al. have used Stochastic Petri Nets to model a defensive
maneuver cyber platform which utilizes moving target defense and deceptive
defense tactics [26]. The use SPN to describe each node comprised the platform
and the whole system, and discuss the trade-offs between security and operations
in the defensive maneuver cyber platform. Specifically, they enumerated the
categorized the state space of the model, and discuss the transition firing rate
impact.

Compared with the existing works, there are three main advantages in our
work:

The first one is that the model we proposed is a generalized abstract model,
and it is suitable for all the three typical categories of MTD technology. The
literature [25] has modeled a service hopping system, which can be classified as
Network Address Shuffling. The moving target defense technique described in
literature [26] is can be classified as dynamic platform techniques. Either the
Network Address Shuffling, or the combination of dynamic platform techniques
and deceptive defense, is one category of MTD techniques.

The second one is that the model can be used to compare different MTD
approaches. Each MTD approach can be represented as a specific GSPN model,
and the values of its performance parameters can be obtained. Then, based on
the comparison rule designed by the evaluators, the approaches can be compared.

The third one is that the model can not only evaluate an MTD system
that only deploys one specific MTD techniques, but also can evaluate an MTD
system that deploys more than one kind of MTD techniques. In this case, the
corresponding GSPN model is an unfolding form of Fig. 1.

6 Conclusion and Future Works

In this paper, we use a Web server system as the deployment scenario, and
introduce GSPN to model existing three main types of MTD techniques. Then
we take as a case study to describe the usage of this model, which can help
the subsequent researcher. The proposed model is suitable for the three typical
MTD techniques or the combination of them. However, it is still not suitable
the MTD techniques that incorporate deceptive defense, and which maybe our
future direction.

In this paper, we have only modeled the situation that MTD is performed
when the system is serving. Actually, a timer can expire or a security alert may
occur at any time from sending a synchronization request to ending the service
successfully. In other words, MTD can be performed in any state of Psy, Pc and
Ps. For simplicity, we only consider the situation that MTD is performed in the
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state Ps. In the future work, we will take the situation that MTD is performed
in the state Ps and Pc into account, model and discuss a more realistic service
and defense process.
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Abstract. Metro transmits, as the backbone of urban public transit, plays an
important role in alleviating congested traffic and shaping low-carbon and
comfortable trip mode. With the rapid development of urban rail transit, the
traffic of the city cannot be separated from the subway; however, large passenger
flow triggers heavy traffic accident easily and reduces the degree of comfort
greatly, especially when up and down trains arriving at the same station
simultaneously. To implement urban railway transit system optimization and to
achieve the goal of up and down trains arrive at a station asynchronously,
situations of trains arriving at the platform are studied, and a quantitative
analysis of different time periods and different types of platforms are completed.
The definition of the train conflict time of arriving at a station simultaneously is
given. Through the derivation and calculation of the total use of the subway
conflict time, to identify the key variables that affect the conflict time, a solution
of using greedy algorithm to adjust conflict time is proposed. Simulation
through Visual C++ platform demonstrates that the algorithm can provide
optimal railway timetables while satisfying operational constraints. Comparative
analysis of the results showed that: if passenger flow is considered, departure
time, interval time and dwell time are invariant, only adjusting the morning
peak-hours is 19.76 % superior than the unadjusted state, while adjusting the
morning and evening peak-hours is 34.85 % prior. The models can be further
expanded to develop models and algorithms for estimating the conflict time of
up and down trains and reduce the conflict time.

Keywords: Metro transit � Train conflict time � Greedy algorithms �
Enumeration method � Timetable optimization

1 Introduction

With the quick and continuous development of urban rail transport services, the sub-
way becomes the preferred means of transport and effectively solves the problem of
urban traffic congestion, as it’s high passenger volume, efficient and convenient,

© Springer Science+Business Media Singapore 2016
J. Wu and L. Li (Eds.): ACA 2016, CCIS 626, pp. 198–210, 2016.
DOI: 10.1007/978-981-10-2209-8_17



punctual, fair and orderly [1]. However, the high-density traffic aggregation leads to
metro internal environmental comfort and safety problems. Theoretical research and the
actual situation show that when the up and down trains arrive at the station simulta-
neously, a steady stream of traffic, coupled with the passengers up and down the line to
get off the train at the same time, it is likely to cause large-scale traffic congestion once
the number of passengers exceeds the station capacity. Therefore, avoiding subway
arriving simultaneously at the morning and evening peak-hours is one of the key points
to reduce passenger flow density, improve operational efficiency, service quality and
keep public safety. The existing schedule formulation models are Periodic Event
Scheduling Problem (PESP) model [2, 3], and much subway timetable optimization
research is based on this model [4]. There are following schedules optimization
methods: reducing costs and passengers waiting time optimization method; section
algorithm [5], algorithms based on different period [6], algorithms based on variable
operational requirements [7], algorithms based on variable running time [8], algorithms
based on security constraints, heuristic algorithm [9], stochastic optimization methods
[10–12], the genetic algorithm method, and a method to maximize the use of regen-
erative braking energy [13–15].

In this paper, combined with the actual situation and needs of Shanghai Metro Line
2, and according to the theoretical derivation of the subway time schedule, the theo-
retical model of using minimum conflict time to solve the problem of passenger flow
congestion is proposed. Through the model, an adjusting timetable for peak-hours is
available. This method of optimal adjustment of time schedule has reduced the conflict
time, and achieved the goal of up and down trains arriving at the same station in rush
hours asynchronously. Compared with the traditional timetable schedule optimization
method, this paper has solved the congestion problem in a new dimension, with low
computational complexity and easy implementation.

2 Metro Dispatcher Model

To study how to avoid the conflict of bi-directional trains arrive at the subway station
simultaneously in peak-hours as far as possible, the definition of up and down trains
arriving at the station simultaneously is given. By analyzing the congestion situation,
subway dwell time can be divided into two sections: one section is from train arrival
time to the train gate closing time (passenger having completed getting on and off the
train); another section is from train gate closing to the train departure time. While the
main subway conflict time is the former, the definition of conflict time in this paper is
that the smallest arrival time difference of up and down lines reaching a station minus
the time of first train leaving the station except τ.τ is an adjusting parameters, which is
currently defined to be the time from closing the door time to departure time of the first
departure train. Thus the following studies are carried out.
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2.1 The Time-Factor Model

2.1.1 Building Model Analysis
The up and down trains reach the station simultaneously will cause traffic congestion
easily when passenger flow is huge, so the research of this paper should take the impact
of passenger flow into account. Typically, the greater the traffic is, the greater influence
that the up and down trains reaching the platform simultaneously will be, for the
platform is more crowding. As the actual situation is that only when the traffic reaches a
certain level, the above problems will occur and the research of how to avoid up and
down trains arriving simultaneously makes sense. According to Shanghai Metro Line
No. 2 Statistics provided by Shanghai Shentong Metro Group Co., Ltd, firstly, the
capacities of stations are preliminarily measured. The average capacity of stations is
7318 people per hour and standard deviation is 1701.

2.1.2 Model Assumption
There are four or eight carriages grouping marshalling railway in Shanghai subway.
And the area size of each station is different. But before the urban rails’ construction,
the passenger flow, station sizes and length of which grouping marshalling railways
and other factors are considered. So in this paper, we only consider the impact on the
number of passengers, exceeding factors such as the sizes of the metro stations and
railway length when the passengers number factor model. That is to say that the model
assumption is the station capacity of each station is equal.

2.1.3 Time-Factor Model Building
Time and passenger number factor (time-factor) is a variable that reflects the degree
of traffic congestion by average number of passengers per hour. The greater the pas-
sengers flow is, the greater likelihood of congestion will be, and the higher requirement
of reducing the conflict time will be. And during the same amount of conflict time, the
impact on passenger congestion is greater, therefore, the time-factor is bigger.

The factor is defined according to following facts: when passenger number is small,
the situation that the two trains arrive at a station simultaneously will not cause con-
gestion. And when the passenger number is close to the average number of the station
capacity, the number and time factor can be considered as 1. When the number becomes
lager, more detail classifications are given because the affection degree is more obvious.
And mathematically, it is essential to ensure that the definition of the time-factor is
continuous. The relationship between the above parameter and time-factor can be
expressed by the following formula:

s:t:

0\ ¼ X\ m
2 d ¼ 0

m
2 \ ¼ X\m d ¼ 1
m\ ¼ X\2m d ¼ 1 � X

m
2m\ ¼ X\3m d ¼ 2 � X

m � 2
3m\ ¼ X\4m d ¼ 3 � X

m � 5
X[ ¼ 4m d ¼ 4 � X

m � 9
d[ ¼ 10 d ¼ 10

8>>>>>>>><
>>>>>>>>:

ð1Þ
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where

X = the number of passengers,
m = the average number of station capacity,
d = the time-factor.

As is show in formula (1), time-factor is solved basing on mean and variance.

2.2 Railway Conflict Time Model

2.2.1 Building Model Analysis
Metro up and down trains are likely to arrive at a station simultaneously due to features
such as a short station distance, travel speed and high traffic density. What’s more, the
stranded large passenger flow makes the station passenger congestion. If up and down
trains reach the station asynchronously, the peak congestion can be alleviated in a large
degree. The time of up and down trains staying at the same station is defined as the
Railway conflict time. Thus reducing the conflict can be a solution to the metro
staggering problem.

2.2.2 Model Assumptions
In order to establish a reasonable mathematical model, the model presented in this
paper relies on several key assumptions:

• Train running time is invariant. In reality, the railway operation speed will be
affected by subway traffic, weather and human impact, resulting in running time
fluctuations. In this study, we will ignore the impact of fluctuations in the running
time of a conflict of time.

• This model only considers single-line subway operation situations but not the
complex underground network. In actual situation, the complex subway network is
difficult to build a proper model let alone simulation. To simplify the model,
combined with the project requirements, this model will be based on Shanghai
Metro Line 2 to find a peak-hours adjusting solution.

2.2.3 Model Building
This paper aims to find an optimal schedule to adjust the passenger flow congestion due
to the up and down trains arriving at a station simultaneously in order to improve the
service quality and safety of metro (Tables 1 and 2).

Model variables are defined as following table:

• Definitions of Collection.
• Parameters

There are n trains leaving from subway station during a period of time t (t is less
than the subway running time of a full working day) within, as any train that is
operating, the total conflict time S can be expressed by the following formulation:
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S ¼
Xn

i¼0

Xn

j¼0
Tij ð2Þ

where Tij = the total conflict time of train i and train j.
Then the target of the shortest conflict time Min (S) can be solved by minimizing

the total conflict time:

Min Sð Þ ¼ Minð
Xn

i¼0

Xn

j¼0
TijÞ ð3Þ

Next, the representation of Tij is next goal.
Assuming that the train is an up line train and train j is a down line train. The

conflict time of trains i and j can be as represented in Fig. 1.

Table 1. Collection table

Number Set Meaning

1 I, J Train collection. i, j represents the trains i, j
2 K Station collection. k represents the k-th site
3 T Conflict time collection. Tij represents train i and j total time of conflict
4 C Reaching station time collection.Cik represents the time of train i reach the

k station
5 O Leaving station time collection. Oik represents the time of train i leave the

k station
6 R Railway running time collection. Rk represents the train running time that

train moves from k station to k − 1 station
7 B Departure time collection. Bi represents the departure time of train i
8 P Train travel time.Pik represents dwell time of train i in station k
9 △t Train regulation time collection. Mtik that represents regulation time of train

i in station k
10 N Stations number of trains have travel. Ni represents the total number of

stations that train i has arrived

Table 2. Parameter lists

Symbol S F t n

Meaning Total
conflict
time

Conflict time calculation
functions,
F Cik;Oik;Cjk;Ojk
� �

represents conflict time
function related to the
reaching and leaving
time

Trains
operating
time

The number of
trains sent from
the subway
during a period
of time
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The train Conflict time calculation can be written as:

F Cik;Oik;Cjk;Ojk
� � ¼

0 Cik [Ojk jj Cjk [Oik

Ojk�Cik Cik [Cjk && Ojk\Oik

Oik�Cjk Cik\Cjk && Ojk [Oik

8<
: ð4Þ

For a train i, departure time from the subway is Bi, the running time from station
k − 1 to station k is Rik. The dwell time of the station k is Pik, regulation time of train
i is Mtik at station k. Then the entire operation cycle of train i can be shown in Fig. 2.

Then for station k, its train reaching station time and departure time can be
described by Eq. (5a) and (5b):

Cik ¼ Bi þ Ri1 þ . . .þRikð Þþ Pi1 þ . . .þPik�1ð Þþ Mti1 þ . . .þMtik�1ð Þ ð5aÞ

Oik ¼ Bi þ Ri1 þ . . .þRikð Þþ Pi1 þ . . .þPikð Þþ Mti1 þ . . .þMtikð Þ ð5bÞ

The dwell time Pik is constant. In the formula, Cik and Oik are linear functions of
the k parameters: Mti1; . . .;Mtik.

In the Eq. (4), F Cik;Oik;Cjk;Ojk
� �

is a linear function with respect to
Cik;Oik;Cjk;Ojk, referring to the formula (2), for the trains i, j, the total conflict time of
train i and train j can be defined in (6).

Tij ¼
XN1

1

XN2

1
F Cik;Oik;Cjk;Ojk
� � ð6Þ

From the above derivation, it is clear that Tij is also a liner function about Bi,
Mti1; . . .;Mtik. The total conflict time S is a linear function of B1; . . .;Bi, Mti1; . . .;Mtik.
It means that S is a multi-parameter linear function [16, 17].

Conflict time

Fig. 1. Single station train collision time map

Fig. 2. The train arrival time diagram
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3 Solution to Metro Staggering Regulation

3.1 Solution of Subway Time-Factor

According to the definition of formula (1), the time-factors of Shanghai Metro Line 2
from GLR (Guang Lan Road) station to XJD (Xu Jing Dong) station are calculated.

As is show in Fig. 3, time-factor of each station has high values at morning and
evening peak time. The results coincide well with the conclusion that the congestion
situation is more serious at morning and evening peak-hours through the investigation
and theoretical analysis in Sect. 2.1.

In the processes of building timetable adjustment model, considering the time
factor, excludes meaningless calculations in the case of small passenger flow which
would not cause large-scale congestion even arrive simultaneously. So the model
synthetically studies the impact that different scale of passenger flow makes.

3.2 The Solution to Metro Peak Load Shifting

3.2.1 The Solution to Scheduling Problem Based on Greedy Algorithm
Through the above analysis, we can see that, by the solution of adjusting the train
departure time or dwell time, the total subway conflict time is influenced. Thus it plays
a regulatory role in up and down trains reaching a station simultaneously.

By formula (6), it is easy to figure out that the problem to be solved is an optimal
solution of multi-parameter linear equations. In processes of seeking optimal solutions
for multi-parameter linear equations, it’s too conflicted to consider the influence of all
the parameters, so greedy algorithm is proposed to simplify the multi-parameter
problem. A greedy algorithm is an algorithm that follows the problem solving heuristic
of making the locally optimal choice at each stage with the hope of finding a global

Fig. 3. The time-factor graph
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optimum [18–20]. Then, it comes to the specific data and formula analysis. In the
formula (5a), (5b), by comparing the relevant parameters of Cik, Oik, mathematically,
it’s not difficult to figure out:, Ci1 / Bi, Oi1 / ðBi;Mti1Þ, Ci2 / ðBi;Mti1Þ,
Oi2 / ðBi;Mti1;Mti2Þ. . .. For each Cik and Oik, Bi will inevitably affect them, and the
impact of other parameters is much less. For related variables Bi, Mti1; . . .;Mtik, of Cik,
Oik, it’s too tough to build a model including all of the adjustment program. According
to the greedy algorithm thinking, we only take the main variables into account.
Therefore, both Cik and Oik can be approximately regard as a linear function with
respect to Bi. Similarly, Tij is deduced to be a linear function with respect to Bi. Finally,
the total conflict time S proves to be a linear function respect to Bi. The optimal
solution can be evaluated by adjusting the subway departure time.

Time is a continuous variable. Nevertheless, in order to simplify the processing, a
method of discretization is applied to time. The smallest unit is second in the model.
According to needs of project, in terms of subway headway time, the range of adjusting
time is 3 min (180 s) or less. Here, the exhaustive method is applied to adjust the
conflict time [21]. The basic idea is that making a measurement of the answer
according to the available conditions. So in this paper, in order to gain the best load
shifting regulation scheme, through enumerating all adjusting time from −180 s to
180 s, total conflict time is calculated.

3.2.2 Algorithm Flowchart
According to the greedy algorithm based on constraints, the proposed algorithm pro-
cedure is shown as the following figure. The reference value is the total conflict time
before optimization (Fig. 4).

3.2.3 Adjustment Scheme and Research Results
The case of this paper is aimed to reduce the total conflict time of Shanghai Metro Line
2 from East Xujing to Guanglan Road in a normal working day. The main three factors
can be found by analyzing the results of this research: whether to consider traffic
factors, considering all stations or only consider the transfer station, morning and
evening peak adjustment is an adjustment. So there are 9 models to choose. But by
comparison, considering the passengers flow, all stations, the morning and evening
peak- hours is the optimal scheme. Here are several results of the above schemes are
listed in Table 3 and Figs. 5 and 6.

(1) The total time of conflict before adjusting
Above the foundation in Sect. 2.1, through simulation computation, the total
conflict time factor is 63,086 s.

(2) Regardless of morning and evening peak
It can be obtained from the figure, when adopting the full line of adjustment
scheme, 159 s (159 s ahead of the up train departure), minimum conflict time is
44,194 s.

(3) Morning and evening peak
It can be obtained from the figure, when the morning rush hour adjustment time is
135 s (the first up train departs 135 s early), minimum conflict time is 23,537 s;
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Fig. 4. Algorithm structures diagram
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when the evening peak adjustment time is 165 s (the first up train departs 135 s
early), minimum conflict time is 17,567 s, the total time of 41,104 s conflict.

Note:

• Passenger: No represents without considering the impact of passenger flow, that is
to say time-factor isn’t added to the model, not the number of added time factor; yes
means considering the time-factor.

• Consider all stations: No means only considering the transfer station, yes means
considering all stations on Line 2;

• Morning and evening peak: NO represents the full range of adjustment, the morning
and evening peak adjusted separately.

• Adjustment: adjusted here via the above line in advance (deferred downlink) time is
positive, 1 refers to the full range of adjustment, by means 2, 3, 4 morning peak and
evening peak time are adjusted.

With optimization effects of the various schemes compared, considering the
morning and evening peak-hours is prior than only consider the morning peak-hours.
The reason is obvious that: the morning adjusting has no effect to the evening adjusting,
and the former give an optimization to evening adjusting. Consider the time-factor helps
to obtain a scientific more comprehensive, more scientific result. Eventually, under the
consideration of passenger flow, the morning and evening peak-hours are considered to
adjust respectively. The new conflict time table is calculated and the optimal railway
timetable is obtained.

It takes a lot of related work papers to complete this paper successfully. Do pre-
liminary research such as formulating and optimizing metro timetables, and building
optimization model; achieve further studies about how to solve the problems and the
solution to the model; try to collect actual and helpful data for the model, and make
algorithm simulations; analysis above researches and simulation results.

Fig. 5. The conflict time of Shanghai metro Line 2 (Adjusted)
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4 Conclusion

The primary objective of the study is to build a simulation model for optimizing the
timetable to avoid the up and down line trains reach the station simultaneously in
peek-hours. In addition, the greedy algorithm theoretically proves to be optimal.
Firstly, the problem is analyzed comprehensively. Secondly, a time-factor model is
proposed. Then an adjusting model of greedy algorithm is presented to verify the
availability for the problem. Finally, based on the operation data from Shanghai Metro
Line 2, we have performed numerical examples to prove that the proposed algorithm

(a) Adjusting the morning peak-hours 

(b) adjusting the evening peak-hours 

Fig. 6. The maximum and minimum peak time of conflict of Shanghai metro Line 2 (Adjusted)
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can reduce the total conflict time by 19.76 % on average for morning peak-hours
adjusting and 34.85 % for morning and evening peak-hours adjusting.

The simulation results show that the optimization algorithm proposed in this paper
can effectively reduce the subway conflict time. This model has some reference value in
guiding the safety performance improvement and subway train schedule optimization
design. In many problems, a greedy strategy does not in general produce an optimal
solution, but nonetheless a greedy heuristic may yield locally optimal solutions that
approximate a global optimal solution in a reasonable time. There are four usual
operation levels in the subway system and the system will automatically adjust its
operation level to adjust the arrival time, so the small amplitude fluctuations will not
cause too much impact on the application of the method. In addition, the computation
time is short enough to apply the algorithm to the onboard control system for a
real-time adjustment of the timetable.
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