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Abstract. Software defined wireless sensor networks (SDWSN), which
separate the control and data forwarding functions, have been proposed
to solve the management dilemma of conventional wireless sensor net-
works (WSN). This technique can achieve a dynamic and centralized
network management. However, the study on its reliability is still defi-
cient. In this paper, SDWSN is formally modeled using Continuous-Time
Markov Chains (CTMCs), and its reliability is verified using probabilis-
tic model checking techniques. The verification results are expected to
give suggestions to the future SDWSN designs.
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1 Introduction

Nowadays, as an important technique in the next generation wireless and mobile
networks, the wireless sensor network (WSN) is becoming more and more com-
plex and demanding [6,7,17]. It has been widely used in many areas, for exam-
ple military, navigation and environmental monitoring [15]. Typical WSNs are
self-configuring networks [10,15], and their topologies are frequently changed
[11]. This feature of WSNs poses the demand for dynamic network manage-
ment. Therefore, software-defined wireless sensor network (SDWSN), which is
a combination of WSN and software-defined networking (SDN), is proposed
[5,10,11,15,18,23].

SDN is a new paradigm of networking system that provides dynamic net-
work management and configuration. Why SDN is needed? Traditional networks
consist of many devices for forwarding and processing data packets [21]. It is
extremely time-consuming to deploy and maintain traditional networks, because
the packet routing control functions are located in routers, and they need to be
updated locally in most cases [11]. To remedy this limitation, SDN is proposed.
It separates the control plane and the data plane. The data plane composed
by physical network devices is responsible to perform packet forwarding and
processing functions. The control layer is in charge of the whole network man-
agement [22]. The applications hosted in the application layer can program the
devices in data plane [14].
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Similar to SDN, SDWSN aims at separating the control plane from the
data forwarding plane in WSNs. These days, the dramatically raising applica-
tion of the wireless and sensing technology expands the requirement for the
dynamic, flexible and secure management of WSN. Hence, to satisfy these
needs, the Software-Defined Wireless Sensor Network (SDWSN) is proposed
[5,6,11,15,18,23]. Compared with the traditional WSN, SDWSN has several
advantages:

– The network becomes programmable. This allows for more dynamic network
segmentation and utilization without changes in other devices [12].

– The centralized controller maintains a global view of the whole network. Thus,
security and flexibility of SDWSN could be improved.

However, one major concern about SDWSN is its reliability. Because SDWSM
has a central controller, it may becomes the bottleneck of the whole system. If
it fails, the whole system will be down. However, so far, few researchers study
the reliability of the SDWSN which however is not a negligible issue. This paper
therefore aims to study the reliability of the SDWSN by using the probabilistic
model checking technique with the tool PRISM.

The reminder of this paper is organized as follows. In Sect. 2, SDWSN is
described. The probabilistic model checking technique is explained in Sect. 3.
Section 4 describes the modeling of the SDWSN structure. Section 5 analyzes
the results. Finally, Sect. 6 provides the conclusion.

2 Software Defined Wireless Sensor Network

The widespread application of WSN attracts much awareness from both the
industrial and academic fields. Recently, many researchers focuses on enhanc-
ing the capability of WSN reconfiguration adaption. First of all, many MAC
protocols such as T-MAC, C-MAC and snapMAC have been proposed [3,19,20].
Also, a centralized architecture is proposed for WSNs [9]. In addition, using SDN
techniques in WSNs gains attentions of many researchers [5,6,10,11,15,18,23].

A SDN is composed by the following layers (shown in Fig. 1):

– Data plane: it consists of network devices such as switches to maintain the
packet forwarding functionality [22].

– Controller plane: it is in charge of the whole network management especial
the management of the packet processing rules [21].

– Application plane: it contains various applications such as Could Computing
Service and Data Warehouse [1].

– APIs: it allows the centralized controller entity in the intermediate plane to
transfer instructions and information from or to the data and application plane
[4]. The OpenFlow protocol now is a popular one [12].

The construction of SDWSN is inspired by three important ideas in SDN,
namely, the separation of controller and data planes, standardized application
interfaces and centralized management. As presented in Fig. 2, the differences
between our SDWSN and SDN are:
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Fig. 1. The architecture of SDN

Fig. 2. The architecture of SDWSN
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– Replaces the data plane in SDN with a WSN;
– Increases the number of controllers to enhance its reliability.

3 Probabilistic Model Checking

The behaviors of many real-life systems have stochastic characteristic. To model
these systems, a formal verification technique, Probabilistic Model Checking, is
widely used [13]. It is able to evaluate the correctness, performance and depend-
ability of those systems [13]. Three procedures are involved in the model check-
ing:

– Construction of a mathematical model.
– Specify properties of the system.
– Analysis these properties.

In the second step, the property specification is usually represented using
probabilistic temporal logics. It usually uses specific operators to reason about
the probability or Boolean value of events occurrences.

3.1 Continuous-Time Markov Chain

Continuous-time Markov Chains (CTMCs) usually describe a state transition
system augmented with probabilities. Figure 3 is a typical dense model of time
with discrete states. Its transitions among states could occur at any time unit in
CTMC. These arrows present the state transferring with particular possibility
in the system. The most important feature of this model is the Markov property
that is “memorylessness”. This could be described as the following equation:

P(Xn+1 = x|X1 = x1,X2 = x2, . . . , Xn = xn) = P(Xn+1|Xn = xn)

where Xn stands for the state of the system at time n and P(Xn = xn) is the
corresponding probability. The probability distribution of system state at time
n + 1 (the future state) depends only on the state at time n (the current state)
and does not relate with the states at time (1, n) (the past states).

A continuous-time Markov chain (CTMC) M is a four-tuple (S, s,R, L).
Assume each component of the system has n states, then S is a finite set of
states where S = {s0, s1, s2, . . . , sn} and s ∈ S; s is the initial status of the
component; R is the transition rate matrix of |S| × |S|, and L is the labeling
function with atomic propositions [2]. Figure 3 is an example of CTMC:

S = {s0, s1, s2, s3, s4};

s = s0;
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R =

⎡
⎢⎢⎢⎢⎣

0 0.5 0.2 0.3 0 0
0 0 0 0 0.7 0
0 0 0 0 0 0
0 0 0 0 0 0.2
0 0 0 0 0 0.2

⎤
⎥⎥⎥⎥⎦

;

L(s0) = {OK}, L(s1) = L(s3) = L(s4) = {}, L(s2) = {Failed}, L(s5) = {Waiting}.

Fig. 3. CTMC example.

Time in CTMC is generally modeled using exponential distribution [16]. For
a continuous random variable X, if its density function is given by:

f(t) =
{

λe−λt, if t > 0
0, otherwise

where λ is the rate, X is exponential with the parameter λ > 0. In this system, all
delays and repair time are assumed as X here, therefore, the property P(X ≤ t)
can be computed by

F (t) = P(X ≤ t) =
∫ t

0

λe−λtdx

and the property P(X > t) is e−λt.

3.2 Continuous Stochastic Logic

Continuous stochastic logic (CSL) is used for specifying properties of CTMCs. It
is defined by two types of syntaxes: state formula (Φ) and path formula (Ψ). CSL
allows many reliability related properties to be specified such as the reachability
property [13]. This usually outputs a failure rate where the transaction of the
system modeled by CTMC finally shut down, or a success rate. In this project,
we mainly focus on the failure rate of the system.
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3.3 PRISM

PRISM is a popular probabilistic model checking tool. It now mainly sup-
ports four types of probabilistic model: discrete-time Markov chains (DTMCs),
continuous-time Markov chains (CTMCs), Markov decision processes (MDPs)
and Probabilistic timed automata (PTAs) [8].

The model in PRISM is specified using the PRISM modeling language. Each
System is described as modules. Each module contains its local variables which
is used to indicate the possible states. The status transition behavior in modules
is represented in command. For example:

[] x=0 -> 0.8:(x’=0) + 0.2:(x’=1);

This command claims that when the variable x has value 0, the update state
will remain at 0 with probability 0.8 and change into 1 with probability 0.2.
Additionally, the module uses cost and reward to permit reasoning about the
quantitative measure of the system such as the expected power consumption and
expected time.

PRISM’s property specification language is based on temporal logics, namely,
PCTL, CSL, probabilistic LTL and PCTL∗ [13]. It mainly has three operators:

– P operator: this is used to reason about the probability of an event occurrence,
e.g. what is the probability of y = 6:
P=? [y = 6].

– S operator: this refers to the steady-state behavior of the model, e.g. what is
the long-run probability of the queue being more than 75 % full:
S=? [q > 0.75].

– R operator: this is used for reasoning about the expected cost of the model.
For example: what is the expected number of lost requests within 15.5 time
units
R=? [C <= 15.5].

4 Model Checking SDWSN

This section illustrates a SDWSN formal model and presents its implementation
details.

4.1 Formal Model of a Typical SDWSN

PRISM is used to analyze SDWSN reliability. To achieve this, the general SDN
architecture shown in the Fig. 1 is modified into the structure presented in the
Fig. 2. The improved SDWSN has following features:

– Application Layer: Because this paper does not consider the effects of appli-
cations, all of them are regarded as a whole with very low failure rate.

– Controller Layer: If the controller fails, the system will shut down. Hence, the
modified structure adds one controller to increase the reliability.

– WSN Layer: This consists of several sensors to collect and measure information
and other physical quantities. Similar with control plane, if all sensors fail, then
controller will shut down the system.
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4.2 Implementation

In the formal model, two modules (controller layer and WSN layer) are realized.
The detail structures of modules are as follows:

– Module 1 - Controller layer: Two controllers are c1 and c2. The states are:
both two controllers are working (m = 2), only one is working (m = 1) and
fail (m = 0). Each controller has the same failure rate λc. The transition rate
of the controller layer whose initial status is m = 2 to the state m−1 is m×λc.

– Module 2 - WSN layer: At least two sensors are considered in this module.
Additionally, the number of sensors can be manually changed. Each sensor
has the same failure probability λa.

To verify the dependability of this model, the following failure types are
considered:

– Controller layer fails if none of controllers is working.
– WSN fails if none of sensors is working.
– System fails if the controller layer fails.
– System fails if the number of working sensors is less than the lower bound.
– System fails if the skipping cycle is greater than the upper limit. (The con-

troller can automatically skip the current operation cycle when the application
or WSN layer is abnormal, then a Max COUNT is set to limit the skipping.)

5 Results

The main results are presented in this section. The factors of influencing the
reliability of SDWSN are also analyzed.

Fig. 4. The performance of WSN layer in 24 h with different number of sensor nodes.
The y-axis is the failure probability of the WSN layer; and the x-axis is the duration
(24 h). The number of sensor nodes is represented in the right; e.g., “5 sensors” means
that the WSN layer contains 5 sensors. The failure rate of each sensor node is once a
day.
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Fig. 5. The performance of WSN layer in 30 days with different number of sensor nodes.
The y-axis is the failure probability of the WSN layer; and the x-axis is the duration
(30 days). The number of sensor nodes is represented in the right; e.g., “5 sensors”
means that the WSN layer contains 5 sensors. The failure rate of each sensor node is
once a day.

Fig. 6. The performance of WSN layer in 24 h with different number of sensor nodes.
The y-axis is the failure probability of the WSN layer; and the x-axis is the duration
(24 h). The number of sensor nodes is represented in the right; e.g., “5 sensors” means
that the WSN layer contains 5 sensors. The failure rate of each sensor node is once per
30 days.

In Fig. 4, the failure rate of the WSN layer is shown. Its setting is:

– Failure rate of each sensor: once per day;
– Duration: 24 h;
– The number of sensors: 5, 10, 15, and 20.

As shown in Fig. 4, increasing the number of sensors can decrease the failure
probability of the entire WSN layer. However, if we set the duration to 30 days,
this strategy will be challenged. The result is shown in Fig. 5. From this figure,
we can see that the failure probability of the WSN plane is 100 % after 4 days.
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Fig. 7. The performance of WSN layer in 30 days with different number of sensor nodes.
The y-axis is the failure probability of the WSN layer; and the x-axis is the duration
(30 days). The number of sensor nodes is represented in the right; e.g., “5 sensors”
means that the WSN layer contains 5 sensors. The failure rate of each sensor node is
once per 30 days.

Fig. 8. The performance of WSN layer in 24 h with different failure rate of individual
sensor nodes. The y-axis is the failure probability of the WSN layer; and the x-axis is
the duration (24 h). The failure rate of sensor nodes is represented in the right; e.g.,
“s-1/2” means that the failure rate is once per 2 days. The number of sensor nodes is 5.

This suggests that when the failure probability of individual sensor node is high
(once per day), increasing the number sensor nodes is not a good way of enhanc-
ing the reliability of the WSN layer.

In Figs. 6 and 7, the failure rate of each sensor in the WSN plane is changed
to once per month. Compared with Figs. 4 and 5, the failure probability of the
WSN plane is significantly lower. This depicts that decreasing the failure rate of
each sensor node can decrease the failure probability of the sensor layer.

In order to study the relation between the sensor node failure rate and the
WSN layer failure rate, we did several new experiments. In Figs. 8 and 9, we can
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Fig. 9. The performance of WSN layer in 30 days with different failure rate of individual
sensor nodes. The y-axis is the failure probability of the WSN layer; and the x-axis is
the duration (30 days). The failure rate of sensor nodes is represented in the right; e.g.,
“s-1/2” means that the failure rate is once per 2 days. The number of sensor nodes is 5.

Fig. 10. The performance of the whole system (SDWSN) in 24 h with different failure
rate of individual sensor nodes. The y-axis is the failure probability of the system; and
the x-axis is the duration (24 h). The failure rate of sensor nodes is represented in the
right; e.g., “s-1/2” means that the failure rate is once per 2 days. The number of sensor
nodes is 5. The failure rate of the controller is?

see that lower sensor node failure rate is corresponding to lower WSN failure
rate. In Figs. 10 and 11, we can see that lower sensor node failure rate can also
enhance the system (SDWSN) reliability given a fixed controller failure rate.

Except the sensor nodes, the system reliability is also related to controllers’
status. We have the following findings:
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Fig. 11. The performance of the whole system (SDWSN) in 30 days with different
failure rate of individual sensor nodes. The y-axis is the failure probability of the
system; and the x-axis is the duration (30 days). The failure rate of sensor nodes is
represented in the right; e.g., “s-1/2” means that the failure rate is once per 2 days.
The number of sensor nodes is 5. The failure rate of the controller is once per 30 days

Fig. 12. The performance of the whole system (SDWSN) in 24 h with different failure
rate of one controller. The y-axis is the failure probability of the system; and the x-axis
is the duration (24 h). The failure rate of the single controller is represented in the
right; e.g., “c-1/2” means that the failure rate is once per 2 days. The number of sensor
nodes is 5. The failure rate of the sensor node is once per 30 days.

– From Figs. 12 and 13, we can see that reducing the failure rate of each con-
troller can enhance the system reliability.

– From Figs. 12 and 14, we can see that increasing the number of controllers can
also enhance the system reliability.
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Fig. 13. The performance of the whole system (SDWSN) in 30 days with different
failure rate of one controller. The y-axis is the failure probability of the system; and the
x-axis is the duration (30 days). The failure rate of the single controller is represented
in the right; e.g., “c-1/2” means that the failure rate is once per 2 days. The number
of sensor nodes is 5. The failure rate of the sensor node is once per 30 days.

Fig. 14. The performance of the whole system (SDWSN) in 24 h with different failure
rate of the two controllers. The y-axis is the failure probability of the system; and the
x-axis is the duration (24 h). The failure rate of the two controllers is represented in
the right; e.g., “c1c2-1/2” means that the failure rate is once per 2 days. The number
of sensor nodes is 5. The failure rate of the sensor node is once per 30 days.

6 Conclusion

In this paper, to verify the reliability of SDWSN, a probabilistic model has
been realized based on CTMC using PRISM. After experiments, the results
illustrate the impacts of controllers and sensors on the network performance.
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Firstly, increasing the number of controllers and sensors can enhance the system
reliability. Secondly, the lower failure rate of controllers and sensors makes the
network more dependable. Moreover, these two factors are more cognizable in
long term.

Nevertheless, the limitation of the assumptions inevitably results in obstacles
to find more potential correlation among components in SDWSN. For example,
the relationship between the controller and sensor is omitted and this will be
considered in the further research.
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