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Abstract. In order to improve the accuracy and stability of fruit and vegetable
image recognition by single feature, this project proposed multi-feature fusion
algorithms and SVM classification algorithms. This project not only introduces
the Reproducing Kernel Hilbert space to improve the multi-feature compatibility
and improve multi-feature fusion algorithm, but also introduces TPS transfor-
mation model in SVM classifier to improve the classification accuracy, real-time
and robustness of integration feature. By using multi-feature fusion algorithms
and SVM classification algorithms, experimental results show that we can
recognize the common fruit and vegetable images efficiently and accurately.
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1 Introduction

With the development of technology in the field of pattern recognition, computer vision
and image processing has become the hot point of research. Because the technology can
identify various types of images automatically and get result precisely and efficiently. So
domestic and foreign researchers conduct to identify fruit and vegetable mostly based on
contour feature, color feature, texture feature and so on. When researchers identify fruit
and vegetable images in uncontrolled lighting conditions and the context of complex
environments, it will be lead to increase the likelihood of misclassification. Although the
multi-feature algorithms achieved some results, but most of multi-feature algorithms just
combine some features simply without effective integration. So, the number of feature
vectors’ dimension is too large and the accuracy of image recognition is poor. Currently,
there are some kinds of shortcomings in fruit and vegetable recognition filed. Some
algorithms can find the position [1, 2] or grade [3] of fruit or vegetable, but these
algorithms can’t identify the type of fruit and vegetable. Some algorithms can identify
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the type of fruit and vegetable by only a single feature vector [4–6], so the recognition
accuracy of these algorithms is low. This paper proposes an improved heterogeneous
features compatibility feature fusion algorithm and an improved SVM algorithm to
achieve multi-classification of fruits and vegetables.

2 Feature Extraction and Feature Fusion

This paper used mature feature extraction algorithms to extract features. And then, we
combined multiple features with one feature. The feature fusion algorithm can improve
the performance of the system. An important issue is the integration of features
compatibility between heterogeneous features. Therefore, we need use normalization
techniques to solve the problems [7] before connecting vector. This project introduces
the Reproducing Kernel Hilbert space to improve the multi-feature compatibility and
improve the accuracy of multi-feature fusion algorithm.

2.1 Feature Extraction

This paper mainly extracted contour feature, color feature and texture feature. OTSU
algorithm [8, 9] can segment original image into foreground image and background
image by a threshold. The OTSU threshold can be used as the input threshold of Canny
algorithm [10, 11], and then we can get contour extraction. This paper used K-means
algorithm [12, 13] to extract color range of fruit and vegetable images. We can obtain
the color features by the cluster of similar color. This paper used roughness component,
contrast components, and orientation components of Tamura texture feature [14] as
texture features of images.

2.2 Feature Fusion

Change feature compatibility. This paper introduces the Reproducing Kernel Hilbert
space to improve the multi-feature compatibility and improve multi-feature fusion
algorithm, and then we can fuse features. We can get two sets of heterogeneous features
X ¼ xi 2 R

Dx ; i ¼ 1; . . .;N
� �

, Y ¼ yi 2 R
Dy ; i ¼ 1; . . .;N

� �
and constraints set S. If

xi 2 X and yj 2 Y have the same kind of labels, then i; jð Þ 2 S. We defined feature
spaces F 1 and F 2 with nonlinear mapping /;RDx ! F 1;R

Dy ! F 2. We introduces
the Reproducing Kernel Hilbert space K �; �ð Þ . K �; �ð Þ is a semi-definite kernel function,
and then / xið Þ; / xj

� �� � ¼ K xi; xj
� �

and / xj
� �

; / xið Þ� � ¼ K yi; yj
� �

are established.
The purpose of introduce Reproducing Kernel Hilbert space is to find a pair of mapping
Px and Py, then heterogeneous data sets are the closest set S after mapping to get the
optimal solution of formula (1).j

argmin
Px;Py

J Px; Py
� � ¼ X

i

X
j

PT
x/ xið Þ � PT

y/ yj
� ���� ���2Sij ð1Þ

Formula (1) can be obtained the formula (2) after rewriting and simplify.
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J Px;Py
� � ¼ Tr

Px

Py

	 
T
/ Xð Þ

/ Yð Þ
	 


D� 0 S
ST 0

	 
� �
/ Xð Þ

/ Yð Þ
	 
T Px

Py

	 
( )
ð2Þ

In formula (2), U Xð Þ ¼ / x1ð Þ; / x2ð Þ; . . .; / xNð Þ½ �, U Yð Þ ¼ / y1ð Þ; / y2ð Þ; . . .;½
/ yNð Þ�. We defined that W ¼ 0 S

ST 0

	 

, then D is a diagonal matrix which values in

each row equals the sum value of the row of W. We defined Px ¼ p1x ; p2x ; . . .; pmx
 �

and

Py ¼ p1y ; p2y ; . . .; pmy
h i

, pix and p j
y can be extended as pix ¼

PN
j¼1 a

i
j/ xið Þ and piy ¼PN

j¼1 b
i
j/ yið Þ linearly according to theorem. We defined that ai ¼ ai1; ai2; . . .; aiN

 �T
2 R

N�1, bi ¼ bi1; bi2; . . .; b
i
N

 �T2 R
N�1, A ¼ a1; a2; . . .; am½ � 2 R

N�m and B ¼ b1;


b2; . . .; bm� 2 R
N�m, then we can get formulas (3) and (4)

Px ¼ U Xð ÞA ð3Þ

Py ¼ U Yð ÞB ð4Þ

We can get formula (5) by formulas (2), (3) and (4).

J A;Bð Þ ¼ Tr
A
B

	 
T Kx

Ky

	 

D� 0 S

ST 0

	 
� �
Kx

Ky

	 
T
A
B

	 
( )
ð5Þ

Kx and Ky are nuclear matrixes, Kx i; jð Þ ¼ K xi; xj
� �

, Ky i; jð Þ ¼ K yi; yj
� �

. We

defined that P ¼ A

B

" #
and K ¼ Kx

Ky

	 

, and then we can get formula (6).

J Pð Þ ¼ Tr PTK D�Wð ÞKTP
� � ð6Þ

Finally, in order to remove any scaling factor we add a constraint PTKDKTP ¼ I.
Then we can get formula (7).

P� ¼ argmin
PTKDKTP¼I

Tr PTK D�Wð ÞKTP
� � ¼ argmax

PTKDKTP¼I
Tr PTKWKTP
� � ð7Þ

By solving the eigenvalue of maximum problem of formula (8), we can get the
optimal solution of P.

KWKT
� �

P ¼ KDKT
� �

PK ð8Þ

Feature Fusion. We defined two sets of heterogeneous features are X 2 R
Dx�N and

X 2 R
Dx�N , then we can get features Xp 2 R

m�N and Yp 2 R
m�N through mapping by

formulas (9) and (10).
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Xp ¼ PT
xU Xð Þ ¼ ATU Xð ÞTU Xð Þ ¼ ATKx ð9Þ

Yp ¼ PT
yU Yð Þ ¼ BTU Yð ÞTU Yð Þ ¼ BTKy ð10Þ

We can simply get the fusion feature Z 2 R
m�N of train set through calculating the

average feature points of the training set as formula (11).

Z ¼ 1
2

Xp þ Ypð Þ ð11Þ

We defined heterogeneous feature set of test Xt ¼ xti 2 R
Dx ; i ¼ 1; . . .;Nt

� �
and

Yt ¼ yti 2 R
Dy ; i ¼ 1; . . .;Nt

� �
. The test feature also can mapping into the same space

according to formulas (12) and (13).

XP
t ¼ PT

xU Xtð Þ ¼ ATU Xð ÞTU Xtð Þ ¼ ATKt
x ð12Þ

YP
t ¼ PT

yU Ytð Þ ¼ BTU Yð ÞTU Ytð Þ ¼ BTKt
y ð13Þ

Kt
x and Kt

y are nuclear matrixes, Kt
x i; jð Þ ¼ K xi; xtj

� �
, Kt

y i; jð Þ ¼ K yi; ytj
� �

. We can

calculate fusion features by the formula (14).

Zt ¼ 1
2

Xp
t þ Yp

t

� � ð14Þ

Finally, this paper used SVM classification f̂ to train fusion train set Z and label.
For test features Xt and Yt, we can calculate the fusion feature Zt and predict the
classification label f̂ Ztð Þ.

3 Improved SVM Algorithm

This paper used SVM classifier to classify. Since we used multi-feature fusion, we
should improve SVM algorithm and improve the accuracy of results. This paper
introduces the thin-plate splines (TPS) conversion model in SVM classifier, which has
a strong versatility and power performance in terms of higher order distortion.

We defined the mapping function of TPS conversion model is f xð Þ : Rd ! R
d . So

the minimizing the penalty function for the smooth TPS is formula (15).

Jdm fð Þ ¼
Z

Dmfk k2dX ¼
X

a1 þ ...þ ad¼m

m!
a1!. . .ad !

Z
. . .

Z
@mf

@xa11 . . .@x
ad
d

� �2 Yd
j¼1

dxj ð15Þ

Dmf is the m order partial derivatives of matrix f. ak is a positive number.
dX ¼ Qd

j¼1 dxj, xj is a part of vector x. The classic solution of formula (15) has radial
basis function form (TPS interpolation function) as shown in formula (16).
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fk xð Þ ¼
Xn
i¼1

wiG x� xik kð Þþ ‘Txþ c ð16Þ

�k k is the Euclidean norm. wif g is the weight of nonlinear part. ‘ and c are the weight
of linear part. We can simplify formula (15) by the radial distance of TPS kernel, as
shown in formula (17).

G x; xið Þ ¼ G x� xik kð Þ / x� xik k2m�dln x� xik k 2m� diseven
x� xik k2m�d others

�
ð17Þ

The input space of interpolation point TPS transformation model (as shown in
formula (16)) is the deformation of nonlinear learning distortion. This shift should be
able to ensure the desired smoothness. Accordingly, as shown in formula (15) we
reduced the bending energy Jdm fð Þ on maximum degree. In the settings of learning
measure, x is one of train fusion feature. x is converted to f xð Þ. By calculation, the
matrix can be obtained in the form of formula (18).

f xð Þ ¼ Lxþw
G x; x1ð Þ

. . .
G x; xp
� �

0
@

1
A ¼ LxþwG xð Þ ð18Þ

L is the d*d linear transformation matrix, w is the d*p nonlinear weight matrix, p is
the number of anchors. By nonlinear TPS transformation model, SVM paradigm can be
defined by the Margin-Radius-Ratio (MRR).

We defined train set v ¼ xijxi 2 R
d ; i ¼ 1; . . .; n

� �
and classification label yi. We

can get formula (19) by formula (18).

min
L;w;w;b

J ¼ 1
2

wk k2 þC1

Xn
i¼1

ni þC2 wk k2F

s:t:
yi wT f xið Þþ bð Þ� 1� ni; ni � 0; 8i ¼ 1. . .n I& IIð Þ

f xið Þ � xck k2 � 1; 8i ¼ 1. . .n IIIð ÞPP
i¼1

wk
i ¼ 0;

PP
i¼1

wk
i x

k
i ¼ 0; 8k ¼ 1. . .d IVð Þ

ð19Þ

wk
i is k-th column of w.xk is k-th part of x. In addition to traditional soft margin of

SVM components, another component is wk k2F . Joining squared Frobenius norm w in
the objective function can be regularized objective function to prevent overfitting. C1

and C2 are two weigh hyperparameters. The first two non-constraint (I and II) are the
same with traditional SVM same. The third constraint is a non-closed unit ball con-
strained, so its transformation space in a unit radius sphere can avoid the trivial
solution, and it is the center of all samples. The last two equivalent constraint (IV) can
be used to maintain TPS transform properties at infinity. This paper introduces TPS
model and improve the classification accuracy of the results.
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4 Experimental Results

In classification step, we chose 11 kinds of fruits and vegetables image (apple, banana,
carrot, cucumber, kiwi fruit, orange, yellowish orange, pear, eggplant, tomato, date).
The number of training samples and test samples image is shown in Table 1.

We can get contour feature, color feature and texture feature. We used traditional
SVM algorithm to recognition by single features and fusion features respectively. We
used traditional SVM algorithm and improved SVM algorithm respectively to recog-
nition by fusion features. During the experiment, we selected polynomial kernel as the
SVM kernel function, and used PSO algorithm to determine punishment variables c
and gamma function g: c = 54.3, g = 64.

The result of classification algorithms is shown in Table 2.
We can know some information through Table 2.
1. The recognition rate of the same test sample are very different between different

single feature. Figure 1 is the contour feature comparison figure of test sample. Figure 1
(a) and (c) are the carrot and the cucumber test image respectively. Figure 1(b) and
(d) are the carrot and the cucumber contour image respectively. We can find the contour
feature of the two kinds vegetables are very similar from the figure, so it’s so easy to
confuse by contour feature. Figure 2 is the color feature comparison figure of test
sample. Both of Fig. 2(a) and (c) are apple test images. Figure 2(b) is the pear
test image. Figure 2(d) is the tomato test image. We can find that different kinds of
apples have great color differences, and then the difference increase the difficulty of
classification.

2. As 1. above, some features have high similarity and easily confused. There are
many kinds of similar images, so the classification is very difficult. An improved SVM
classification algorithm in this paper can distinguish similar images, and the classifi-
cation accuracy rates are over 95 %.

Table 1. The number of training samples and test samples image

Recognition type Training sample Test sample

Apple 96 48
Banana 98 48
Carrot 78 39
Cucumber 67 33
Kiwi fruit 53 26
Orange 118 58
Yellowish orange 104 52
Pear 110 55
Eggplant 87 43
Tomato 51 25
Date 46 23
Total 908 450
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3. In case of using the same kind of SVM algorithm, the classification accuracy
rates with fusion feature are higher than the classification accuracy rates with single
feature. The result indicates that the fusion feature utilize more information and
enhance the ability to identify.

Table 2. The result of classification algorithms

Recognition type Recognition rate of single
feature

Recognition rate of fusion feature

Contour Color Texture Traditional SVM Improved SVM

Apple 93.75 % 91.66 % 89.58 % 93.75 % 95.83 %
Banana 100 % 95.83 % 91.66 % 100 % 100 %
Carrot 94.87 % 97.43 % 92.30 % 100 % 100 %
Cucumber 90.90 % 93.93 % 90.90 % 93.93 % 96.96 %
Kiwi fruit 88.46 % 92.30 % 84.61 % 92.30 % 96.15 %
Orange 91.37 % 91.37 % 89.65 % 91.37 % 94.82 %
Yellowish orange 92.30 % 94.23 % 90.38 % 94.23 % 96.15 %
Pear 96.36 % 98.18 % 92.72 % 98.18 % 100 %
Eggplant 95.34 % 97.67 % 93.02 % 97.67 % 100 %
Tomato 92 % 92 % 88 % 92 % 96 %
Date 86.95 % 91.30 % 86.95 % 91.30 % 95.65 %
Average 92.93 % 94.17 % 89.97 % 94.97 % 97.41 %

Fig. 1. The contour feature comparison of test sample

Fig. 2. The color feature comparison of test sample
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4. Improved SVM algorithm added TPS transformation model, since this model has
a stronger versatility and power performance in higher-order deformation terms, as
compared with the traditional SVM algorithm, classification accuracy increased by
nearly 4 %.

Thus, the following conclusions:

1. The accuracy rate of single feature recognition is lower, and the reliability and
stability of classification is poor. The accuracy rate of fusion feature recognition is
higher than simple feature recognition and it has good robustness.

2. Multi-feature fusion algorithm can obtain more information. The fusion feature
recognition rate is greatly improved compared with the single feature recognition
rate.

3. The classification accuracy of improved SVM algorithm with fusion features is
improved greatly, and it can compare very similar images. The average recognition
rate with fusion features is 97.41 %.

5 Conclusion

This project not only introduces the Reproducing Kernel Hilbert space to improve the
multi-feature compatibility and improve multi-feature fusion algorithm, but also
introduces TPS transformation model in SVM classifier to improve the classification
accuracy, real-time and robustness of integration feature. The average recognition rate
with fusion features is 97.41 %.
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