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Abstract. Aimed at the problems of small gradient, low learning rate, slow
convergence error when the DBN using back-propagation process to fix the
network connection weight and bias, proposing a new algorithm that combines
with multi-innovation theory to improve standard DBN algorithm, that is the
multi-innovation DBN(MI-DBN). It sets up a new model of back-propagation
process in DBN algorithm, making the use of single innovation in previous
algorithm extend to the use of innovation of the preceding multiple period, thus
increasing convergence rate of error largely. To study the application of the
algorithm in the social computing, and recognize the meaningful information
about the handwritten numbers in social networking images. This paper com-
pares MI-DBN algorithm with other representative classifiers through experi-
ments. The result shows that MI-DBN algorithm, comparing with other
representative classifiers, has a faster convergence rate and a smaller error for
MNIST dataset recognition. And handwritten numbers on the image also have a
precise degree of recognition.

Keywords: DBN algorithm � Convergence error � Multi-innovation theory �
MI-DBN algorithm � Social computing

1 Introduction

With the accelerating progress of information digitization and information networking,
humans’ behavior are recorded more frequently. As a result, it’s possible to observe
and research the society by computer technology. Computational Social Science is
growing up and people will automatically collect and utilize information, the depth and
scope of which has never seen before, to serve the social science research. Social
computing [1] refers to such a research field combined with computing systems and
social behavior, which is investigated how to use computing systems to help people
communicate and collaborate, and how to study the rules and trends of social func-
tioning by utilizing computing technology. Social networking services, collective
wisdom, social network analysis, content computing and artificial society are included
in this kind of research. The issues of content computing consists of public opinion
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analysis, interpersonal relationships excavation and weibo applications. Microblog
simultaneously has the properties of social network and media platform, which triggers
the revolution of information production and propagation mode. So images with
numbers such as phone numbers and geographic coordinates may include important
and useful information. We accurately and quickly recognize the numbers by means of
deep learning [2].

Deep learning has achieved great breakthroughs and success in the recent 10 years
in many fields such as artificial intelligence, speech recognition, natural language
processing, computer vision, Image and visual analysis, multimedia and so on. There
are many kinds of models in Deep Learning. One of them, called Deep Belief Networks
(DBN) [3, 4], which is an unsupervised algorithm, can create layers of feature detection
without requiring labelled data. And the network layers can be used for the reconfig-
uration and the modeling for the movement of feature detection. During the process of
the pre-training, the weights of a deep network can be initialized to meaningful values.
After that, a final layer of output units will be added to the top of the network and the
whole deep system could be using standard back propagation algorithm. All this
operations will be prominently effective in handwritten digit recognition.

Hinton presented DBNs and used it in the task of digit recognition on MNIST
dataset [3]. He put forward the DBN network which takes “784-500-500-2000-10” as
its structure. Based on the images with 28*28 pixel resolution in MNIST dataset, we
can get 784 features in the first layer of the network. The last layer is related to 10 digit
labels and other three layers are hidden layers with stochastic binary neurons. Finally
this paper achieved 1.25 % classification error rate on MNIST test dataset. Keyvanrad
[5] improved the sampling method of Restricted Boltzmann Machines (RBM) based on
the DBN proposed by Hinton and get a 1.11 % classification error rate by changing the
original Contrastive Divergence (CD) algorithm to Free Energy in Persistent Con-
trastive Divergence (FEPCD) algorithm. Liu [6] put forward a new categorizer based
on DBN, which is the Discriminative Deep Belief Network (DDBN), which integrates
the abstract ability of DBN with the resolution capability of back propagation strategy.

Hinton used DBN as a nonlinear model for feature extraction and dimension
reduction [7]. Indeed the DBN may be considered as a model that can generate features
in its last layer with the ability to reconstruct visible data from generated features.
When a general Neural Network is used with many layers, the Neural Network
becomes trapped in local minima and the performance will decrease. As a result, it is
vital to ensure the initial weights of the nerve net.

According to the multi-innovation identification theory proposed by Ding [8, 9],
this paper puts forward a new algorithm–DBN algorithm based on multi-innovation
theory. Compared with the previous one, this algorithm accelerates the convergence of
errors and increase the accuracy of numerical recognition. The rest of this paper is
organized as follows: Sect. 2, Introduce the procedure of original DBN algorithm;
Sect. 3, Introduce the multi-innovation identification theory and the improvement of
original DBN algorithm; Sect. 4, Introduce the MNIST dataset and the image of the
weibo, and test the error date; Sect. 5, Conclude this paper.
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2 DBN

DBN is a probability generation model, which is compared with the traditional model
of neural network discrimination, and generation model is to establish a joint distri-
bution between the observed data and labels. DBN network structure is composed of
several layers of RBM [10] which each layer of output as the input vector to the next
layer. The DBN of connection is determined by top-down generation weights, RBM is
more easy to connect the weight of learning [11]. DBN stratified training, a tag set is
attached to the top. Through a bottom-up, the learned identify the right values obtained
a network classifier. Using back propagation technique and using the entire classifi-
cation equipment adjust the weights optimization classification. Structure is as shown
in Fig. 1:

The feature extraction of DBN network model requires three process. They are
pre-training process, fine-tuning process and the testing process.

2.1 Pre-training Process

Pre-training process is that after extracting input data characteristics through each layer
of the network obtain excitation response and add it to the output layer. The specific
process is as follows:

(1) First pre-propagation and single unsupervised training of each layer of RBM
network. Make sure the feature vector mapped to different characteristics space.
Feature information are preserved as much as possible.

Fig. 1. DBN network structure
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(2) The last layer of DBN set a classifier, receiving an output feature vector of RBM
as its input feature vector. It supervised to train the entity relationship classifiers.
And each layer of RBM network can confirm the weight of its own layer, on the
layer of the feature vector to achieve the best, not to the entire DBN feature vector
mapping to achieve optimal. Back propagation will transmits the wrong message
to every layer of RBM from the top-down, so fine-tune the entire DBN network.
The process of RBM network training model can be seen as initialization of
weights parameter for logistic regression network. So DBN overcame the short-
comings of logistic regression network that the random initialization parameter
weights are easy to fall into the disadvantaged of local optimum and long training
time.

2.2 Fine-Tuning Process

Fine-tuning can greatly enhance the performance of a self-encoded neural network. All
layers of the network are regarded as a model. In each iteration, the weight and bias of
network will be optimized. Specific process is as follows:

(1) Pre-propagation calculations can obtain the activation value aðlÞi of layer L2, layer

L3 until layer Lnl . Where a lð Þ
i represents the activation value of the unit i of the

layer l (output value). Given a given set of parameters W ; b, network can follow
function hW ;b xð Þ to calculate output result. hW ;b xð Þ represents the corresponding
desired output result. Calculating step of forward propagation is as follows:

z lþ 1ð Þ ¼ W lð Þa lð Þ þ b lð Þ ð1Þ

hW ;b xð Þ ¼ a lþ 1ð Þ ¼ f z lþ 1ð Þ
� �

ð2Þ

Which uses sigmoid function as the activation function:

f zð Þ ¼ sigmoidðzÞ ¼ 1
1þ e�z

ð3Þ

(2) The error function of each output unit can be calculated
(3) The error function of each layer can be calculated
(4) According to the references [12, 13], we know that the update of parameters W

and b can be written as:

W lð Þ
ij ¼ W lð Þ

ij � aa lð Þ
j d lþ 1ð Þ

i ð4Þ

b lð Þ
i ¼ b lð Þ

i � ad lþ 1ð Þ
i ð5Þ
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2.3 Testing Process

After the pre-training and fine-tuning process, DBN network model has extracted
feature layer by layer. At the same time parameters W and b have been optimized. By
testing sample of dataset we can test DBN network.

3 DBN Algorithm Based on Multi-innovation Theory

This paper introduces the multi-innovation theory aiming at the situation that standard
DBN algorithm mentioned in the paper only uses the current data and loses all the
previous epochs data when updating the weight and bias of the parameters.
Multi-innovation identification has developed a new field of identification. This method
has been widely applied in all kinds of estimations of model parameters because it can
improve the fall rate of the gradient.

3.1 Multi-innovation Theory

Common identification algorithm is usually single innovation identification methods
which only use single innovation to modify the parameters. [14] As for scalar
system: [15]

yðtÞ ¼ uT tð Þhþ vðtÞ ð6Þ

Where yðtÞ is the output data of the system, uTðtÞ is a vector combined by the
output data and input data, h is the final recognized parameter which is a vector, vðtÞ is
the random noise in system with the zero average, which shows the existence of noises
in system.

As for parameter vector h, using the stochastic gradient identification algorithm has
the following formula:

bh tð Þ ¼ bh t � 1ð Þþ LðtÞeðtÞ ð7Þ

Where LðtÞ is a gain vector, eðtÞ is used to describe the output of the error at time t,
eðtÞ can be showed as:

eðtÞ :¼ yðtÞ � uTðtÞbh t � 1ð Þ ð8Þ

Where bh tð Þ, modifying the identity parameter at time t � 1 by multiplying gain
vector LðtÞ by scalar innovation eðtÞ, is the estimation at time t based on the recurrence

of bh t � 1ð Þ.
Developing it, according to the formulas (21) and (22), extending the scalar

innovation eðtÞ to a form of vector. That is multi-innovation. Simultaneously, the other
matrix and vector will change in system. To extend the form of gain vector LðtÞ to
matrix. So we get the multi-innovation identification. It can write as:
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bh tð Þ ¼ bh t � 1ð ÞþCðp; tÞEðp; tÞ ð9Þ

Cðp; tÞ is gain matrix, Eðp; tÞ is innovation vector, p (p� 1) is the length of the
innovation. When the p is equaled with 1, it degenerated as a standard innovation.

Multi-innovation make full use of some of the useful information before, which can
have better identification effect. This method increases the computation of the algo-
rithm itself, but it can improve the convergence rate, the precision of the experiment in
a small time complexity. The specific recurrence and demonstration of Multi-
innovation theory can be found in the reference [16].

3.2 The DBN Algorithm Combined with Multi-innovation—MI-DBN

DBN makes the network reach a great initial point with unsupervised and trained layer
by layer [17, 18] before using the back propagation algorithm to optimize the network
globally. So it can reach a better local minimum point after training. There probably are
thousands of the samples and weights in study system. The top layer is added with the
labelled sample to train machine. In order to adjust the weight vector correctly, the
gradient vector of each weight is calculated by the back-propagation algorithm, which
indicates that the error will increase or decrease if the weight is increased by a very
small value. Back propagation algorithm can be used to transmit the gradient through
every layer of multilayered network repeatedly, from the output of the top layer to the
lowest layer, the gradient vector of weight in every layer can be solved after working
out the input derivative in every layer. The weight vector can be adjusted in the
opposite direction of the gradient vector. The calculation of the stochastic gradient
algorithm is small and the convergence rate is slow. In order to improve the conver-
gence rate of the stochastic gradient identification method, the length of innovation is
introduced. The weights updating every time are all based on the weight in last epoch
in reverse fine-tuning of DBN. So it improves the convergence rate of the error.

If the weight of the network dynamic changes according to some certain law, the
mapping relations between input and output can be changed with time when we
identify the time-varying system, so it is possible to identify the time-varying system.
Because of the difficulty to get the rules of time variation, the length of innovation p is
the whole epoch of the network fine-tuning. Time t is the number of epochs. Define the
sequence of positive integer ft0; t1; t2; . . .; tsg, satisfy 0\t0\t1\t2\. . .\ts, and
1� t�s ¼ ts � ts�1. In the distance of iteration t�s seconds, we probably get the useful
data in layer l and node i during every 1=N s. The innovation vector Eðp; tÞ is produced
to correct the parameter h using the group of data p. At this time, from t ¼ ts � pþ 1 to
t ¼ ts, there are p groups of sample data,so the output of node j at time t in layer l which
is a visual layer :

A lð Þ
j p; tsð Þ ¼ a lð Þ

j ðtsÞ; a lð Þ
j ðts � 1Þ; a lð Þ

j ðts � 2Þ; . . .; a lð Þ
j ðts � pþ 1Þ

h iT
ð10Þ

The expected output:
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H lð Þ
j p; tsð Þ ¼ h lð Þ

j ðtsÞ; h lð Þ
j ðts � 1Þ; h lð Þ

j ðts � 2Þ; . . .; h lð Þ
j ðts � pþ 1Þ

h iT
ð11Þ

The nolinear cost function:

JðW ; bÞ ¼ 1
2

Xl

j¼1

H lð Þ
j p; tsð Þ � Y lð Þ

j p; tsð Þ
��� ���2 ð12Þ

Y lð Þ
j p; tsð Þ is the P output values of J node in the output layer. H lð Þ

j p; tsð Þ is the
corresponding expected output. When calculating output nodes, J will decline, fol-
lowing the rules of network traning, in accordance with gradient in every training cycle.
The update of W and b in every iteration are as follows:

W lð Þ
ij ¼ W lð Þ

ij � a
@J W ; bð Þ
@W lð Þ

ij

ð13Þ

Where a is the learning rate. Parameter W lð Þ
ij represents the weights between the unit

j of the layer l and the unit i of the layer lþ 1. For each node i of the layer l, we

calculate the “residual” d lð Þ
i , which shows that the amount of import that the node

produces on the error of the final output value. The calculation of d lð Þ
i is based on the

error of the weighted average of the layer lþ 1 node. These nodes use a lð Þ
i as the input

value. d lð Þ
i has the following formula:

@JðW ; bÞ
@W lð Þ

ij

¼ @JðW ; bÞ
@z lþ 1ð Þ

i

@z lþ 1ð Þ
i

@W lð Þ
ij

ð14Þ

It is seen by the formula (1),

z lþ 1ð Þ
i ¼

Xsl
k¼1

W lð Þ
ik a

lð Þ
k þ b lð Þ

i ð15Þ

So there is that:

@z lþ 1ð Þ
i

@W lð Þ
ij

¼ aðlÞj ð16Þ

Then, the formula (14) is extended to a vector as follows:

@JðW ; bÞ
@W lð Þ

ij

¼ @JðW ; bÞ
@Z lþ 1ð Þ

i ðp; tsÞ
A lð Þ
j p; tsð Þ ð17Þ
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There are:

Z lð Þ
j p; tsð Þ ¼ z lð Þ

j ðtsÞ; z lð Þ
j ðts � 1Þ; z lð Þ

j ðts � 2Þ; . . .; z lð Þ
j ðts � pþ 1Þ

h i
ð18Þ

The back propagation of error in the output layer nodes:

d lð Þ
i :¼ @JðW ; bÞ

@z lð Þ
i

ð19Þ

The formula (19) is extended to a vector

d lð Þ
i ðp; tsÞ ¼ @JðW ; bÞ

@Z lþ 1ð Þ
i ðp; tsÞ

ð20Þ

(1) Based on the inference [19], in every the unit of output i error formula can be
derived as:

d nlð Þ
i ¼ @JðW ; b; x; yÞ

@z nlð Þ
i

¼ �ðyi � a nlð Þ
i Þ � f 0 ðzðnlÞi Þ ð21Þ

Formula (3) on both sides at the same time derivative as:

f
0 ðzðnlÞi Þ ¼ f ðzðnlÞi Þ½1� f ðzðnlÞi Þ� ¼ yi � ð1� yiÞ ð22Þ

Combination (21) and (22)

d nlð Þ
i ¼ @JðW ; bÞ

@z nlð Þ
i

¼ �ðyi � a nlð Þ
i Þ � yi � ð1� yiÞ ð23Þ

The formula (23) is extended to a vector

d
nlð Þ
i ðp; tsÞ ¼ @JðW ; bÞ

@Z nl þ 1ð Þ
i ðp; tsÞ

¼ �ðY nlð Þ
j p; tsð Þ � A nlð Þ

j p; tsð ÞÞ � Y nlð Þ
j � ð1� Y nlð Þ

j Þ

ð24Þ

There are

d
nlð Þ
i ðp; tsÞ ¼ d nlð Þ

i ðtsÞ; d nlð Þ
i ðts � 1Þ; d nlð Þ

i ðts � 2Þ; . . .; d nlð Þ
i ðts � pþ 1Þ

h i
ð25Þ

Weight of the output layer
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W nlð Þ
ij ðtsÞ ¼ W nlð Þ

ij ðts � 1Þ � aA nlð Þ
j ðp; tsÞd nlð Þ

i ðp; tsÞ ð26Þ

(2) According to the inference of reference [19], layer l (l ¼ nl � 1; nl � 2;
nl � 3; . . .; 2) can be known. The deviation formulation of the i node in layer l can
be derived as:

d lð Þ
i ¼ ð

Xslþ 1

j¼1

W lð Þ
ji d

lþ 1ð Þ
j Þ � f 0 ðzðlÞi Þ ð27Þ

The same as formula (22):

f
0 ðz lð Þ

i Þ ¼ a lð Þ
i � ð1� a lð Þ

i Þ ð28Þ

Referring to the formulas (26) and (27), the deviation function can be extended to
the vectors:

d
lð Þ
i ðp; tsÞ ¼ ð

Xslþ 1

j¼1

W lð Þ
ji d

lþ 1ð Þ
j Þ � A lð Þ

i p; tsð Þ½1� A lð Þ
i p; tsð Þ� ð29Þ

So the weight of each hidden layer is corrected:

W ðlÞ
ij ðtsÞ ¼ W ðlÞ

ij ðts � 1Þ � aAðlÞ
j ðp; tsÞd lþ 1ð Þ

i ðp; tsÞ ð30Þ

(3) Just like the process of correcting and derivating the weight, we can deduce the
bias correction function in output layer

b nlð Þ
i ðtsÞ ¼ b nlð Þ

i ðts � 1Þ � ad
nlð Þ
i ðp; tsÞ ð31Þ

The bias correction function of each hidden layer:

b lð Þ
i ðtsÞ ¼ b lð Þ

i ðts � 1Þ � ad
lþ 1ð Þ
i ðp; tsÞ ð32Þ

Compared with the standard DBN, advantages of the MI-DBN mentioned in this
paper are as follows:

(a) When updating the weight and bias, standard DBN just uses the innovation of
current epoch while the MI-DBN mentioned in this paper also uses the innovation
of several past epochs, which increases the convergence rate of deviation.

(b) Adding multi-innovation to standard DBN can accelerate the convergence of
deviation and increase the accuracy of the algorithm. However, adding too much
innovation will increase the calculation quantity and decrease the real-timing
instead of making the algorithm better. As a result, the amount of innovation
should be considered.
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4 Experiment and Analysis

In this paper, the improved algorithm is applied to the MNIST handwritten dataset [20].
And the result of the experiment can be achieve by using the toolbox-DeeBNet toolbox
[21] in deep learning.

4.1 Experimental Environment

Experiment of software environment: Windows 7 system, VisualStudio2013, Mat-
able2013.Hardware platform: 2.80 GHz Intel (R) CPU E5-2680 V2, 32 GB of
memory.

4.2 MNIST Dataset

In our experiments, the used data is based on digital MNIST handwritten dataset. The
image pixels have discrete values between 0 and 255 that most of them have the values
at the edge of this interval [22]. The image pixel values were normalized between 0 and
1. The dataset was divided to train and test parts including 60,000 and 10,000 images
respectively. As shown in Fig. 2:

The judging standard involved in this paper are mainly in the following aspects:

(1) Error rate

Fig. 2. MNIST dataset sample
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Error rate of index is mainly used to measure different classification model for
MNIST dataset the degree of error classification. The index is an important
indicator used to measure the degree of classification error and the direct rela-
tionship between the reliability of the algorithm.
Table 1 shows the different algorithms for MNIST dataset classification error rate
[4], a bold data is MI-DBN algorithm of MNIST dataset after the classification
error rate. It can be seen that the standard DBN algorithm and two DBN improved
algorithm in 60000 sample training, 10000 sample testing, 50 epochs training, 150
epochs testing, compared with a much smaller error rate.

(2) Error convergence curve
The simulation data of the experiment error, in the process of experimental
training epochs of 50, fine-tuning the epochs of 150. The following chart is the
error convergence analysis of different algorithms. As shown in Fig. 3:

Table 1. Classification error rate of MNIST dataset with different classification algorithms

Classification algorithm Labels Error rate (%)

SVM 10 1.4
KNN 10 1.6
DBN 10 1.24
FEPCD-DBN 10 1.11
MI-DBN 10 0.54

0 50 100 150
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Epoch

E
rr
or

KNN

SVM

DBN

FEPCD

MI-DBN

Fig. 3. Error convergence analysis of different algorithms
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4.3 Image in Weibo Classification

In recent years, weibo has been developing rapidly. There is a quantity of information
in weibo, and it is very hard to efficiently extract useful information we need from
massive images in weibo. We created a dataset called WeiBoImage by ourselves. This
dataset contains 1000 images downloaded from weibo. Some images of this dataset are
as follows Fig. 4. We respectively use trained MI-DBN network and DBN network to
extract and recognize handwritten numbers in images.

First we locate the image and extract information we need. Then we do pixel filling
of the image and make the image a 28*28 pixels one after completing the binarization
and segmentation of handwritten numbers. Afterwards, the images will be recognized
in trained model of MI-DBN or DBN. Specific process is shown as the following
Fig. 5:

The 28*28 image will be the input of the trained network model of MI-DBN and
DBN, it is recognized by our trained model. Table 2 shows the MI-DBN algorithm and
DBN algorithm of WeiBoImage dataset after the classification error rate.

It can be concluded from the experiment that when WeiBoImage dataset is tested
by network model trained by MI-DBN, the precision of the result is high and the loss of

Fig. 4. Some images of WeiBoImage dataset

Fig. 5. An image of the specific identification process

Table 2. Classification error rate of WeiBoImage dataset with different classification algorithms

Classification algorithm Error rate (%)

MI-DBN 3.85
DBN 4.5917
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weibo image information can be solved quickly. This experiment, utilized as a plug-in
in social competing software, applies computers to social network service. As a result,
the research of this experiment is of great significance.

5 Conclusions

In this paper, based on the deficiency of DBN algorithm, we have presented a new
Deep Belief Networks learning algorithm which combines with multi-innovation the-
ory of stochastic gradient identification. Improved algorithm MI-DBN, utilizing his-
torical epochs data, makes the best of useful information implied in the past data, and in
this way, the connection weight and offset of the network can reach the predictive value
faster. Simulation results show that the error rate of convergence is improved. In the
process of MNIST handwritten dataset recognition, the error rate of classification is
reduced after applying MI-DBN algorithm. We upload images on weiboa, and iden-
tified useful information from the images, we had obtained better effect. It is useful for
us, because we will study the images of weibo where reflect the person’s emotional
state.
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