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Abstract. The character variable discrete numeralization destroyed the disorder
of character variables. As text classification problem contains more character
variable, discrete numeralization approach affects the classification performance
of classifiers. In this paper, we propose a character variable numeralization
algorithm based on dimension expanding. Firstly, the algorithm computes the
number of different values which the character variable takes. Then it replaces the
original values with the natural bases in the m-dimensional Euclidean space.
Though the algorithm causes a dimension expanding, it reserves the disorder of
character variables because the natural bases are no difference in size, so this
algorithm is a better character variable numerical processing algorithm. Experi-
ments on text classification data sets show that though the proposed algorithm
costs a little more running time, its classification performance is better.

Keywords: Character variable - Natural bases - Dimension expanding - Text
classification

1 Introduction

Text classification [1, 2] is a very important direction of research in pattern recognition.
With the development of Internet technology, text recognition is playing an increas-
ingly crucial role. By text recognition, we can conduct public opinion analysis, which
enables government to understanding aspirations of people and adjust measures in a
timely manner. Text recognition can also help owners of online shopping sites to know
the attitudes of consumers so that improve the service quality of their website.

Text classification typically includes the expression of texts, selection and training
of classifiers, evaluation and feedback process of classification results. As in essence
text classification problems belong to the scope of text classification, so a lot of typical
pattern classification algorithms can be applied to text classification problems. As the
effect of text classification algorithm based on statistical learning method is better, so
statistical learning method is studied widely by scholars home and abroad. Statistical
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learning methods require a number of documents, which were accurately classified by
human, as learning materials, and then computers mine rules from these documents.
This process is called the training process, and the set of rules it summed up often are
called classifiers. After training, the documents that computers have never seen before
can be classified by the trained classifiers. Typical statistical learning methods contain
Bayesian analysis method [3], KNN method [4], support vector machine method [5],
artificial neural network method, the decision tree method [6] and etc. For example,
Wajeed classified the textual data. In the process of classification the effects of the
features distributed across the document is explored. KNN algorithm is employed and
the results obtained are encouraging [7]. Sun et al. give a comparative study on text
classification using SVM [8].

As mature classification methods, those methods have achieved better learning results
on the text classification problems. However, text classification is a high-dimensional
classification problem, and the feature vector contains a lot of character variables [9, 10].
Traditional text classification methods [11, 12] used discrete processing methods. By
assigning the different values of properties to different nature numbers, the disorder
character variables are undermined, and the recognition performance of text classification
are affected to a certain extent.

For feature vectors in text classification problems contains a lot of character vari-
ables, this paper proposes a character variable numeralization algorithm based on
dimension expanding. Firstly, the algorithm computes the number of different values
which the character variable takes. Then it replaces the original values with the natural
bases in the p-dimensional Euclidean space. Though the algorithm causes a dimension
expanding, it reserves the disorder of character variables because the natural bases are
no difference in size. Therefore, the data processing method can help classifiers to
achieve a better performance. In general, the proposed data preprocessing algorithm is
not limited to a particular classifier. In order to fully verify the algorithm, this paper
selects KNN and support vector machine learning algorithm as the experimental
classifiers. Experiments on a news text data set show that the proposed preprocessing
algorithm allows the classifier to obtain a higher classification accuracy compared to a
discrete numerical processing method.

This paper is organized as follows. A brief introduction to KNN algorithm and
SVM algorithm is given in Sect. 2. In Sect. 3, a character variable numeralization
algorithm based on dimension expanding is proposed. The KNN algorithm and SVM
algorithm are used to conduct text classification experiments in Sect. 4, and the
experimental results and a detailed analysis are also given in this part. Section 5
concludes the whole paper.

2 Review of the KNN Algorithm and the SVM Algorithm

2.1 The KNN Algorithm

K-nearest-neighbor is an lazy learning classification algorithm, usually denoted by
KNN. For the KNN algorithm, training samples are represented by n-dimensional
numerical attributes. For a label unknown sample, the KNN algorithm firstly finds the



240 L. Xu et al.

nearest k training samples from the training set. The distance between two samples can
be computed by Euclidean distance. The formula is as below.

n

dX,Y) =3 (s —y) (1)

i=1

where X = (xy, x,..., X,,) and Y = (¥, y2,..., ¥,) denote two samples in the n-dimen-
sional Euclidean space.

Then the label of the unknown sample is assigned with the most common class of
the k neighbors. Specially, if £ = 1, the unknown sample is assigned with the same
class as its nearest neighbor.

2.2 The SVM Algorithm

Let the training sample set be T = {(x1,y1), ..., (x;,y)}, where x; € R", y; € {—1,1},
i=1,...,1. Assuming that the training sample set is linear separable, the SVM algo-
rithm obtains the classification hyperplane by solving the following quadratic opti-
mization problem.

l l
Hlaill %Z Zy,-yj(x,- . xj)a,-aj — Z a;
s.t. Z ay;i =0

where q; is Lagrange multipliers, the parameter C > 0 controls the trade-off between
the slack variable penalty and the margin.

If the original training set is non-linear separable, the SVM algorithm converts it
into a linear separable problem, and then compute the classification hyper-plane by
solving the following quadratic optimization problem.

l

l l
nzin % Z Zy,-yjK(xi . xj)aiaj — Z a;
S.t. Z ayi =0

The decision functions corresponding to linear separable and non-linear separable
are listed as below.
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i=1

where «f is the optimizing solution of the corresponding optimizing problem.

3 A New Character Variable Numeralization Method

Feature vectors in text classification problems contain plenty of character variables, and
most current statistical learning algorithms require the input vector must be numeric
vectors. Thus the data set of text classification problems must be preprocessed. Tra-
ditional processing method for character variable is as follows. Let a character variable
take m different character values, then the usual approach represents the m values of
characters variables with 1,2,...,m respectively. In this paper, the above method is
referred to as a character variable discrete numerical approach.

As there are no large character variable or small character variable in essence, the
shortcomings of this approach lies in that it undermines the disorder of the character
variables, and degrades the performance of classifiers. For this problem, this paper
proposes a character variable numeralization algorithm based on dimension expanding.
The proposed method replaces the p values of a character variable with the m natural
bases (0,0,...,0,1),..., (1,0,...,0,0). The natural base refers to a m-dimensional unit
vector of which only one component is 1 and the others are 0.

Figure 1 shows the results of data processing with the proposed method when the
variable has two different values.

J=(0.1)

i=(1,0)

Fig. 1. Tllustration of a character variable numeralization algorithm based on dimension
expanding

This method replaces the variable 0 and 1 in the traditional method with two linear
independent natural base i and j in the two-dimensional Euclidean space. Although it
increases the dimensions of the original data, it maintains well the disorder of feature
variables.
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The text classification algorithm based on character variable numeralization by
expanding dimensions, denoted as TCABCVNED, is given below.

Algorithm 1 The TCABCVNED algorithm
Input: text classification data set D; statistical classification algorithm 4
Output: text classification rule <
Method:
fori=Iton {

/* n denotes the number of feature attributes in text classification
data set D /*
if(Is_Character Variable(f;))
/*The Is_Character Variable function is to judge whether the attrib-
ute is a character attribute /*

{
m=Dimension_compute(f;)
/*The Dimension_compute function is to compute the number

of different values which a character attributes takes /*
Base generation(f;, m);

h
i+t
b
for i=1to n{
for j=1to ¢ /* t denotes the number of records in text classification data set D /*
{

if(Is_Character Variable(f;))
Character Variable Numeralization (fi(f));

/*Numerlization treatment on feature f; by expanding dimensions /*

}
}

F=A( nEW)

/* Learning on the new training set with statistical classification

algorithm 4 /*

Algorithm 1 shows that the proposed data preprocessing method can effectively
reserve the disorder of character variables, which provides a possibility for classifiers to

achieve a better performance. In Sect. 3, we will test the performance of the proposed
method by several experiments.
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4 Experiments

4.1 The Experimental Data Set Introduction

This paper selects a web page data set to test the performance of CABCVNED algo-
rithm. As it is a high-dimensional text classification, containing many character attri-
butes, it can test the performance of the proposed algorithm more precisely.

The web page data set comes from sohu news website and we extract four types
news topic, including military, diplomatic, technology, and entainment, to test the
classification algorithms. For each news topic, we choose randomly 600 samples for
training and 300 samples for testing.

In this experiment, the data preprocessing method in reference [13] are used to
obtain the training samples and the testing samples.

4.2 Classification Performances Metric

For a better performances evaluation of different classification algorithms, we choose
precision and recall as the classification performances metrics. The computation for-
mulas are as follows.

Number of correct predictions from one class

(6)

~ Total number of samples predicted as one class

Number of correct predictions from one class

(7)

Total number of samples from one class

Text classification system often needs to trade off recall for precision or vice versa.
One commonly used trade-off is the F-score, which is defined as the harmonic mean of
recall and precision:

X r
F —score = 22" _ (8)

(p+r)/2

where p denotes precision, and r denotes recall.
Obviously, the algorithm can achieve a better performance, while both p and r are
higher.

4.3 Detailed Experimental Method

We select KNN and SVM classification methods to conduct this experiment, and for
SVM classification method, we choose the C-SVM algorithm and use Gaussian kernel
functions. The formula of Gaussian kernel functions is as below,

K(x,y) = exp(—glx — ) 9)
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where g denotes the width parameter. In this experiment, we use 10-folds cross-
validation [14] to compute the best values of parameters.

As it is a multi-classification problem in this experiment, we choose the one against
all (1-v-r) approach [15], which is to transform a k-class classification problem into
k two-class classification problems.

4.4 The Experimental Results Analysis

We test the performance between the Character Variable Numeralization by Expanding
Dimensions algorithm (CVNED) and the Character Variable Numeralization by Dis-
creting algorithm (CVND). We first use the two algorithms to process the selected
experiment data set, and then train classifiers with KNN and C-SVM algorithms. The
average results about precision, recall, F-score and running time are shown in Figs. 2,
3,4,5,6and 7, and Table 1, where Training Set 1 is obtained by CVNED algorithm,
and Training Set 2 is obtained by CVND algorithm.
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Fig. 2. Precision comparison of KNN classifiers between two data preprocessing methods

As shown in Table 1, the traditional classification algorithms cost much more time
on the data sets preprocessing by the proposed CVNED. The main reason is that the
CVNED algorithm increases the dimension number of samples. From Figs. 2 3,4, 5, 6
and 7, we can see that traditional methods, like SVM and KNN, can obtain better
performances in both precision and recall indexes after preprocessing by the CVNED
algorithm. That is because the CVNED algorithm can reserve the disorder of character
variables. The experiment results also shown that the proposed CVNED algorithm in
this paper is a more reasonable character variables numeralization method than previous
methods.
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Fig. 3. Precision comparison of C-SVM classifiers between two data preprocessing methods
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Fig. 4. Recall comparison of KNN classifiers between two data preprocessing methods
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Fig. 5. Recall comparison of C-SVM classifiers between two data preprocessing methods
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Fig. 6. F-score comparison of KNN classifiers between two data preprocessing methods
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Fig. 7. F-score comparison of C-SVM classifiers between two data preprocessing methods

Table 1. Running time comparison between the two data preprocessing algorithms

Algorithms Running time on | Running time on
Training Set 1 (s) Training Set 2 (s)

The KNN algorithm | 29.1 26.7

The C-SVM algorithm | 30.2 27.9

5 Conclusion

For character attributes in high dimensional text classification data set, this paper
proposed a character variable numeralization algorithm based on dimension expanding.
The pretreated methods reserved the disorder of character variables and it is an effective
data pretreated method independent of classifiers. After preprocessing, the classifica-
tion performances of classifiers have been promoted largely. Experiments on text
classification data sets show the effective of the proposed method.
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