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Abstract. Social computing, a cross science of computational science and
social science, is affecting people’s learning, work and life recently. Face
recognition is going deep into every field of social life, and the feature extraction
is particularly important. Linear Discriminant Analysis (LDA) is an effective
feature extraction method. However, the traditional LDA cannot solve the
nonlinear problem and small sample problem existing in high dimensional
space. In this paper, the method of the Support Vector-based Direct Discrimi-
nant Analysis (SVDDA) is proposed. It incorporates SVM algorithm into LDA,
extends SVM to nonlinear eigenspace, and optimizes eigenvalue to improve
performance. Moreover, this paper combines SVDDA with the social computing
theory. The experiments were tested on different face datasets. Compared with
other existing methods, SVDDA has higher robustness and optimal
performance.

Keywords: Discriminant analysis � Face recognition � Support vector
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1 Introduction

In recent years, on the social computing research has become an increasingly active
area, related research and practice has been growing rapidly, and its appearance is
closely related to the use of the Internet, Web2.0 technology and social software. It has
a profound impact on all aspects of people’s lives [1]. Social computing is a cross
discipline combining computing technology with social science. It uses computational
techniques to help us understand the social rules, mutual communication and coop-
eration, and uses the principle and method of swarm intelligence to solve the problem.
However, there is no clear and universally accepted definition. On social computing
environment, vast social softwares have been produced and used widely. This phe-
nomenon promotes social computing to penetrate into every field of society, and
achieves the digital dynamic blend in the field of science, technology, humanities in the
fields of science, technology, humanities, etc.

The face recognition products have been widely used in the field of financial, legal,
military, public security, frontier defense, government, aerospace, power, factories,
education, health care, and many enterprises and institutions, etc. With the further
development of technology and the improvement of social recognition, face
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recognition technology will be applied in more fields. It is closely related to people’s
life. Moreover, feature extraction is a key step in face recognition.

In the past decades, subspace analysis methods are the most efficient method for
feature extraction on face recognition. Among these methods, LDA and the improved
algorithm based LDA are popular, and obtain good recognition performance [2, 3]. Yu
and Yang proposed Direct Linear Discriminant Analysis (D-LDA) to find most
important eigenvector projection in the eigenspace (nonzero eigenvalues subspace)
between-class scatter or (zero eigenvalues subspace) within-class scatter matrix [4]. For
improving performance, LDA is extended to nonlinear subspace by kernel trick,
including Kernel Fisher Discriminant (KFDA) [5], Generative Discriminant Analysis
(GDA) [6], Kernel Direct Discriminant Analysis (KDDA) [7] and Kernel Discriminant
Analysis (KDA) [8]. Kim proposed Support Vector Machine Discriminant Analysis
SVM-DA [9], which incorporated SVM into LDA to solve dimension disaster and
small sample problem. However, the algorithm is same as traditional LDA, which
ignored eigenvector set of within-class scatter matrix zero eigenvalues space. Inspired
by SVM-DA, KDDA and DLDA, we propose a Support Vector–based Direct Dis-
criminant Analysis (SVDDA), which extends SVM to nonlinear eigenspace, and
optimizes eigenvalue to improve performance.

2 Support Vector-Based Direct Discriminant Analysis

The null space of within class scatter (SW ) is given up firstly in LDA or SVM-DA,
which can include discriminant information. Secondly, the null space of between-class
scatter SB is given up. In the feature selection process, SVM-DA gives up some small
eigenvalues. Though it is effective to eliminate noise, the null space of SW is given
up. We believe that the null space which can contain some important class information
that should be retained. Firstly, diagonalize SB, and solve eigenvalues; in terms of
eigenvalues, give up useless null space. Then diagonalize SW , but retain those small
eigenvalues which can contain important information. If SW is singular, let SW equal to
SW + SB for solving small samples problem.We extend LDA to SVM nonlinear space,
and propose SVDDA.

Let ~Xij represents parameter of SVM hyperplane, which can separate, class i and
class j into generative space H. The expression is

~Xij ¼
X

8xk2Sij
akijy

k
ij/ðxkÞ ¼ Uaij ð1Þ

Where Sij is set of support vectors, akij and ykij are respectively weight and label corre-
sponding to support vector xk, U ¼ uðx1Þ. . .uðxNÞ½ � is training set which is mapped to
kernel feature space. akijy

k
ij denotes corresponding to support vectors in U. SVM-based

between-class scatter matrix [9] in kernel feature space can be represented as
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In terms of kernel function, Eq. (2) can be converted into form of dot product:

~SB ¼ ~XA~X
T ¼ UaAaTUT ð3Þ

Where ~X ¼ ½X1;2; . . .;X1;c; . . .;Xðc�1Þ;c�, A = diag[(N1 � N2/N
2),…,(Nc-1 � Nc/N

2)],
and a ¼ ½a1;2; . . .; aðc�1Þ;c�. The within-class scatter matrix is

SW ¼
Xc

i¼1

X

8xi2Ci

ð/ðxjÞ � /iÞð/ðxjÞ � /iÞT ¼ UðI � B� BT þBBTÞUT ð4Þ

Where /i denotes mean vector of samples in class i, /i ¼ 1
Ni

Pc

8xi2Ci

/ðxjÞ, B is N � N

block diagonal matrix given by ðBiÞi¼1;...;c, Bi is Ni � N matrix of all terms which equal
to 1=Ni, Bi = 1=Ni, i = 1,2,…,c. In terms of Eqs. (3) and (4), the new Fisher criterion is

V ¼ argmax
v

VTUaAaTUTV
�� ��

VTUðI � 2BþBBTÞUTV
�� �� ¼ argmax

v

VT~SBV
�� ��
VTSWVj j ð5Þ

As basis vector V corresponding to nonzero eigenvalues should locate in generative
space of training vector, it exists efficient E satisfy

V ¼
XN

i¼1

ei/ðxkÞ ¼ UE ð6Þ

Where E ¼ ½e1; . . .; en�T N-dimensional vector. Equation (6) is substituted into Eq. (7),

E ¼ magmax
E

ETUTUaAaTUTUE

ETUTUðI � 2BþBBTÞUTUE
ð7Þ

As UTU only need to compute dot product in generative space H, it can be replaced
with a kernel function. The function should be same as the kernel used in SVM
hyperplane. Let K be N � N matrix,which be made up of dot product of training
samples in H.

Let K replace UTU,then Eq. (7) is represented as

E ¼ m argmax
E

ETKaAaTKE
ETKðI � 2BþBBTÞKE ¼ ET~SKBE

ETSKWE
ð8Þ

~SKB and SKW are new defined scatter, and E which can be solved by eigenvalues problem.
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3 Feature Extraction of SVDDA

As the dimension of the feature space F is expressed as possible arbitrarily large, or
may be infinitely, it is difficult to directly calculate the matrix ~SKB and SKW . Eigenvalue
problem of ~SKB can be obtained indirectly by ~SB.

(1) Feature analysis of ~SB
First diagonalize ~SB and find ~KB, ~KB is a diagonal matrix in descending order. If ~SB

is singular, it is necessary to give up those eigenvalues and eigenvectors.
Vm ¼ ½v1; . . .; vm� ¼ UEm, where Em ¼ ½e1; . . .; em� is corresponding eigenvector with

eigenvalues greater than 0. ~~KB
~~KB is main sub-array of ~KB,which is m� m diagonal

matrix with eigenvalues greater than 0.
(2) Feature analysis of SKW
Let Z ¼ Vm

~~K
�1=2
B , then ZT~SBZ ¼ I. We project SW to SKW of generative space by Z

ZTSWZ ¼ ðEmK
�1=2
b ÞTðUTSWUÞðEmK

�1=2
b Þ ð9Þ

Where UT
b SWUb equals to SKW . By diagonalization of ZTSWZ, we obtain KW

GZTSWZG ¼ KW ð10Þ

Where G is eigenvector of ZTSWZ. The eigenvectors with maximum eigenvalues are
given up, a M selected eigenvectors are represented as GW ¼ ½g1; . . .; gM �. Let
P ¼ ZGM , then PTSWP ¼ ~KW , where ~KW ¼ diag½k01; . . .; k0M � is M �M main
sub-matrix of KW ,

ðEm
~~K
�1=2
B GMÞTðUTSWUÞðEm

~~K
�1=2
B GMÞ ¼ ~KW ð11Þ

we obtain
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W PTSWP~K

�1=2
W ¼ IW ¼ ðEm

~~K
�1=2
B GM

~K�1=2
W ÞTðUTSWUÞðEm

~~K
�1=2
B GM

~K�1=2
W Þ

¼ ET
optS

K
WEopt

ð12Þ

Where Eopt is optimal eigenvector in generative space, and Eopt ¼ Em
~~K
�1=2
B GM

~K�1=2
W .

To make the method robust, modified criterion is used. When ZTSWZ is singular, then

V ¼ magmax
V

ðVSBVÞj j
ðVT~SBVÞþ ðVSWVÞ
�� �� ð13Þ

The modified criterion is equivalent to standard Fisher criterion. Hence ZTSWZ in
Eq. (10) is replaced with ZTð~SB þ SWÞZ.

(3) Dimension reduction and feature extraction.
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Any input pattern z, eigenvector projection can be represented as

y ¼ ET
optU

T/ðzÞ ¼ ðEm
~~K
�1=2

GM
~K�1=2
W ÞðUT/ðzÞÞ ¼ ET

opt:cðzÞ ð14Þ

where cðzÞ ¼ ½kðx1; zÞ; . . .; kðxN ; zÞ�T is N � 1 kernel vector.

4 Experiment and Result Analysis

4.1 Dataset and Experimental Method

To assess the proposed method, experiments are conducted on FERET, AR, PIE
datasets. FERET dataset consists of 1400 images from 200 subjects, and image reso-
lution is 80 � 80. AR dataset consists of 1200 images from 120 subjects, and image
resolution is 40 � 50. PIE dataset consists of 1360 images from 68 subjects, and image
resolution is 32 � 32. Figure 1 shows sample images from three datasets. The images
in first row are randomly selected 10 images from FERET dataset. The images in
second row are randomly selected 10 images from AR dataset. The images in third row
are are randomly selected 10 images from PIE dataset.

To evaluate the proposed method, we compare SVDDA with LDA, DLDA, KDA,
GDA, KDDA and SVM-DA. 4, 5, 5 images per person from FERET, AR and PIE
datasets are randomly selected for training and the rest for testing. After 7 runs, results
are averaged.

4.2 Experimental Results

Figure 2 shows the recognition rate from 7 different methods on FERET dataset. It can
be seen that recognition rate of SVDDA is obviously better than other methods. The
recognition rates of LDA, DLDA and SVM-DA are close. However, the PCA reduction
dimension is all used by LDA and DLDA, so their dimensions are limited. KDDA and
GDA achieve low recognition rate. Recognition rate of KDA is better than KDDA
and GDA.

As seen in the three experiments, SVDDA receives the highest average recognition
rate; DLDA is relatively close to the SVM-DA, they are better than other nonlinear

Fig. 1. Some sample images from different datasets
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method. Though KDDA receives lowest average recognition rate, the recognition rate
is better in high dimensions. This shows that the non-linear methods don’t obtain
superior performance in all case. As the dimensionality of Fisher criterion-based
subspace increases, there are more and more useless information, so discriminant
information of low dimensions is particularly important. In comparison with other
methods, computation time of SVDDA is slightly higher than others, but considering
its high recognition rate, and its robustness that can be applied to all feature dimen-
sions, thus its performance is optimal.

5 Conclusion

The emergence of social computing theory provides modern methods and means for
effectively dealing with the complex and dynamic changing emerging social and the
engineering problems. It promotes the formation and development of computational
sociology. Based on the theory of social computing, we propose SVDDA. It is used to
extracting nonlinear feature. This method uses SVM projection to replace the tradi-
tional mean shift, and modifies discriminant criterion to solve small sample problem
existing in high dimensional space, and changes computation order of eigenvalues of
scatter to retain important information by giving up null space of within-class scatter
and retaining null space of within-class scatter. However there are still some problems,
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Fig. 2. Recognition rate of different methods on three datasets
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such as the choice of the kernel parameter and computation time, so how to choose
effective kernel function and reduce the computational complexity still require further
study.
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