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Preface

The Faculty of Engineering, Technology and Management, University of Kalyani,
India organized the First International Conference on Intelligent Computing and
Communication, (ICIC2 2016), during 18–19 February 2016 at University of
Kalyani. This is third International Conference organized by the Faculty of Engi-
neering, Technology and Management, Kalyani University during last 3 years.
Organizing such a mega event, covering all aspects of intelligent computing and
communication in computer science and technology, data science, general science,
educational research where scopes were not only limited to computer researchers
but also include researchers from other fields such as mathematics, chemistry,
biology, biochemistry, engineering statistics, management and all other related
areas where technologies play a vital role for the society, is an enormous task.

ICIC2 2016 received a huge response in terms of submission of papers across the
globe. ICIC2 received papers from various countries outside India. The Organizing
Committee of ICIC2 2016 constituted a strong international program committee for
reviewing papers. A double-blind review process has been adopted. Each paper has
been reviewed by at least two and at most five reviewers. The decision system
adopted by EasyChair has been employed and 86 papers have been selected after a
thorough double-blind review process. The committee has also checked the pla-
giarism through professional software. In the first round of plagiarism check, we
categorized papers into three groups. We send the papers directly for double-blind
review where the percentage of plagiarism of the articles was less than 10 %. We
categorized the papers as second category, where the percentage of plagiarism was
less than 35 % and more than 10 % and the authors were asked to rewrite and
resubmit the modified papers. For those who have submitted revised version we
checked for plagiarism again and sent those papers for a blind review on satisfying
plagiarism report less than 10 %. All other papers were rejected directly. Ultimately,
71 papers were included for the presentation in ICIC2 2016.

The proceedings of the conference will be published in one volume in Advances
in Intelligent Systems and Computing (ISSN: 2194-5357), Springer, indexed by ISI
Proceedings, EI-Compendex, DBLP, SCOPUS, Google Scholar and Springerlink,
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and will be available at http://www.springer.com/series/11156. We convey our
sincere gratitude to the authority of Springer for providing the opportunity to
publish the proceedings of ICIC2 2016.

The proceedings of the ICIC2 2016 are a collection of high-quality 70 articles.
These articles are distributed over eight sections. These are wireless sensor network;
image processing and pattern recognition; biomedical image processing and
bioinformatics; device system and modeling; communication networks and ser-
vices; data analytics and data mining; security and cryptography; and cloud com-
puting. The contributions received in respective sections are 6, 14, 6, 12, 5, 12, 9,
and 6 papers.

We convey our esteemed gratitude to the Honorable Vice-Chancellor, Prof. (Dr.)
Malayendu Saha for his extreme enthusiasm for hosting ICIC2 2016 at the
University of Kalyani. Also we convey our deep sense of gratitude to the Deans,
Faculty of Engineering, Technology and Management, Faculty of Science, Faculty
of Arts and Commerce and Faculty of Education for their continuous support and
association in this big event.

Our sincere gratitude to all keynote address presenters, invited speakers, session
chairs, high officials of Computer Society of India for their gracious presence in the
campus on the occasion.

The ICIC2 2016 has been co-sponsored by the DST PURSE program of
Government of India of Kalyani University, UGC and Computer Society of India
Division V. We express our sincere gratitude to UGC New Delhi, India and the
authority of DST PURSE program, Government of India under University of
Kalyani for their financial support. We express our deep gratitude to the Computer
Society of India for being the Knowledge Partner and special thanks to Prof. (Dr.)
S.C. Satapathy, Chairman, DIV V, Research and Development for promoting this
event as CSI Division V event. We would also like to thank the program committee
members for their efforts, and the reviewers for completing a big reviewing task in a
short span of time. We would also like to thank the authority of NIT Durgapur,
India for their immense support in checking plagiarism of the articles. Moreover,
we would like to thank all the authors who submitted papers to ICIC2 2016 and
made a high-quality technical program possible. Finally, we acknowledge the
support received from the faculty members, scholars of Faculty of Engineering,
Technology and Management, officers, staffs and the authority of University of
Kalyani.

We hope that the articles will be useful for the researchers who are pursuing
research in the field of computer science, information technology and related areas.
Practicing technologists would also find this volume to be a good source of
reference.

Kalyani, India Jyotsna Kumar Mandal
Visakhapatnam, India Suresh Chandra Satapathy
Kalyani, India Manas Sanyal
Lucknow, India Vikrant Bhateja
February 2016
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Altered PPI Due to Mutations in hPER2
and CKI Delta Locus, Causing ASPS

Ananya Ali and Angshuman Bagchi

Abstract Protein-Protein Interactions (PPI) have a huge impact on several bio-
logical processes viz. enzyme substrate interaction, cell signaling to name a few. It
is also well documented that altering PPI can also lead to onset of diseases. We
have studied one circadian rhythm sleep disorder with genetic correlation viz.
Familial Advanced Sleep Phase Syndrom (FASPS). In the present work, utilizing
structural bioinformatics approach we tried to elucidate the differences in pattern of
bindings between two different core “clock genes” products viz. human Period
protein (hPER2) and human Casein Kinase I delta (hCKId), both in wild type and
disease-causing mutated variants. Molecular mechanics calculations have also been
used to describe the interactions of wild type and mutant proteins. The results from
this study may be useful for the development of newer drugs in patients having
impaired circadian rhythm.

Keywords Circadian rhythm sleep disorders ⋅ Familial advanced sleep phase
syndrome ⋅ hPER2 ⋅ hCKId ⋅ Protein-protein interactions

1 Introduction

Protein-Protein Interactions (PPIs) have a huge impact on several biological pro-
cesses viz. enzyme substrate interaction, cell signaling to name a few [1]. It is also
well documented that altering PPI can also lead to onset of diseases. In our earlier
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work we have shown how altered PPI of AANAT, the penultimate enzyme of
melatonin biosynthesis, with 14-3-3 protein can be computationally predicted for
Delayed Sleep Phase Syndrome (DSPS) patients [2, 3].

Advanced Sleep Phase Syndrome (ASPS) is characterized by an early sleep
onset (approx 7:00 pm) and early awakening in morning (about 4:00 am) of
affected individual [4]. Though ASPS is not common like DSPS, this rarity of
incidence has been mostly due to underestimated reported incidence as ASPS have
contributed less social conflicts than DSPS [4, 5]. Familial Advanced Sleep Phase
Syndrome (FASPS), where the syndrome has genetic background, is rarer than
other ASPS. These FASPS are caused by mutations in two different core “clock
genes” products viz. human Period protein (hPER2, mutation pS662G) and human
Casein Kinase I delta (hCKId, mutations pT44A and pH46R) [6–9]. hPER2 is
among core circadian oscillator proteins which give negative feedback to their own
transcription in a proper circadian rhythm. Phosphorylation of hPER2 is necessary
for their nuclear transport and degradation. The CKI family proteins (epsilon and
delta isomers) phosphorylate and lead to degradation of PER proteins to prevent
early entry of PER protein into nucleus, thus keeping the rhythm in proper pace.
Phosphorylation of hPER2 has rhythmic pattern with a peak phosphorylation, at the
time of maximum hPER transcription repression. Studies have revealed phospho-
rylation of hPER2 at 659th Serine is required for nuclear localization with increased
stability and phosphorylation at other places will lead to its degradation [9–11].
Serine at 662nd residue is at the CKI binding domain of hPER2. This Serine, when
phosphorylated, works as recognition for further downstream phosphorylation of
hPER2. Thus, due to mutation pS662G the absence of recognition phosphoserine
prevents further phosphorylation and leads to hypophosphorylation of hPER2
[6, 12]. Mutations in Casein Kinase I delta (hCKId) protein are studies to reduce its
kinase activity and reported to cause similar pattern of hypophosphorylation of
hPER2 and shortens circadian periodicity. Notably, all these three mutations show
Mendelian autosomal dominant inheritance pattern [12].

2 Materials and Methods

2.1 Sequence Information Search for Wild Type Proteins

Full length wild type sequence information for both proteins has been collected
from UniProt. [13]. For hPER2 Uniprot ID. O15055 and for hCKId Uniprot
ID. P48730 have been used.
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2.2 Structural Information Searches

RCSB PDB [14] has been used to collect the three dimensional structural infor-
mation of the proteins. For hCKId PDB ID. 3UZP (X ray diffraction, 1.94 Å) has
been used to collect structural data. For hPER2 no structural information was
present in RCSB PDB.

2.3 Homology Modeling of hPER2

A PSI-BLAST [15] has been done to find proper template for structural modeling of
hPER2. But no satisfactory result has been obtained. Using Phyre2, [16] an auto-
mated online protein structure modeling tool, hPER2 model has been built for
601–700 residues. The stereo-chemical qualities of the model has been checked with
PROCHECK (Ramachandran plot) and Verify 3D, using SAVES, an online server
[17, 18]. Residues, present at loop regions, have been modified, using Mod-Loop,
online server, if have been found at disallowed regions of Ramachandran Plot.

2.4 Mutation Generation in Wild Type Structures

Using Discovery Studio 4.0 Client tool, mutations have been incorporated at 662nd
residue of hPER2 converting a Serine to Glycine and 44th residue of hCKId
converting Threonine to Alanine and the 46th of hCKId converting Histidine to
Arginine. Energy minimization has been done using steepest descent and conjugate
gradient algorithm with CHARMm force-field, keeping the r.m.s. gradient to
0.001 kcal/mol [19].

2.5 Molecular Docking of hPER2 and hCKId Proteins

Wild type and mutated hPER2 and hCKId have been docked, using Zdock server
[20]. The partners were chosen such way that one of them should be of wild-type.
Thus, for both wild type partners (a) hPER2wt-hCKIdwt (wt stands for wild type)
has been docked and for mutated protein three more docked complex has been
generated viz. (b) hPER2mut-hCKIdwt (mut for mutated, here: hPER2 pS662G
mutation has been docked with wild type CKId), (c) hPER2wt-hCKIdmut1 (mut1
for hCKId, pT44A mutation has been considered) and (d) hPER2wt-hCKIdmut2
(mut2 for hCKId, pH46R mutation has been considered). Among top ten predicted
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output for each of above mentioned four types, best docked complex has been
selected after PROCHECK and Verify 3D run. Final docked complex was then
energy minimized using steepest descent with CHARMm force-field, keeping the
r.m.s gradient to 0.001 kcal/mole [19, 21].

2.6 Structural Comparison

Using superimposition, Root Mean Squared Deviation (RMSD) values have been
collected for both c-alpha and main chain atoms of the wild type and mutant
proteins and docked complexes. Binding site analysis and comparison were done
by Discovery Studio Package version 2.5.

2.7 Interaction Energy Calculation

Using Discovery Studio Package version 2.5 Interaction energy has been calculated
for docked complexes to compare wild type proteins interaction with mutated and
wild type interactions.

3 Results and Discussions

3.1 Structural Comparisons

Both binding site analyses and superimposition analyses have not revealed any
drastic change (data not shown).

3.2 Interaction Energy Comparison

Both Table 1 and Fig. 1 are showing that free energy changes due to protein protein
interactions between wild type-wild type proteins are less negative than PPI com-
plexes of mutated proteins with their wild type counterparts. Mutations located in
hCKId are affecting the PPI complex more than mutation in hPER2. Thus we could
expect that in mutated form the proteins are making more stable interacting com-
plexes than wild type one.

Table 1 Interaction energy values (Kcal/Mol) for wild type and mutated proteins

PPI Complexes Wt-Wt Wt-Mut Mut1-Wt Mut2-Wt

Interaction energy values (kcal/Mol) −108.598 −119.048 −137.076 −150.293
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4 Conclusion

Earlier work has shown phospho-switches model describing how several competing
phosphorylation sites regulate hPER2 degradation and nuclear localization, thus
maintaining proper circadian periodicity and how disrupting this intricate interac-
tion can lead to ASPS [22]. In this work we tried to elucidate the bio-molecular
mechanistic details of the interactions of the hPER2 and hCKId proteins and the
results are showing similar explanation for ASPS. A more stable interaction
between kinase and its substrate might lead to early phosphorylation of multiple
sites, thus causing an early degradation before nuclear accumulation, thus short-
ening the circadian rhythm than normal. The work for the first time provides a
rational framework for the analysis of the molecular details of the disease onset.
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A Comparative Framework
of Probabilistic Atlas Segmentation
Method for Human Organ’s MRI

Sushil Kumar Mahapatra, Sumant Kumar Mohapatra,
Sakuntala Mahapatra and Lalit Kanoje

Abstract Recently, different image analysis methods are used for human body
parts. But the internal pectoral muscle segmentation of important body parts in a
automatic way is widely used. This is also vital for multi modal image registration.
Previously, breast MRI image analysis by automatic pectoral muscle segmentation
is studied. In this paper, we introduce a comparative framework of probabilistic
atlas segmentation method for breast with brain, chest, heart and liver MRI. For
breast, brain, heart and liver and chest segmentation, the obtained DSC values are
0.76 ± 0.12, 0.71 ± 0.15, 0.66 ± 0.08, 0.77 ± 0.12 and 0.72 ± 0.13 respectively.
The total overlap values for each case are 0.76 ± 0.12, 0.76 ± 0.15, 0.71 ± 0.08,
0.70 ± 0.12 and 0.70 ± 0.13 respectively.

Keywords Multi atlas based segmentation ⋅ Breast MRI ⋅ Brain MRI ⋅ Heart
MRI ⋅ Liver MRI ⋅ Chest MRI

1 Introduction

The MRI of the important body parts is a technique which is used to detect the
cancer disease tumor detection of patients. It needs to perform automatic analysis of
breast, brain, liver, heart and chest MRI image analysis. Gubern et al. [1] developed
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a method to automatically compute breast segmentation in breast MRI. Hence the
body breast and air breast surfaces are automatically segmented. By this breast
segmentation dice similarity coefficient (DSC) and total overlap values are 0.94 and
0.96 respectively. van der Waal et al. [2] compares different methods for measuring
breast density, both visual assessments and automated volumetric density, in a
breast cancer screening setting. Van et al. [3] defines about breast body interface by
manually in a straight line. The breast value segmentation approach is explained in
[4]. Lin et al. [5] presents a fully automatic chest template-based method for cases
with different body and breast shapes and different density patterns. Menze et al. [6]
introduce a generative probabilistic model that has been designed for tumor lesions
to generalize well to stroke images, and the generative discriminative model to be
one of the top ranking methods in the BRATS evaluation. Nouranian et al. [7]
reduces the segmentation variability and planning time by proposing an efficient
learning-based multi-label segmentation algorithm. Alba et al. [8] algorithm for the
segmentation of severely abnormal hearts which does not require a priori knowl-
edge of the involved pathology or any specific parameter tuning to be applied to the
cardiac image under analysis. Wang et al. [9] used a second derivative information
representation by the Hessian matrix to delineate chest wall and air breast boundary.

This paper presents a comparative framework of [1] with brain, chest, heart and
liver MRI to automatically segment the above parts of human body. The related
work is to compare the technique in [1] with brain, chest, heart and liver seg-
mentation. The above segmentation is verified on 35 MRI cases.

2 Material

To evaluate the segmentation process output result, the data set used which consists
of atlases of 35 pre-contrast T1-weighted MR breast, brain, chest, heart and liver
MRI scans obtained from different patients. For screening test, the ages of the
women are between 25 and 68 years. The above MRI examinations were performed
on a 1.5T system (Siemens 1.5T), Magnetom Vision). The clinical imaging
parameters is [1] used for whole segmentation process (Table 1).

Table 1 Clinical image
parameter

Matrix size 256 × 128 or 256 × 96

Slice wideness 1.33 nm
Slice openness 0.712–1.25 mm
Flip angle 8°, 20°, 25°
Cycle duration 8.1–8.8 ms
Repetition duration 1.8–5.76 ms
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3 Probabilistic Atlas Based Segmentation in Breast, Heart,
Brain, Liver and Chest

The authors of [1] presented a probabilistic atlas based method by using Bayesian
framework. This framework is to provide an accurate probability distribution for the
above mentioned muscle area. The authors of this article are trying to utilize this
method beyond the breast MRI, also in other important body parts like heart, brain,
liver and chest. The whole process is completed in SCB medical college. Cuttack,
Odisha, under the supervision of one doctor and one MRI technician. Figures 1, 2,
3, 4 and 5 shows the implementation of the segmentation frame work with Bayesian
voxel classification logarithm by the use of probabilistic atlas.

4 Result and Discussion

In this experiment we evaluate the probabilistic segmentation frame works on 35
patients. Each segmented case was not included for the construction of the prob-
abilistic atlas. The quality of the segmentation was measured by the dice similarity
coefficient (DSC) and total over lap (Fig. 6).

Fig. 1 Probabilistic atlas based segmentation of the pectoral muscle in breast MRI
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Fig. 2 Probabilistic atlas based segmentation of the pectoral muscle in brain MRI

Fig. 3 Probabilistic atlas based segmentation of the pectoral muscle in heart MRI
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Fig. 4 Probabilistic atlas based segmentation of the pectoral muscle in liver MRI

Fig. 5 Probabilistic atlas based segmentation of the pectoral muscle in chest MRI
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The Table 2 shows the average DSC and average total overlap obtained from
probabilistic atlas segmentation methods. The lower DSC value is getting from
heart MRI report of 0.66 ± 0.08 as compared to breast MRI 0.76 ± 0.12, chest
MRI 0.72 ± 0.13 and the liver MRI DSC 0.77 ± 0.12. The report is very much
similar to breast MRI DSC report. The total overlap values exceed 0.70 in each
MRI case. Finally, since no previous works performed pectoral segmentation in
brain, heart, liver and chest MRI. So this is only a comparative study with [1] to
show the DSC and total overlap values.

5 Conclusion

In this work, the probabilistic atlas based methodology has been studied to perform
the pectoral muscle segmentation in a breast, brain, heart, liver and chest MRI. This
has not been done previously except breast MRI [1]. Fully dedicated probabilistic
frameworks have been utilized and tested on 35 different patients. The obtained
results are satisfactory with DSC values.

Fig. 6 a–e shows box plot of breast, brain, heart, liver and chest showing their DSC report
(P) and total overlap (M) respectively using probabilistic segmentation approach

Table 2 Average DSC and
average total overlap obtained
from probabilistic atlas
segmentation method

MRI of body parts DSC Total overlap

Breast MRI 0.76 ± 0.12 0.76 ± 0.12
Brain MRI 0.71 ± 0.15 0.76 ± 0.15
Heart MRI 0.66 ± 0.08 0.71 ± 0.08
Liver MRI 0.77 ± 0.12 0.70 ± 0.12
Chest MRI 0.72 ± 0.13 0.70 ± 0.13
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Concentration of Acetone Levels in Breath
for Monitoring Blood Glucose Level

Sumant Kumar Mohapatra, Sushil Kumar Mahapatra,
Shuvendra Kumar Tripathy and Lalit Kanoje

Abstract Diabetes is a major problem affecting millions of people today and if left
unchecked can create enormous implication on the health of the population. Among
the various noninvasive methods of detection, breath analysis presents an easier,
more accurate and viable method in providing comprehensive clinical care for the
disease. This paper examines the concentration of acetone levels in breath for
monitoring blood glucose levels and thus predicting diabetes. The analysis uses the
support vector mechanism to classify the response to healthy and diabetic samples.
For the analysis ten subject samples of acetone levels are taken into consideration
and are classified according to three labels which are healthy, type 1 diabetic and
type 2 diabetic.

Keywords Acetone level ⋅ Blood glucose level ⋅ Breath ⋅ SVM

1 Introduction

Diabetes can be described as a group of metabolic diseases where the blood glucose
level in the body is higher than the normal prescribed parameter. When a person
suffers from diabetes, it is seen that their body is either unable to secrete enough
insulin or their body is not able to use the insulin produced by the liver. This causes
sugar to build up in the blood thus leading to diabetes. There are two major types of
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diabetes which include type 1 and type 2. Type 1 diabetes is the result of the body ‘s
failure to produce enough insulin. While type 2 is a condition in which cells fail to
respond to the insulin produced in the body properly. It is seen that the prescribed
parameter of blood glucose levels (BGL) in healthy subjects before meals is around
70–80 mg/dL. Sugar less than 100 mg/dL while fasting is considered normal by
today’s standards. Any BGL higher than normal is considered unhealthy. The most
common method of obtaining glucose levels in the body is by drawing blood
samples using invasive techniques. A lancet device is used to draw the blood by
pricking the figure or the forearm [1]. The droplet of blood obtained is then placed on
a disposable strip which consists of a sensing element. A glucometer is then used to
calculate the blood glucose levels form these strips. Though this process is highly
accurate, it is also painful and inconvenient especially when multiple readings are
required to be taken in a day. Thus there is an essential need for a non-invasive
technique for monitoring BGL. Investigations show that urine, sweat, saliva, tears
and breath contain traces of glucose in them and these traces vary with the levels of
glucose in the blood. Therefore these human serums have recently gained recog-
nition as feasible alternatives to using blood for glucose measurement. Extensive
research conducted in this area conclude that human breath is a good alternative to
monitor and diagnose glucose levels as acetone in the breath has shown a good
correlation to BGL. Using breath as a deduction technique allows deduction of blood
glucose levels by just exhaling into the monitoring device. It is seen that in the
human breath there are number of chemical compounds that relate to different
diseases [2, 3]. Traces of acetone in the breath are used for the detection of diabetes.
According to the studies it is seen that patients who have diabetes have body cells
that are unable to absorb the glucose in blood. In such cases, when the liver breaks
down fat for energy, there occurs an abnormal increase in ketone bodies in the
patient‘s blood. Acetone is one of the three kinds of ketone bodies which are volatile,
and the body exhales the acetone thus formed. Therefore higher concentration of
acetone is found in the exhaled air of a diabetic patient [4]. Initially complicated
techniques such as gas chromatography mass spectroscopy, selected ion flow tube
mass spectroscopy and cavity ringdown spectroscopy were used to determine the
concentrations of acetone in breath. Gas chromatography-mass spectroscopy [5]
works on the principal that the difference in the chemical properties between the
different molecules in the gaseous mixture and their relative affinity for the stationary
phase of the column promotes the separation of the molecules. In the Selected ion
flow tube-mass spectroscopy method it was seen that when the neutral analyte
molecules of a sample vapor meets the precursor ions they may undergo chemical
ionization which depends on their chemical properties, such as their proton affinity
or ionization energy [6]. Cavity Ringdown Spectroscopy [7] is an optical spectro-
scopic technique that measures the absolute extinction by samples that absorb or
scatter light. These techniques remain unsuitable for clinical application due to their
low portability, complex mechanisms and high cost. The electronic nose or e-nose
model [8, 9] overcomes these drawbacks significantly and is emerging as a good
alternative suited to clinical applications. Research conducted with e-nose provides
substantial data on acetone concentrations in breath [10]. This paper classifies
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acetone concentration and uses support vector mechanism (SVM) classifier to
analyze the data signals. Different acetone concentration levels are classified healthy
breath, type 1 diabetic and type 2 diabetic which is then displayed as the output.
Initially the acetone levels were classified using SVM classifier but the accuracy
levels remained inadequate. To overcome this issue and increase the level of
accuracy SVM classification with margin sampling has been adopted.

2 Breath Analysis Procedure

2.1 Proposed Analysis

The proposed analysis system here distinguishes the concentration of acetone levels
in the breath as healthy or diabetic. The basic model of the proposed system is
described by the following flow chart given in Fig. 1.

Fig. 1 Flow chart of the
proposed system
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The operation of the system happens in five stages. Initially the subject‘s breath
samples are used for the acetone concentration prediction. The acetone concen-
tration data from various samples are taken individually as input in the next stage.
The SVM classification model then classifies the acetone concentration levels based
on the thresholds described in the next section. In the final stage the output is
displayed under any one of the three classifiers considered for this system. Thus the
diabetic and the healthy breath samples are separated in this analysis model.

2.2 Acetone Level Concentration

Human breath consists of many biomarkers which are used for the detection of
many diseases. It is explained previously how acetone in the breath is used as the
biomarker for the prediction of diabetes. Wang et al. [11] carried out extensive
studies and found a linear correlation between the mean concentration of breath
acetone and the mean blood glucose levels of each group. It was also observed that
the breath acetone declined linearly with blood glucose levels [12]. According to
[12, 13], it is seen that the concentration of acetone levels in the breath vary for a
healthy and a diabetic subject. It is seen that in all healthy samples acetone levels
are less than 0.76 ppmv and in all samples with diabetes acetone levels showed
levels higher than 1.71 ppmv. The Table 1 shows the variation of the concentration
of acetone levels. For this analysis ten different concentrations of acetone levels are
considered and are used for the classification of the data. The acetone concentra-
tions in the breath of 10 subjects are taken in this paper. These data samples are
further given to the classifier. The acetone concentration that are detected from the
breath for this analysis are in the range of parts per million.

2.3 Classification

In this paper, a support vector machine (SVM) classifier is used to classify the
data samples into three classes. SVM [14] is a supervised learning model that is
used to analyze a given data set and help recognize patterns that is used for the
classification of the samples. These models construct hyper planes that are used

Table 1 Variation of acetone
level

Samples Concentration of acetone(ppm)

Healthy subject 0.22–0.80 ppm
Type 2 Diabetic subject 1.76–3.73 ppm
Type 1 Diabetic subject As high as 21 ppm
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for the classification and the regression of the data [15]. Here the SVM divides the
acetone concentration data which is the input into three different classes. Based on
the above mentioned range of acetone concentrations the SVM classifier is used to
distinguish them. The acetone levels are classified into their labels which are H for
healthy breath, T1 for type 1 diabetes and T2 for type 2 diabetes. From the
threshold range mentioned in the previous section it can be seen that there is an
order in the levels of acetone concentrations which do not overlap each other and
they conform to the guideline of T1 > T2 > H. Here 10 various acetone con-
centrations are considered for the classification. The input sample vector is taken
as these concentrations and the trained samples are the classified data. A set of
hyper planes are used here so as to classify the ten samples into the three different
classes. The classifier chooses the hyper planes such that the nearest trained data
point has the largest distance so that a good segregation of the data points are
achieved. The Fig. 2 shows the graphical representation of the acetone concen-
trations of the subjects considered for this analysis. The bar graph that is plotted
clearly shows the variation of the acetone levels of a healthy breath and a diabetic
patient. Hence the above thresholds can easily segregate the samples as healthy,
type 1 or type 2 diabetes. The scatter plot that distinguishes the acetone levels are
represented in the Fig. 3. This figure gives the details of the classification of the
acetone levels for a diabetic type 1 and type 2 as well as marks the healthy
samples of the ten acetone concentrations which are considered in this paper. It is
seen that for the type 2 and type 1 diabetic subjects the levels of acetone in their
breath is high compared to the normal breath acetone levels.

Fig. 2 Distribution of Acetone concentration levels of 10 samples
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3 Result and Discussion

The classified acetone concentrations of the ten subjects are done using the SVM
classifier and the classified acetone level output is tabulated and presented in
Table 2 shown below. It is seen that based on the threshold parameters described in
the previous section the classification and the labeling of the data has been per-
formed. It is clearly seen that the acetone concentrations in the breath of a diabetic
patient (Type 1 and Type 2) is greater than the normal breath standards. When the

Fig. 3 Scatter plot that
distinguishes the trained data
points into 3 classes labeled
‗Healthy breath’, ‘Type 1
Diabetic’ and ‘Type 2
Diabetic’

Table 2 Variation of acetone level of 10 different patients

Subject Concentration of acetone (ppm) Healthy Type 2 Type 1 Labels

Patient 1 0.23 Yes No No H
Patient 2 1.79 No Yes No T2
Patient 3 24 No No Yes T1
Patient 4 1.87 No Yes No T2
Patient 5 0.78 Yes No No H
Patient 6 3.21 No Yes No T2
Patient 7 23.5 No No Yes T1
Patient 8 4.47 No Yes No T2
Patient 9 23 No No Yes T1

Patient 10 0.23 Yes No No H
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ten trained samples were classified, it was found that a higher level of accuracy can
be obtained using an SVM classifier with margin sampling. This approach has
given the data a clear margin over which they can be segregated. The ten con-
centrations were labeled into the three categories namely Healthy, Type 1 diabetic
and Type 2 diabetic and the samples are placed according to the values in any one
of these above mentioned categories.

4 Conclusion and Future Work

This paper investigates the concentration of acetone levels for classification of
breath samples in monitoring diabetes. Acetone concentrations were collected and
classified for predicting diabetes. The samples were classified using the SVM
classifier and were divided into three groups labeled as healthy, type 1 and type 2
diabetes. In this paper an attempt has been made to refine the existing classification
approach (healthy and diabetic) further for a more accurate evaluation (healthy, type
1 and type 2 diabetic). The future work will include designing and developing the
sensory array for examination of acetone concentrations in real time breath samples.
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Computational Molecular Analysis
of Human Rhodopsin, Transducin
and Arrestin Interactions: An Insight
into Signal Transduction
for Ophthalmology

Tanushree Mukherjee, Arundhati Banerjee and Sujay Ray

Abstract Retinal G-protein receptor; rhodopsin upon light-activation, gets phos-
phorylated, experiences conformational shift and interacts with G-protein; trans-
ducin. To completely obstruct the signal transduction visual protein; arrestin binds
consecutively to disrupt the cationic channels of plasma membrane. Experimented
binding assays documents the protein interactions but hitherto computational
investigation was undone. This probe aims at the computational study of confor-
mational alterations in rhodopsin upon sequential interactions, accompanied by
variations in its surface electrostatic potential and net solvent accessible area. 3D
structures of human transducin, arrestin and rhodopsin were analyzed. Residual
participation from the optimized and simulated trio-complex (rhodopsin-
transducin-arrestin) disclosed that predominantly positively charged amino-acid
residues; Arg474, Arg412, Arg229, Arg13, Lys15 and Lys408 from rhodopsin
participated with transducin and arrestin forming 9 ionic interactions. Rhodopsin
was perceived to interact in a gradual firmer pattern with its partner proteins. This
study presents a novel viewpoint into the computational disclosure for participation
of concerned visual proteins.
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Keywords Homology modeling ⋅ Optimized Rhodopsin-Transducin-Arrestin
complex ⋅ Protein-protein interactions ⋅ Conformational switches ⋅ Stability
and simulation

Abbreviations

MD Molecular Dynamics
P.I.C. Protein Interaction Calculator
S1 Rhodopsin before any Interaction
S2 Rhosopsin after Interaction with Transducin
S3 Rhodopsin after Interaction with Arrestin in presence of Transducin

1 Introduction

In darkness or dim light, the rod cells take the active responsibility for the human
vision. One such associated vital protein; human rhodopsin is a retinal G-protein
receptor that is present in the rod cells and is responsible for the photo transduction
process. Light activates the rhodopsin which then undergoes conformational
alterations [1, 2]. Due to this conformational shift in rhodopsin, a G-protein;
transducin gets instantly triggered to interact with the altered rhodopsin [1, 2].
Binding assay studies from earlier investigations suggests that the α-subunit of
transducin now binds to rhodopsin at a definite binding site [1–4] and cyclic
guanosine mono-phosphate (cGMP) phosphodiesterase gets activated. This in turn
results in the disintegration of the second messenger cGMP [2]. cGMP further
inhibits the opening of the cation channels [2]. Finally a complete blockage in
signal transduction of ocular physiology is resulted with the participation of arrestin
domain with the complex [2]. Therefore the binding of transducin to the light
triggered rhodopsin leads to its phosphorylation and further obstruction of photo
transduction upon interaction with arrestin. Thus in presence of light, the intra-
cellular stimulus of the retinal rod cells gets modulated to stop the signaling phe-
nomena. Herein, the activation of the retinal cone cell proteins occurs for the vision
in light. Though several documentations [5, 6] were yet now stated for the com-
putational and molecular basis of study into the human proteins and their interac-
tions but none indulged with the comparable, in silico and interactive analysis of the
three essential human ocular proteins for regulation of signal transduction on
exposure to light.

The present computational investigation is concerned with the study of rho-
dopsin and its conformational switches in response to the binding of its paramount
partner proteins; human transducin and subsequently to arrestin. Homology mod-
elling of the G-protein transducin and analysis of the three dimensional structures of
rhodopsin and arrestin were performed. After energy optimization and molecular
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dynamics simulation of the docked trio-protein complex, the residual responsibil-
ities of the individual proteins were estimated. In addition to that, the variation in
the conformation of rhodopsin was examined accompanied by the alteration in
electrostatic surface potential and net area of solvent accessibility. Therefore, this
first residue level, structural and computational study offers with an insight into the
detailed molecular phenomena indulged when in presence of light, the rod proteins
interact among themselves and switches between the conformations to modulate the
signal transduction.

2 Materials and Methods

2.1 Sequence Analysis of Human Transducin

Amino acid sequence for the alpha subunit of Human Transducin having UniProt
ID: P11488 was selected from Uniprot KB. The same was validated using NCBI
(Accession No. 121032).

2.2 Template Search and Homology Modeling
of the Modelled Protein

The protein sequence of interest for modeling human transducin was subjected to
SWISS-MODEL [7] for its template exploration first, followed by the homology
modeling of the target protein. The template is chosen with the aid of adjustable
E-value limit of BLAST [8]. This favors to model proteins with improved
stereo-chemical properties utilizing several effective force-fields [7]. The best
template, possessing a PDB ID: 3V00 (chain C) was observed to share a sequence
identity and query coverage of 92.29 % and 100 % respectively. The template was
further analyzed to belong to guanine nucleotide-binding protein G (t) subunit
alpha-1 (GNAT1) from rattus norvegicus. The homology (comparative) modeled
transducin protein was observed to share a root mean square deviation (RMSD) of
0.058 Å when superimposed upon its X-ray template protein.

2.3 Loop Optimization of the Modeled Transducin Protein

ModLoop was utilized for performing efficient loop optimization of the protein to
accomplish appropriate conformation of the ψ-φ angles and reduce the inaccuracies
in the protein conformation due to distortions in loop regions [9].
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2.4 Stereo-Chemical Validation of Transducin Model

The model was validated by VERIFY 3D from the SAVES4 server [10]. The model
was also checked on the Ramachandran plot [11] and no residues were observed in
the outlier region.

2.5 Structural Analysis of Human Rhodopsin and Arrestin

Crystal structures of Human rhodopsin complex and arrestin were identified from
Protein Data Bank [12] and extracted from Discovery Studio Accelyrs 4.1. The
rhodopsin protein with PDB ID: 4ZWJ, chain A [13] has 906 residues while the
arrestin domain with PDB ID:4R7X, chain A [14] has 185 residues.

2.6 Docking Simulations of the Three Human Proteins
Sequentially

Rhodopsin and transducin interactive complex was first produced with the aid of
Cluspro 2.0 web server [15]. Out of 10 docked structures, the complex structure
having the finest cluster dimension was opted for additional analysis. Rhodopsin,
being longer was uploaded as receptor with transducin as ligand. The unstructured
residues from both the human proteins were eliminated. Similarly, the so obtained
rhodopsin-transducin complex was docked with human arrestin domain to obtain
the best trio docked complex structure. Z-DOCK [16] and GRAMM-X [17] helped
to obtain the inclusive results for the respective docked complexes at every step.

2.7 Energy Optimization and Refinement Using ModRefiner

Energy minimization and structure refinement of the modeled protein complexes
was performed using ModRefiner [18]. Models were refined through high resolution
algorithm to mend their unstable geometries and elevate the protein accuracy [18].

2.8 Simulation Studies via Molecular Dynamics
for the Trio-Protein Complex

To achieve a steady appropriate protein conformation besides minimizing the net
overall energy the assistance of Fragment-Guided Molecular-Dynamics Simulation
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(FG-MD) [19]. Knowledge dependant template information as well as physics-
based molecular dynamics (MD) simulations was concomitantly utilized to
re-organize the pathway for the overall energy in the Molecular Dynamics simu-
lations through simulated annealing [19]. Therefore, the steric clashes were
diminished along with the improvement of the torsion angles for the best steady
conformation of the complex structure [19].

2.9 Protein–Protein Interaction Calculations

Protein Interaction Calculator (P.I.C.) web server [20] was operated to evaluate and
analyze the interaction type involved amongst the proteins in the study. The
residual contribution from the rhodopsin-transducin-arrestin complex was therefore
analyzed in details. The same was also validated by PyMOL [21] and Accelyrs
Discovery Studio 4.1 for consensus results.

2.10 Comparative Analysis of Electrostatic Potential
and Net Area of Solvent Accessibility upon the Surface
of Rhodopsin

Electrostatic surface potential of the rhodopsin was calculated sequentially using
PyMOL [21]. Electrostatic potentials on the surface of rhodopsin in unbound state,
followed by rhodopsin in the duo and trio complex respectively were generated in
vacuum electrostatics. To compare and analyze comparative estimation for the
stronger interaction after interacting with transducin and arrestin, the net
solvent accessibility area for human rhodopsin was calculated at the three different
stages [22].

2.11 Comparative Analysis of Conformational Switches
in Rhodopsin

The conformational shifts in rhodopsin before interaction and after two stages of
interaction were estimated and compared with the support of DSSP [23] and Dis-
covery Studio packages from Accelyrs. Earlier investigation suggests that proteins
with increased β-sheets and pure α-helical structures accompanied by 310 helices
display firmer interaction with steady conformation [23, 24].
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3 Results

3.1 Structural Demonstration of Human G-Protein
Transducin (α-Subunit)

The homology modeled 3D structure of human transducin (α-subunit), 350 residues
long was found to be modeled in parallel to the template protein; GNAT1 pos-
sessing PDB ID: 3V00, chain C from rattus norvegicus. It comprises 50.3 %
residues forming seventeen helices and 12.9 % residues forming four parallel and
two anti-parallel β-sheets interspersed with 36.9 % residues forming coils. The
entire structure is well depicted in Fig. 1 in its interactive state with rhodopsin and
arrestin.

3.2 Analysis of the Residues and Binding Pattern
in the Protein Complex

For perceiving the residual participation of the three proteins, nine strong ionic-ionic
interactions were perceived for the optimized and simulated trio-complex (Table 1).
Several hydrogen bonding interactions were also accomplished.

Fig. 1 The interactive view of human rhodopsin (lime-green), transducin (with cyan shaded
helices, yellow shaded sheets and red shaded coils) and arrestin (violet shade)

30 Tanushree Mukherjee et al.



3.3 Analysis of the Electrostatic Surface Potential and Net
Solvent Accessible Surface Area

Furthermore, the variation in the vacuum electrostatic potential calculation from
±62.322 to ±52.501 to ±46.697 (Fig. 2), infers the human rhodopsin protein to get
benefitted by the transducin and arrestin interactions for the obstruction of signal
transduction. From Fig. 3, the view for the relative analysis of the electrostatic
potential values in three different stages of interaction gets illustrated. The blue
areas and red areas represent the electrostatically positive and negative regions
respectively.

The abrupt decline in the net solvent accessible area value for only human
rhodopsin protein from 40330.88 Å2 before any interaction to 38514.76 and

Table 1 Ionic-Ionic interactions in human Rhodopsin (R)-Transducin (T)-Arrestin (A)

Position Residue Protein Position Residue Protein

13 ARG R 55 ASP T
15 LYS R 167 GLU T
15 LYS R 55 ASP T
229 ARG R 69 GLU A
408 LYS R 141 GLU T
412 ARG R 232 GLU T
412 ARG R 233 ASP T
474 ARG R 232 GLU T
474 ARG R 235 GLU T

Fig. 2 Comparable analysis of the electrostatic potential upon the protein surface of rhodopsin in
three consecutive stages
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37730.99 Å2 post interaction with transducin and arrestin protein respectively,
depicts the gradually stronger interaction in the trio complex.

3.4 Comparative Analysis of Conformational Alterations
in Rhodopsin

Secondary structure prediction of rhodopsin pre and post interactions ascertained that
with each stage of interaction, there exists a notable increase in pure α-helices, 310
helices and sheet concentrations of the protein (Fig. 3). Hence, the rhodopsin tends to
acquire a more stable conformation with each consecutive interaction [23, 24].

4 Discussion

In order to delve into the computational and molecular analysis of hindrance in the
signal transduction phenomena in the rod cell proteins upon light activation, the
functional tertiary structure of the three essentially paramount ocular proteins;
human rhodopsin, transducin and arrestin were analyzed. After molecular model-
ing, the protein complexes were obtained by docking studies in a sequential
manner; that is first rhodopsin-transducin complex and further the trio-complex of
rhodopsin, transducin and arrestin. The residual contributions for strengthening the

Fig. 3 Comparable study for the conformational alterations in rhodopsin showing percentages of
helices, sheets and coils
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final optimized and simulated complex disclosed that only polar positively charged
amino-acid residues; arginine from 474, 412, 229, 13 positions and lysine from 15
and 408 positions of rhodopsin interacted strongly with transducin and arrestin.
Mainly polar negatively charged; 3 Asp and 5 Glu residues from transducin par-
ticipated in the strong ionic interaction with rhodopsin while only Glu69 from
arrestin was observed to remain indulged in ionic interactions. Several hydrogen
bonding interactions were also perceived involving main and side chains of the
responsible proteins. Additionally, stability parameters (electrostatic surface
potential and net area for solvent accessibility) for alteration in rhodopsin at its three
stages (before and after transducin and arrestin interaction) unveiled the retinal
G-protein receptor (rhodopsin) to firmly interact with the G-protein (transducin),
with an even steadier interaction when arrestin comes into participation with the
transducin-rhodopsin complex. Additionally, increase in the helical conformations,
310 helices and β-sheets apprehend rhodopsin to turn conformationally more stable
with the gradual sequential interactions.

To concise, this novel in silico study focused upon the basis of the molecular
level performance of indispensable retinal proteins upon activation of light and their
sequential interaction pattern that gradually but effectively obstructs the signal
transduction pathways in ocular physiology. It also explores the alterations in the
chief protein; rhodopsin in varied interactive stages. It thus creates a rationale for
the residual revelation of modulation in signal transduction in presence of light;
when from the cones take active participation for apt vision.

5 Conclusion and Future Scope

This computational and structural insight into the cooperation amongst the three
retinal proteins upon photo-activation serves a necessity in computational oph-
thalmology. The stability and conformational transitions in human retinal rhodopsin
(residing in rod cells) upon the chronological interaction with its two partner pro-
teins; transducin and arrestin respectively, discloses the stronger interaction amid
the three proteins. Fascinatingly the abundant ionic interactions indulging polar
positively charged residues of rhodopsin and negatively charged ones from two
partner proteins affirms the optimized and simulated trio-complex to be more
interactive. These outcomes altogether apprehends the root core analysis of the
modulation of photo transduction phenomena in light. Any mutation or disruption
in any of the protein structures might cause fatal retinal degeneracy and associated
diseases.

The present investigation thus instigates the future exploration for the mutational
analysis in these essential proteins and the process in which the modulation of
signaling mechanism gets thus, affected. It would further lead to incite clinical and
therapeutic research for a corrective step of the mutations, with supportive drug
discovery.
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Evaluating the Performance of State
of the Art Algorithms for Enhancement
of Seismocardiogram Signals

Aditya Sundar and Vivek Pahwa

Abstract Seismocardiography is a new, low cost and non-invasive method for
measurement of local vibrations in the sternum due to cardiac activity. Signals
recorded using this procedure are termed as seismocardiogram or SCG signals.
Analysis of SCG signals provides information about the functionality of the car-
diovascular system. Performing an automatic diagnosis using SCG signals involves
the use of signal processing, feature extraction and learning machines. However for
such methods to yield reliable results, the digitally acquired SCG signals should be
accurately denoised and free from artifacts. In this paper, we evaluate the perfor-
mance of state of the art algorithms in denoising these signals. In our work, clean
SCG signals were corrupted with additive white Gaussian noise and the signals
were further denoised. Denoising using wavelet transforms, empirical mode
decomposition, adaptive filters and morphological techniques has been considered
in our work. Standard metrics: mean squared error (MSE), mean absolute error
(MAE), signal to noise ratio (SNR), peak signal to noise ratio (PSNR), cross
correlation (xcorr) and CPU consumption time have been computed to assess the
performance the aforementioned techniques. From our study it is concluded that
wavelet thresholding yields the best denoising and is hence the most suitable
method for enhancement of real world SCG signals.

Keywords Seismocardiography (SCG) ⋅ Signal denoising ⋅ Empirical mode
decomposition (EMD) ⋅ Detrended fluctuation analysis (DFA) ⋅ Morphological
filtering
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1 Introduction

Seismocardiography involves the non invasive measurement of vibrations in the
chest due myocardial movement. SCG is a useful tool in estimation of the
mechanical functioning of the cardiovascular system. Analysis of SCG signals
shows promise for performing diagnosis of ischemia [1]. SCG is also a simple
technique for assessing myocardial contractility [2]. These signals have also been
used for developing automatic, real time diagnosis systems. Schlager et al. [3] have
proposed a real time system for diagnosis of myocardial ischemia using SCG signals.
Building automatic diagnosis systems involves the use of signal processing, feature
extraction and machine learning algorithms. The reliability of such systems depends
greatly upon the sensitivity of the algorithm to the presence of noise in the signal.
Digitally acquired SCG signals contain several artifacts, introduced due to power
line interference, improper mounting of the sensor, subject movement during
recording and other random environmental artifacts [4]. Thus it is critical that the
signal be quickly and accurately denoised so that an appropriate real time diagnosis
can be performed. Although SCG denoising is critical due to the aforementioned
reasons, an extensive study into the same has not been conducted in previous lit-
erature. This was the motivation behind conducting a study into the same. In this
paper we evaluate the performance of state of the art algorithms in denoising SCG
signals. Denoising using the following methods has been considered in our work:

(1) Wavelet transform: Wavelet soft thresholding, Multivariate wavelet denoising
(2) Empirical mode decomposition: Empirical mode decomposition-detrended

fluctuation analysis (EMD-DFA)
(3) Adaptive filters: Normalized least squares filters (NLMS) and Recursive least

squares filters (RLS)
(4) Morphological filtering using top hat transform

The gaussian white noise model (WGN) is commonly used in information theory
to mimic the effects of random processes. WGN closely resembles the type of noise
present in real world biomedical signals [5]. In our method, clean DVP signals
(ground truth) were acquired from the Physionet database and corrupted with
additive white Gaussian noise of SNR = 10 db. These signals were then denoised
and metrics were computed to assess the similarity between the initial, clean and the
denoised signals.

Standard metrics: mean squared error (MSE), mean absolute error (MAE), signal
to noise ratio (SNR), PSNR (peak signal to noise ratio), cross correlation and CPU
consumption time have been computed to assess the performance of the different
methods. Figure 1 shows a block diagram of the procedure followed in this paper.

Fig. 1 Block diagram depicting the procedure followed in this paper
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2 Methodology

2.1 Database

The signals used in our work have been acquired by IEB research team at
Universitat Politecnica de Catalunya [6, 7]. The signals used are available in the
Physionet CEBS database. The dataset comprises of simultaneous estimation of
ECG, respiratory and seismocardiogram signals [5]. The dataset comprises of the
recording of 20 healthy volunteers. Measurements were recorded with the subjects
in a still and comfortable position. The measurements were carried out during 3
different intervals: the initial still basal state, state of listening to classical music and
the final basal state. The SCG signals were recorded using a triaxial accelerometer.
The signals were low-passed at 100 Hz and high-passed at 0.5 Hz. The signals
were acquired using Biopac DAQ system. The signals were sampled at frequency
of 5 kHz. In our work, we divide have divided the signals into 10 s frames and
denoised each of the segments using different techniques. Using this procedure the
performance of different methods in denoising a total of 60 signals has been
evaluated. Figure 2 shows a sample clean SCG signal.

2.2 Wavelets for Denoising

Since it’s advent, wavelet transforms have been used for denoising signals [8]. In
this section we investigate the performance of 2 wavelet based denoising methods:
wavelet-thresholding and multivariate wavelet denoising (wavelet-PCA) for
denoising SCG signals.

Fig. 2 Sample noisy SCG recording of 10 s
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2.2.1 Wavelet-Thresholding for Denoising

Wavelet decomposition coupled with soft thresholding, hard or universal thresh-
olding methods has shown a good performance in denoising biomedical signals and
images in previous works [9–11]. In this method the signal is first decomposed into
different levels yielding the detail and approximation coefficients. The value of
threshold is then computed using certain rules. The wavelet sub-bands are then
soft/hard or universally thresholded using this threshold value. The denoised signal
is then obtained after reconstructing the thresholded coefficients. A Monte Carlo
based approach has been followed in tuning and selection of the optimal denoising
parameters. Figure 2 shows the a noisy signal with SNR = 30 db gaussian noise

Fig. 3 Denoised signal obtained using wavelet-soft thresholding
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added to the signal in Fig. 2, and its denoised version obtained using wavelet-
thresholding. The authors have found that biorthogonal 3.3 (bior 3.3) wavelet with 6
levels of decomposition with penalized medium threshold and hard thresholding
yields the best denoising. The value of tuning parameter alpha was set equal to 2 and
standard deviation of the zero mean Gaussian white noise is set equal to that of the
3rd detail coefficient.

2.2.2 Multivariate Wavelet Denoising (Wavelet-PCA)

Multivariate wavelet denoising is a noise removal algorithm which combines
univariate wavelet decomposition with principal component analysis (PCA). This
method incorporates univariate wavelet decomposition, in the basis where the
assessed noise co-variance matrix is diagonal to non-centered PCA approximations
in the wavelet domain. This method was proposed by Aminghafari et al. [12], and
since then has been used in several denoising applications. Wavelet-PCA has
shown promising results in denoising ECG signals in previous literature and is
hence explored for our application [13]. After investigation, it is found that a 5 level
wavelet decomposition with a 5th order Coiflet wavelet yields the best denoising
results. The Kaiser’s rule or the heuristic rule has been used to pick the number of
principal components to be retained.

2.3 Denoising Using Empirical Mode Decomposition

Empirical mode decomposition, proposed by Huang is non-linear data driven
decomposition tool [14]. EMD works by sifting the signal into detail components
called IMFs or intrinsic mode functions and the trend called the residue. In EMD,
decomposition occurs iteratively and the sifting processing is terminated using a
predefined stopping criterion. In our work, we use the stopping criterion proposed
by Rilling et al. [15], where two threshold values are chosen to ensure globally
small fluctuations in the mean, while simultaneously taking into account locally
large excursions. Threshold values of 0.05 and 0.5 have been chosen as threshold
values in our work. The original signal can be retrieved by summing all the
decomposed IMFs. Works by Sundar et al. [16, 17] suggest that EMD and similar
techniques such as VMD yields a good performance in denoising knee joint VAG
signals. Denoising using empirical mode decomposition involves the identification
of IMFs that are noisy or that resemble a noise like behavior. Methods such as hurst
exponent estimation and detrended fluctuation analysis have been proposed for the
same. The hurst exponent however tends to yield spurious scores when dealing with
non stationary signals, which is why we adopt the use of empirical mode
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decomposition-detrended fluctuation analysis (EMD-DFA). Figure 3 shows the
noisy and denoised signal obtained using this method. The steps involved in
EMD-DFA denoising are listed below:

(1) Decompose the signal into ‘N’ different Intrinsic mode functions (IMFs) using
empirical mode decomposition

(2) Perform detrended fluctuation analysis on each of the IMFs and compute the
fractal scaling index value (α)

(3) If the value of α ≤ 0.5, then discard that IMF
(4) Reconstruct the signal using the leftover IMFs to obtain the denoised signal

2.4 Adaptive Filtering

Adaptive filtering is a method of repeatedly modeling the relationship between filter
inputs and outputs subject to certain conditions. The advantage of the adaptive
filters over conventional filters is that it self-tunes the filter coefficients for new
inputs [18]. In our work, we have considered the NLMS and RLS filters for
denoising the SCG signals. For denoising the sample signal shown in Fig. 1, a 30th
order FIR filter with a value frequency constraint scalar of 0.01 has been used. The
value of NLMS step size is set as 1 and the value NLMS offset was set to 40. The
number of taps of the filter was set equal to 32. The NLMS leakage factor is set
equal to 1. In denoising using RLS filters, 30th order FIR filter with a value
frequency constraint scalar of 0.01 has been used. The value of forgetting factor was
set to 0.98. The initial inverse covariance matrix was set equal to a 10 multiplied by
an identity matrix of size 31 × 31.

2.5 Morphological Filtering

Morphological filtering involves a set of non-linear operations, performed on a
signal with respect to a small image, termed as the SE or the structuring element
[19]. Top hat transform is a morphological filtering method used to extract small
details in an image or signal. Works by Bhateja et al. [20] propose that the use of a
structuring element such as the one shown in Fig. 4 can be used to estimate the
noise in the signal. This estimated noise is then removed from the signal. Figure 5
shows the total morphologically estimated noise in the sample noisy signal in Fig. 1
obtained using top hat transform with the structuring element in Fig. 4.
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3 Results Obtained on Denoising

To assess the performance of denoising algorithms metrics: MSE, MAE, SNR,
PSNR, xcorr and CPU consumption have been computed. The average value of
metrics for obtained on denoising the signals using each methods is calculated and
is shown in Table 1. Low values of MSE, MAE and high values of SNR, PSNR
indicate accurate denoising. Also the closer the value of xcorr is to 1, the more is
the retention in structural integrity after denoising, or better is the enchancement.
A small value of CPU consumption time is desired so that a fast, real time diagnosis
can be performed.

Fig. 4 SE used in top hat transform for estimating the noise

Fig. 5 Total morphologically estimated noise contained in the sample SCG signal in Fig. 1
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From Table 1 it observed that denoising using wavelet thresholding yields the
best results in terms of accuracy, as well as a low CPU consumption time. Hence
the authors conclude that wavelet thresholding is the most suitable method for
denoising real world SCG signals.

4 Conclusion

In this paper we evaluate the performance of state of the art algorithms in
enhancement of seismocardiogram signals. Denoising using wavelets, empirical
mode decomposition, adaptive filters and morphological filters has been explored.
The authors evaluate both the speed as well the accuracy of each method. It is
concluded that wavelet thresholding yields the best enhancement in terms of accu-
racy of enhancement as well as CPU consumption time. We hope this study would
be useful to future researches in study and selection of SCG denoising algorithms.
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Common Subcluster Mining to Explore
Molecular Markers of Lung Cancer

Arnab Sadhu and Balaram Bhattacharyya

Abstract We present a methodology, common subcluster mining, to explore gene

expression data for possible biomarkers of lung cancer. Subclusters refer to the peaks

formed through superimposition of clusters obtained from expression data of normal

samples. Application of the method on the corresponding data sets from diseased

samples extracts the genes that undergo high fold changes. The potential candidate

genes are examined on the datasets of Stage I through stage IV of the disease. Few

genes emerge as indicative molecular markers of lung cancer.

Keywords Common subcluster mining ⋅ Lung cancer biomarker ⋅ Microarray

clustering ⋅ Differential gene expression ⋅ Molecular marker

1 Introduction

DNA microarray technology measures simultaneous expressions of thousands of

genes in both normal and corresponding diseased cells and offers a scope for study-

ing differential patterns. Influence of disease on gene expressional patterns can be a

key for exploring possible biomarker of the disease at molecular level. Lung cancer is

one of the deadliest types and external symptoms develop after considerable spread.

Finding its genetic relation is thus important for early diagnosis. Data from Microar-

ray experiments on cell samples affected with lung cancer is the principal source

for the study. Developing appropriate methods for finding aberrations on expression

levels of genes while cells are infected by the disease is the basic task of the present

study.
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Fig. 1 aDistribution of cell samples over expression levels (genes clock-wise from top left corner):
AGER, SFTPC, SCGB, MMP12, TOX3, COL10A1. b Effects of disease on variance of genes

An empirical approach is conducted with computation of probability mass func-

tion (pmf) of expressions sliced into small subranges. Nearly 21 % of genes shift cor-

responding subrange under diseased condition among which some shows significant

changes (Fig. 1a). This indicates presence of influence of the disease on functioning

of lung cells and thus motivates for detailed study. A study on changes of variance

of expressions (Fig. 1b) also suggest the same.

1.1 Our Contribution

We propose a method, Common Subcluster Mining (CSM) with the associated algo-

rithm, for discovery of the genes having persistently stable expressional patterns in

normal cells. It further mines those genes that deviate from the stable property with

sublime changes while cells are infected by the disease. The rest of the paper is orga-

nized as follows. Section 2 discusses some earlier works that are related with the

present study, Sect. 3 illustrates the proposed method. Section 4 presents the algo-

rithm, its description and complexity, Sect. 5 reports the experimental results, and

finally the conclusion in Sect. 6.

2 Related Works

Data mining techniques have wide applications in geneset discovery. Out of those,

clustering, being unsupervised, is found to be the most effective in finding target

genesets from expression data [1]. Attempts are made to identify genetic relationship

of the disease [2] to detect possible attack. Several studies employed variance in
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expression [3] and the degree of connectivity in gene network [4] for classification

of genes.

3 Methods

3.1 Common Subcluster Mining (CSM)

The method aims to capture the sets of genes that express to the same or nearly

the same level among all normal samples, i.e., expression behavior is stable under

normal condition. On a second phase it attempts to find the individual genes showing

significant shift from the respective stable states in the diseased samples. Clustering,

being the unsupervised data mining, is chosen to apply on dataset of each normal

sample separately. Both crisp and fuzzy clustering techniques are followed to extract

the most stable sets of genes (Figs. 2, 3 and 4).

CSMwithCrispClustering (CSMC)The k-means clustering technique is employed.

Seeds are drawn using k-means++ algorithm [5]. Datasets from normal samples

are taken in succession for cluster formation. Clusters of close centers are superim-

posed forming heaps. Heaps of height equal to the number of samples are selected for

extracting their central parts. Genes in those parts, irrespective of expression levels,

marked as stable set, GCS
normal.

The corresponding set in case of diseased samples is denoted by GCS
diseased. Result-

ing set of genes (G𝜉) are obtained in order of respective fold change, 𝜙(Gi):

𝜙(Gi) = log2(𝜚(DiseasedGi
)∕𝜚(NormalGi

) (1)

where 𝜚 denotes expression.

Fig. 2 Core in normal

samples
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Fig. 3 Distribution of genes

into core and non-core part

with 8 clusters

Fig. 4 Normal quatile plot

of the t-scores of genes in
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CSM with Fuzzy Clustering (CSMF) CSMF relaxes the crisp boundary so as to

include the contribution of samples even moderately distant from the core. FCM

clustering is performed over each normal sample. Genes are included in common

subcluster (GCS
normal) whose membership and sample counts respectively exceeds

thresholds 𝜃1 and 𝜃2. GCS
diseased is similarly formed from the datasets of diseased sam-

ples. Genes (setG𝜂) are selected from the differential set, (GCS
normal ⧵ G

CS
diseased) in order

of fold change (Eq. 1).

The set of selected genes is drawn from union of G𝜉 and G𝜂 .
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4 Algorithm

Notation used in the algorithm are: G = number of Genes; k = number of clusters;

N = number of Samples; Fi = fuzzifier Index (generally selected between 1.5 and

2.5); MV = three dimensional membership value matrix; 𝜃1 and 𝜃2 = predefined

threshold values;

Complexity of CSM algorithm lies in k-means and fcm clustering. K-means has a

complexity of O(Gki) (as number of attribute = 1) and CSMF will have a complexity

of O(Gk2i), as fcm is executed for N samples. So the complexity of the algorithm is

O(Gk2i);

Algorithm CSM

Input: Two sets of GED: Normal sets and Diseased sets.

Output: Genes which are highly differentially expressed.

1: procedure CORE GENESET MINING

2: GCS
normal = CSMC(Normal,G, k); GCS

diseased = CSMC(Diseased,G, k);
3: G𝜉 = HighFoldChange(GCS

normal ⧵ G
CS
diseased);

4: GCS
normal = CSMF(Normal,G, k); GCS

diseased = CSMF(Diseased,G, k);
5: G𝜂 = HighFoldChange(GCS

normal ⧵ G
CS
diseased);

6: Solution set, GCS
= (G𝜉 ∪ G𝜂);

7: end procedure
8: procedure (Score =CSMC(Sample, G, k))

9: select initial centroids mi, (i=1 to k) by kmeans++ technique;

10: mupdate
i = mi ∀mi(i = 1 to k);

11: for p = 1 to |G| do
12: S(1)i = Gp ∶ ||Gp − mi||

2 <= ||Gp − mj||
2 ∀ 1 <= j <= k

13: mupdate
i = 1

|S(1)i |

∑
Gj𝜖S

(1)
i
Gj

14: end for
15: while mi ≠ mupdate

i ∀ mi (i = 1 to k) do
16: sort mupdate

i s in ascending order.

17: for j=2 to N do
18: mi = mupdate

i ∀mi(i = 1 to k)
19: for p = 1 to |G| do
20: S(j)i = Gp ∶ ||Gp − mi||

2 <= ||Gp − mj||
2 ∀ 1 <= j <= k



52 Arnab Sadhu and Balaram Bhattacharyya

21: mupdate
i = 1

|S(j)i |

∑
Gj𝜖S

(j)
i
Gj

22: end for
23: end for
24: end while
25: for i = to k do
26: Scorei = S(1)i ∩ S(2)i ∩ S(3)i ∩ .... ∩ S(N)i
27: end for
28: end procedure
29: procedure (Score =CSMF(Sample, G, k))

30: for i=1 to N do
31: C(i) = Randomly selected initial centroids ∀mi(i = 1 to k);
32: C,M = fcm(Sample(i), k,Fi);
33: Sort C and corresponding membership values in ascending order;

34: for j = 1 to |G| do
35: for count = 1 to k do
36: MV(j, count, i) = M(j,count);

37: end for
38: end for
39: end for
40: for count=1 to k do
41: for i=1 to G do
42: for j=1 to N do
43: if MV(i, count, j) > 𝜃1 then
44: S(i) = S(i) +1;

45: end if
46: end for47:

48: if S(i) > 𝜃2 then
49: Score = Score U G(i);
50: end if
51: end for
52: end for
53: end procedure

5 Results and Discussion

5.1 Dataset

The algorithms CSMC and CSMF are tested on gene expression dataset, GDS3257

[6]. It contains expressions of adenocarcinoma lung and paired normal lung tissues of

current, former and never smokers. Four different stages of cancer and corresponding

expression levels of 22283 genes is mentioned in the dataset, among them 22215

were test genes and 68 genes were control genes. After removing the genes with

missing value entries, 21805 genes remained. A total number of 107 patient samples

are collected, 33 among them had both normal and corresponding diseased samples.
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Table 1 Numbers of genes in common subcluster

Number

of clusters

Size of GCS
normal in % Size of *(GCS

normal

/
GCS

diseased) in %

CSMC CSMF CSMC CSMF

4 40 35 15 1

8 11 10.5 6 3

12 3 4 2 4

Table 2 Most affected genes found in both the studies

Possible markers Fold change p-value t-scores Supported by

previous studies

CSMC CSMF

AGER AGER −0.68 9.21 × e−31 +20.24 [7]

TOX3 TOX3 +0.57 1.09 × e−13 −10.16 [8]

SFTPC SFTPC −0.50 6.51 × e−14 +11.79 [9]

CLDN18 CLDN18 −0.50 5.36 × e−22 +17.32

SPP1 +0.69 1.71 × e−28 −18.4 [10]

COL11A1 +0.65 1.48 × e−13 −11.17 [11]

MMP1 +0.62 5.26 × e−11 −8.72 [12]

GREM1 +0.57 1.08 × e−12 −10.36 [13]

CAV1 −0.34 7.33 × e−20 +14.40 [14]

FHL1 −0.33 9.63 × e−22 +15.66 [15]

5.2 CSMC

The algorithm CSMC is implemented in Matlab and tested on the dataset GDS3257

with number of clusters successively k = 4, 8, 12 and 16. Table 1 shows the results.

Genes which changes their domain clusters in diseased samples, are ranked upon

their respective fold change (Eq. 1). K-means clustering is applied with 4 clusters,

700 iterations and 3 replications. With the selection criteria |FoldChange| >= 0.5 we

found 1 up-regulated and 3 down-regulated genes (Table 2).

5.3 CSMF

The Fuzzy version of CSM returns a few more genes than its crisp counterpart. The

CSMF procedure is executed with fuzzifier index = 2.0. 𝜃1 and 𝜃2 are set to 0.7 and

83 % (i.e., 30 out of 36 samples) respectively. Like CSMC the numbers of genes in

common subcluster is inversely proportional to the number of clusters (Table 1). The

result with k = 8 is depicted in the Table 2.
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Table 3 Stage-wise fold changes of the genes

Gene Stage 1 Stage 2 Stage 3 Stage 4

AGER −0.70 −0.62 −0.76 −0.57

TOX3 +0.49 +0.68 +0.64 +0.46

SFTPC −0.73 −0.63 −0.7 −0.45

CLDN18 −0.52 −0.50 −0.51 −0.38

SPP1 +0.68 +0.67 +0.71 +0.72

COL11A1 +0.55 +0.72 +0.69 +0.74

MMP1 +0.62 +0.58 +0.56 +0.92

GREM1 +0.55 0.64 0.53 +0.64

CAV1 −0.35 −0.40 −0.28 −0.25

FHL1 −0.33 −0.32 −0.35 −0.34

5.4 Possible Markers

Table 2 shows the list of genes obtained from CSMC and CSMF algorithms. While

CSMC contains more stringent measures with extraction of only four molecules,

CSMF extracts some more due to the contribution from other parts of the clusters

leading to a little longer list. Intersection of both the outcome may be considered

as possible markers with higher confidence but some of the outcome of only CSMF

show high fold change and corroborated by previous studies.

5.5 Sensitivity on Advancement of the Disease

Lung adenocarcinoma is typed into four stages—stage 1 through 4. Table 3 shows

increase in fold change for all the genes with advancement of the disease through

stages. This is indicative of the level of confidence of the results obtained.

6 Conclusion

The study attempts to capture the genes that possess most stable behavior under

normal condition with the aim to trace those which exhibit strong deviation while

under diseased condition. The gene set thus obtained are subjected to further studies

of their sensitivity on advancement of the disease. The final set thus obtained can be

a set of possible molecular markers for lung cancers. The algorithm thus developed

can be applied on similar datasets of other diseases also. The method leaves scope

for improvement with incorporational biological implications.
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Progressing the Security Landscape
of Cloud by Incorporating Security
Service Level Agreement (Sec-SLA)

Joydeep Choudhury, Indushree Banerjee,
Amitava Nag and Indika Parera

Abstract Gathering personal information of individuals’, in return to provide
different personalized services, continues to grow. The adaptability and flexibility
of cloud that allows mobility of data access and multiple ownerships provide a
favorable platform for users and service providers to adapt Cloud services for
storing and accessing personal data. However data flow from one level to another
service level of cloud may cause data loss or leakage and put the privacy of
individuals at risk without them being aware of it. Ensuring privacy of information
on Cloud, presents a major challenge to be tackled by future researchers. This paper
aims at providing an overall picture of cloud privacy and security at its different
level of architecture and discusses the proposed solutions. It will further provide
detailed analyses of the various adopted techniques. We will also discuss
Security-SLA as a security protection mechanism for cloud users. Further we will
try to highlight the areas which can be further researched and make cloud a more
secure place to store data.
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1 Introduction

Cloud has become an important and growing technology which generates revenue
options in both industries as well as in academics, but it is still in the process of
evolving and considered an enigma when security and privacy comes into per-
spective. The term “Cloud” was coined by the telecommunication industry when
the providers started to use Virtual Private Network or VPN service data com-
munication [1]. At present cloud services promotes itself as an encouraging tech-
nology to deliver infrastructure and resource to its users as pay-as-you-go style and
by reducing the cost of IT infrastructure for new and small business [2]. Users in
general are provided access to a web based interface for connecting and storing
their personal data without being aware of the storage location or resources they are
using during the operation of a certain application. Storing their personal data in an
unknown location with other consumers can possess several threat especially when
unknowingly data could rest on the same resources of a competitor’s private
information application [3], thus a constant drawback of getting data manhandled
and misused becomes a nightmare for many organizations and users concerned
about their privacy. Apart from improper access and deletion of data from cloud
storage there is a significant privacy issue that makes users rethink about the
adaptation of cloud [4] which is losing complete ownership. In spite being clearly
predefined in various agreements there is no surety that redundant data have been
completely discarded once the partnership or employability of a certain vendor is
terminated. Various attempts have been made in past to safeguard privacy of
individuals and agencies by utilizing different access control mechanisms and
security agreements within cloud, but still it is not clear how provider deals with
data and if at all the provider maintains integrity and authentication.

With this paper we try to highlight the major challenges faced by users and
organizations acquiring Cloud services in general. Introduction gives an overview
of the various topics being covered by the paper. Section 2 provides an in depth
discussion of the Cloud architecture being currently implemented by the service
providers. Section 3 delves deeper into the limitations and security threats specif-
ically presented by Cloud infrastructures in its different layers. Section 4 will dis-
cuss a detailed analysis of the protection methods currently used. Section 5 deals
with the Service Level agreement and explains the necessity and utility of SLA with
respect to safeguarding users from being victimized. Section 6 introduces the
concept of security SLA. Finally the last section provides future direction and
concludes the paper.
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2 Cloud Architecture

The vital characteristic of cloud that makes it a success are noted as on-demand,
pay-as you-go, self-service, ubiquitous network access, which allows geographic
area independence, resource pooling and rapid elasticity [5] making it adoptable to
small businesses. Privacy and security issues of cloud are inbuilt issues, and in
order to completely understand the subatomic reasons for these issues it becomes
mandatory to revise the architecture of Cloud. Cloud is divided into four layers in a
top down order i.e. application, platform, infrastructure and hardware. These are
again grouped together into three layers in accordance to the service oriented
business model i.e. Software as a Service (SaaS), Platform as a Service (Paas) and
Infrastructure as a Service (Iaas) [6]. Figure 1 illustrates structure of cloud with all
layers and an overall utility of each layer. Application layer is the topmost layer of
cloud architecture which delivers software that a user need. In business model it is
called Software-as-a-Service. It provides networked based access and management
of commercially available software from a centralized location to the users [1].
Google App is an example of mostly used SaaS.

Second layer is on the top of infrastructure layer and is mainly responsible for
providing all computational resources like programming framework and operating
systems. This is called Platform-as-a-Service. Main aim of this level is to reduce the
load of direct deployment of application in VMs. Google App engine is an example
of PaaS as it provides API support to users for executing storage, database for an

Fig. 1 Cloud structure
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application. Infrastructure and Hardware layers are the layers that are responsible
managing physical and virtual resources of the cloud. Hardware layer is consists of
servers, switches, router and storage units. Data centers are example of hardware
layer of cloud. Infrastructure layer is also called virtualization layer as it creates
virtual pool of resources. In this level VM technologies, such as Xen, KVM, and
VMware etc., are used to partition the physical resources [6].

3 Cloud Security Issues in Different Layers

Cloud is a combination of numerous well established technologies which include
grid and distributed computing. Internet is used as a delivery medium to provide
services to its users [7]. When the user progress from IaaS to PaaS to SaaS more
abstraction of technology is introduced and because of this stored data in cloud are
not in direct control of the user and these data are transmitted using Internet makes
the user’s privacy and security at of higher risk. Whenever a user starts to avail a
service, different service level of cloud infrastructure take part in the process and the
corresponding privacy mechanisms play a crucial role in the process [2].

3.1 Identity Management

In order to provide location independent data the cloud providers rely on redundant
data storage and uses personal information of individual user in the storage to
authenticate, and because of this it has to assure the protection of their data inside
cloud servers [8]. User privacy can also be compromised while using the com-
munication channel to query the cloud for some information. For example if a user
send a query to the cloud regarding a cancer medicine, then an observer of the
communication channel can infer that the user or someone related to the user might
have cancer disease. There must be some privacy protection mechanism to protect
user form this type of risk [9] (Table 1).

Table 1 Security challenges
in different layers of cloud

Layers Issues on that layer

SaaS Identity management
Virtualization vulnerability
Authentication and authorisation
Data integrity
Availability

PaaS Application security
IaaS Hypervisor attack

DDoS attack
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3.2 Multi Tenancy and VM

Multi tenancy is an essential property of cloud. It helps Cloud Service Providers
(CSP) to share resources to different user and make computation very efficient and
highly scalable. The main security concern of user is that their personal data might
be exposed to the third party as they all are using the same computational space in
the cloud. In the virtualized environment where one physical machine hosts mul-
tiple users; there is always an associated risk that the other user can monitor its
neighbor’s activity and lead the other users of the VM accessible to it.

3.3 Attack on Hypervisor

Hypervisor is an application or a computer that creates and run virtual machines to
provide the resources to its users. Most common types of attacks are Virtual library
checker, encryption attack and migration attack [10]. In migration attack and
encryption attack the attacker use the network and virtual machine software vul-
nerabilities to gain access to the data.

3.4 Availability

Availability means cloud providers must ensure that the service is always available
to the authorized user even if a security breach is detected [11]. DDoS attacks
makes the services and data unavailable to the user and this makes a real threat for
cloud users.

3.5 Lower Layer Issues

The lowest layer of the cloud is hardware layer which is mainly consists of physical
machines. A large number of attacks are done in this layer and causes data loss.
Most common attack on this layer is Distributed Denial of Service (DDoS) or
Denial of Service (DoS) attack. The attacker sends multiple requests to the server in
a very short period of time. This technique is called “flooding”. With this the server
become busy to process unwanted request and thus occupy the bandwidth of the
network. Which in due course disrupt service of an authenticate user and prevent
access to a service [12]. Cookies poisoning is another type of attack in this physical
layer where the attacker modified the cookies into gain access to the cloud.
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4 Protection Methods

There are ample amount of work has been done to protect user data from the above
attacks, but traditional security issues are still present in cloud environment. In this
section we will describe some of solutions of privacy and security issues proposed
by researchers. Roy et al. [13] introduced Ariavat, a privacy protection on Map
Reduce Systems. This system was built using a combination of mandatory access
control and differential privacy technique. The main functionality of the proposed
system was to provide end-to-end confidentiality along with integrity and privacy in
cloud infrastructure.

IBM, in 2009, introduced a homomorphic encryption scheme to protect data
privacy [14]. In this method a user stores it data in an encrypted format in some
unknown server, and when user query information from that data set the server then
homomorphically computes an encryption of query and send back the cipher text
back to the user. In this technique the data and query is fully encrypted and privacy
of user is maintained throughout the process.

DDoS attack on cloud is a very common security issues which is described in the
last section. To protect cloud form this attack Intrusion Detection Systems (IDS) are
developed. Author of [15, 16] explain that intrusion detection is basically a process
of monitoring the network flow and analyze every packets to check any attempt of
intrusion which violate the integrity, availability or confidentiality of the system.
Mohamed et al. proposed collaborative IDS which will work on the IaaS layer of
cloud and at the same time prevents the cloud from attack. Modi et al. in [17]
proposed another IDS using the Snort and signature algorithm. The proposed
framework captured packets from network and compares it with a known attack
pattern and if packet give negative result then it allows the packets or else it follows
the rules [17].

Authentication of users is done using digital signatures in a combination of SSO
(Single Sign-On) and Ldap [11] Shibboleth is now used for web SSO to identify
and grant access to the users across or within the organizational boundary. Access
control mechanism is largely used in a fully shared system to give permission to the
users’ to access resources. Data dispersal storage and secure retrieval scheme [18] is
one of well discussed approach. The suggested algorithm efficiently reduces some
of privacy risk such as server colluding and unauthorized data modification. In the
working scenario the system assigns users’ data to various domains using some
flexible distributed algorithms to maintain the integrity of the data.

5 Service Level Agreement in Cloud

Privacy is still a long-standing topic in Cloud. In cloud privacy, Service level
Agreement (SLA) represents an important document which serves as contract
between a user and a provider to deliver services. SLAs should cover performance,
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reliability, and security and privacy of data and on this pre-defined contract the
provider is bound to provide the service [19]. Any violation of SLAs will lead to a
penalty that can be either monitory or anything other. Various issues that are
included in SLA, introduces the following challenge in maintaining privacy:

• Storage—The main concerns are if the stored data is getting mixed with other
data from other organization. Another important concern which makes user to
think twice before storing confidential data in cloud is that if providers have the
right to see the data without notifying the organization.

• Retention—One of the key question that organization needs to know is how
long a service provider keeps the data in there server and how the ownership of
the data is evaluated.

• Deletion of Data—To provide availability of data all the time cloud providers
need to replicate the data. The main concern is, once the data retention period is
over, how the user will make sure that all the replicated copies of the data are
destroyed.

• Privacy breaches—If a breach occurs how the providers will notify the user and
locate who is actually responsible for the breach?

SLA metric is constructed from a few common elements such as name of metric,
metric source, duration of sampling, frequency of sampling, scope of testing, target
range, weight, reporting process, and penalty/incentive calculation. These elements
should be found with every SLA metric used to demonstrate services have been
sustained to mutually agreed obligations [20]. Some general metrics are throughput,
QoS, bandwidth etc. But SLA can also include some other metrics on the security
perspective as it is a contract between user and provider and the users’ concern on
the data privacy can also be a point which includes security mechanism, security
effectiveness as a metrics. The main concern for the user is to know how exactly the
CSP deals with their private data. It is quite uncommon for a CSP to specify the
security levels for user data associated with their services, hence impeding users
from making data security relevant informed decisions. This is known as Quality of
Protection (QoP), which includes the capability of a service provider to deliver
service according to the security requirement of the user and how well the provider
meets the requirements [21, 22].

6 Security SLA

Like SLA there is Sec-SLA (Security Service level agreement), which defines
matrices related to security. A Sec-SLA should include [23]:

• Some description of the user required services that the provider is going to
provide.

• All the security requirements, along with the monitoring process, which the user
and provider are agreed upon before committing
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• A detail process of reporting problems, threats or security breach incidents that
may arise during the contract period

• Lists of penalties in case any of the party breaks the agreed SLA. This penalty
can be either service credit or financial compensation. CSPs may also include
restrictions on customer activities and also state some specific moments when
the agreement do not apply.

• All the legal and regulatory matters that might happen during the time span
which include references to existing legislations and directives that may affect
the service as well as the terms under which the SLA will not be valid (Table 2).

In [22] authors had described a life cycle of Sec-SLA which consists of six steps.
As security is a very vast portion and it depends upon different user specification so
the negotiation between the user and provider is an important part. To create a
Sec-SLA there are three steps to follow [18]

• Policy analysis
• Architecture analysis
• Interviews

With the above procedures the provider will evaluate the customer’s require-
ments of web servers, systems and security policy that he will need during the
contract period. The authors of [24] introduce the matric on which the negotiation
can be done. Services delivered in an “On Demand” condition, require extensive
effort in defining security matrices. In traditional SLAs, matrices are mainly QoS,
Bandwidth and some portion of security as well. But in Security-SLA the matrices
are for example Backup policies, Password management, Secure Network Protocols
and Data Transport, data deletion effect etc. [24], which will ensure that the data are
stored and also in control of the user. Even after negotiation the users are always
worried about the implementation of the agreed security mechanism. To provide
user with a privacy management tool the SLA must have been written in a machine
readable language. WS-Agreement is a protocol for defining SLAs between

Table 2 User requirement for security in cloud

Level Layer Security requirements

Application level SaaS ∙ Privacy in multitenant environment
∙ Access control
∙ Software security
∙ Service availability

Virtual level PaaS and IaaS ∙ Application security
∙ Virtual cloud protection
∙ Communication security
∙ Management control security
∙ Data security

Physical level Datacenters ∙ Hardware security
∙ Network protection
∙ Network resource protection
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providers and users [23]. Using this protocol the privacy management tool will help
the user to control the storage of data and also modify the security on a move. This
tool will help the user to negotiate the security without meeting the provider
personally.

7 Future Work and Conclusion

Prospect and existing customers of service providers are demanding confidentiality,
integrity, and availability when contracting with vendors for cloud computing [20].
As we are using more and more cloud based services in our daily life, we are giving
and storing our information to the vendor side which can be accessed through
internet. This paper mainly focuses on the vulnerabilities in cloud with some detail
discussion on attacks and challenges faced by cloud technology in the recent times.
We have also introduced Sec-SLA and matrices as an approach to help user to
secure their personal data in cloud. Security SLA matrices are a medium to gain
trust over the user and reduce risk. These matrices must be meaningful and eco-
nomic cause creating a metrics includes computational cost. Irrelevant metrics can
cause and impact on the quality of service by using excessive computational
resources [20]. From the above discussion we can see that both the parties are liable
to protect their personal information. But CSPs do not include anything in SLA
about the security mechanism they are going to provide to their tenants. Apart from
this there are few monitoring tools which can be used by the end user to monitor the
security measures and at the same time this tool will help them to enforce new
security features on their data [25]. Several outstanding issues exist related to cloud
security and privacy. Security SLA is still in its early stage. Future research should
focus on providing a full view of security that will offer to user and details about the
data they stored in the cloud. Along with this there must be a web based framework
that will negotiate SLA metrics dynamically and incorporate security according to
the user instruction and at the same time give an overview to the vendor as well as
user about the performance achieved by the provider. Apart from this there should
be another part for further development that can be an extension of the framework
which provides an opportunity to view the location of the data stored in the cloud
by using meta-data information of the user data. There need to be more specific and
detailed research work carried out to make security as a user centric approach, and
provide a monitoring and modification tool to help user to choose their security
requirement without any human intervention.
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On Demand IOPS Calculation in Cloud
Environment to Ease Linux-Based
Application Delivery

Rajesh Bose, Sandip Roy and Debabrata Sarddar

Abstract Today’s era of cloud computing and everlasting demands for real-time
analysis of the storage data on cloud, it is essential for IT industries to have
cognizance about the storage performance. Cloud is elastic computing model where
users can hire computing and on demand storage resources from a remote infras-
tructure and its popularity depends on low cost and on demand availability.
Simultaneous execution of huge number of data-intensive applications on the public
cloud call for a huge amount of storage in order to access the persistent data leads to
degradation of overall system performance. IT personnel have to be assisted with
storage performance measurement for prediction of best storage need. Input/Output
Operations Per Second (IOPS) calculation helps to determine the amount of I/O’s
storage to run. This IOPS calculation is incorporated in cloud environment to
alleviate Linux based application delivery.

Keywords Big data ⋅ Cloud computing ⋅ Input/output operations per second
(IOPS) ⋅ Cloud storage

1 Introduction

The huge amount of data is being produced by the IT industry due to the execution
of massive applications on cloud. When an application underperforms IT analysts
are looking towards the standard performance benchmark for hard drives. Even
though IOPS calculation is a performance measures by which system administrator
can clinch about the storage requirement of the current application’s bottleneck [1].
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Due to this aforementioned requirement today’s researchers have concerned about
the system performance and develop a software tool for making alert to the
administrator for upgradation of underlying system [2].

In this paper the calculation of IOPS on Cloud System for measuring maximum
IOPS of running application within a particular refresh period is discussed, which
helps the IT personnel or Organizations to take decision for changing the storage
architecture. Here slow application delivery time is inspected to develop an
enhanced environment. Our proposed tool can calculate IOPS of applications
executing on Linux based system and also alert the system administrator to upgrade
the disk system when the storage as the potential bottleneck.

2 Background Study

2.1 Basic Definition of IOPS

The number of input/output operations a storage device can complete within one
second is called Input/Output Operations Per Second (IOPS) [3]. The performance
characteristics are measured by randomly or sequentially. Depending upon the file
size the random and sequential operations are done. When we are concerning large
file then sequential operations are done to access of stored operation in contiguous
manner otherwise random operations are done to access locations in the storage
device in a non-contiguous way.

There are different characteristics for IOPS measures:

• Sequential Write IOPS: The average number of sequential write I/O operations
that occur per second

• Sequential Read IOPS: The average number of sequential read I/O operations
that occur per second

• Random Write IOPS: The average number of random write I/O operations that
occur per second

• Random Read IOPS: The average number of random read I/O operations that
occur per second

• Total IOPS: The total IOPS when performing mixed read and write operations

2.2 Frontend IOPS

Fronted IOPS is the total number of read and write operations per second generated
by an application or applications.
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2.3 Backend IOPS

Backend IOPS is the total number of read and write operations per second which a
storage controller sends to the physical disks. This phenomenon is also known as
storage IOPS.

The backend IOPS or storage IOPS is calculated by the formula below:

Storage IOPS=Number of RAIDGroups × ðð Read Ratio ×DiskOperations ̸Secð Þ
+ Write Ratio ×DiskOperations ̸Secð Þ ̸Write Penaltyð ÞÞ × Quantity of Disk inRAIDGroupÞ

ð1Þ

70 % versus 30 % read/write ratio for 15 K SAS in a single RAID 10, the
backend IOPS or storage IOPS is:

2 × 70% × 180ð Þ+ 30%×180ð Þ ̸2ð Þð Þ× 8=2, 448 IOPS

2.4 RAID Penalty

Write operation can’t be completed until both the data and parity info have been
written to the disk. If the any of the write operations are failed, waiting for extra
time to write the parity info on to disk. This phenomenon is called RAID penalty [3]
(Table 1).

2.5 IOPS Calculation

The number of input/output operations is done per second. The formula of IOPS
calculation is given below [4] (Table 2):

IOPS per disk = 1 ̸ð average read seek time + average write seek timeð Þ ̸2ð Þ ̸1000Þ
+ average rotational latency ̸1000ð ÞÞ

ð2Þ

The total IOPS of the application is calculated by the following formula [5]:

Total IOPS=Read IOPS+ RAID level basedwrite penalty ×Write IOPSð Þ ð3Þ

Table 1 Different RAID
level penalties

RAID level Read Write

RAID 0 1 1
RAID 1 (and 10) 1 2
RAID 5 1 4
RAID 6 1 6
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To calculate the number of disks is required for frontend IOPS using the fol-
lowing equation [6]:

Total number of Disks required = Total Read IOPS+ TotalWrite IOPS×RAIDPenaltyð Þð Þ ̸Disk Speed IOPSð Þ ð4Þ

2.6 Flow Chart of Our Proposed Model

COLLECT I/O STATISTICS FROM THE LINUX BASED 
APPLICATION SERVERS AFTER T1 TIME INTERVAL

CALCULATE HIGHEST READ/WRITE IOPS VALUE

EVALUATES THE APPLICATION IOPS NEEDED FOR THE 
APPLICATION SERVER

IS CURRENT 
APPLICATION IOPS 

STORAGE IOPS

CALCULATE TOTAL NUMBER DISK REQUIRED

YES

NO

≥

Table 2 Range of IOPS Disk type RPM IOPS range

SATA 5,400 50–75
SATA 7,200 75–100
SAS/FC 10,000 100–125
SSD N/A 5,000–10,000
SAS/FC 10,000 100–125
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2.7 Discussion of Our Proposed Work

In this manuscript we have proposed a tool which is incorporated in cloud envi-
ronment that can collect the input output statistics record from the Linux based
application servers in different time interval [7]. Thereafter the tool calculates the
highest read/write IOPS value. Then tool evaluates the total application IOPS or
IOPS needed for these application servers using Eq. (2).

When first time configured the tool, the storage IOPS or backend IOPS value is
also provided or calculated by the Eq. (1) and also is compared the application
IOPS with backend IOPS. If application IOPS is higher than backend IOPS then the
system understand the reason for slow application delivery. To solve the problem
our proposed tool now calculates the total number of disks required using Eq. (4).

After that our proposed tool informs the storage administrator the following
details: Application IOPS, Backend IOPS and number of disks required to run the
application smoothly. From this report an administrator can easily add the required
number of disks to improve the performance [7–9].

2.8 Statistical Data Analysis

We have taken these statistical data for our proposed tool which is given below
(Table 3).

We have sorted the r/s and w/s values of various device connected with our
proposed tool for any certain running application.

device, r/s, w/s, kr/s, kw/s, wait, actv, svc_t, %w, %b

sda5, 1855.8, 685.6, 3623.79, 244.87, 0.1, 0.7 43.1, 6, 5
sda6, 1855.8, 685.6, 2383.79, 236.89, 8.1, 0.9, 31.1, 1, 5
sda7 505.6, 5.8, 288.6, 46.1, 6.2, 1.1, 25.2, 3, 5
sda3 17.8, 43.68, 754.3, 97.9, 1.9, 0.2, 5.1, 0, 2
sda4 17.8, 42.68, 758.8, 94.9, 1.7, 0.5, 7.3, 0, 3
sda1 0.0, 0.0, 0.4, 0.0, 0.1, 0.0, 0.2, 0, 0
sda2 0.0, 0.0, 0.2, 0.0, 0.4, 0.0, 0.1 0, 0

The maximum r/s, w/s and the value of storage IOPS data are stored in file.
Application IOPS is computed using r/s and w/s is 3227.199 which is greater than
storage IOPS, i.e. 2448. The number of disk(s) required is 2 in this context.
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3 Conclusion and Future Work

In this context the designed Java package is capable of calculating the application
IOPS and number of disk(s) required for any application in Linux environment
which helps to improve the overall system performance. As Bigdata application
majorly depends on fast disk access, designing such a package for those kind of
application in near future is one of the challenging task [3, 10].
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Intelligent Storage Management Using
Cloud Shared Disk Architecture

Subashis Biswas, Nilanjana Roy Chowdhury, Argha Roy
and A.B. Bhattacharya

Abstract In recent years, there is tremendous demand of cutting-edge cloud-based
applications in many of the industries. We have proposed in the paper a shared disk
cloud database architecture as the basis on which an intelligent data storage man-
agement system can be developed for enriching cloud-based web applications.
Important features of this proposed architecture are single copied data consistency,
dynamic load balancing and high benchmark performance. Based on the software
layer, an intelligent data management system for popularizing the concept of SaaS
has been pointed out suggesting a cost-effective solution for popularizing the cloud
environment.

Keywords Storage area network ⋅ Shared disk ⋅ Storage architecture ⋅ Cloud
system ⋅ Intelligent data management

1 Introduction

The subject of cloud computing refers to the use of web-based applications and/or
server services which are paid for accessing, instead of software or hardware, which
are bought and installed locally. Today, organizations of all sizes and bases are
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going to implement this technology. The technology is cost-efficient as it offers
unlimited data storage capacity, efficient backup and recovery, besides quick and
easy access to any type of information from anywhere and anytime and facilitates
fast deployment of web applications [1, 2]. Now-a-days, updated and current
database MySQL, DB2, Oracle has robust optimization technology that helps to
enable efficiency. In the internet based workload type of environment, sometimes
data is hosted on a centralized database as it becomes difficult for an application to
partition the data and this is why the scalability of the particular application gets
limited. In this paper, we have presented ways to ensure scalability of such
applications. In this architecture any number of database nodes can be processed
any portion of data. Our approach is based on the data mining technique. Developed
algorithm classifies the cloud services and ranks them accordingly [3, 4].

2 Technology Preliminaries

Two types of database management systems are of great significance in present day
database market, viz., system of shared nothing and system of data sharing. The first
type of the system is comparatively simpler to develop in comparison to the system
of data sharing [4]. Data sharing systems are more advantageous than shared
nothing systems with respect to the load balancing. First, we consider the Shared
Nothing DBMS. The shared disk architecture is shown in Fig. 1 using a block
diagram.

Fig. 1 Block diagram of shared disk architecture
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3 Proposed System

In the system every instant should be connected with the processor and the memory
[5, 6]. The proposed architecture is shown in Fig. 2. According to our proposed
system based on shared disk cloud database architecture, inside a cloud, we have
added a new layer which is the software layer. This area has been created in
between the memory and the storage. This entire system will function inside a
storage area network (SAN). This software layer is connected to the memory and
the storage area which consists of all the disks (or specific databases/files). The
software layer will maintain the log of data storage and data access including
authentication and authorization feature of this software layer. If any particular
processor of any other cloud tries to access any specific data of this storage area,
then this software layer first checks whether this data access request is authenticated
or not. If the data access request is authenticated and authorized, the particular
processor is able to access the requested data from the specific database. The
location of this requested data will be shown by this software layer. If the data
access request is not authenticated then the particular processor will not be able to
access the requested data. The data access will be prevented by the software layer.
Without the existence of such a software layer, any processor from any other cloud
outside the storage area network can access any data it needs from the storage area
since there is no question of authorization and authentication.

Outside of SAN area, there will be another opportunity to build low cost cloud
environment to popularize the concept. This is because, through this concept, it will

Fig. 2 Proposed architecture
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be possible to develop cloud platform without storage. According to this concept,
the same storage can be shared by several cloud servers (consisting of memory and
processors). Outside the SAN, we need a request for authentication/authorization to
secure the transaction. Here, cloud can share common infrastructure which is under
the concept of infrastructure as a service (IaaS).

We have deployed the applications over a cloud platform with LAMP facilities.
Open source database has been used for testing purpose. The application has been
prepared and maintained in a cloud environment and storage has been maintained at
other locations through static IP for data processing from various applications. We
have tested the application in a real world cloud environment. Proposed layer and
performance testing has been done through simulation. According to our simula-
tion, it is giving the same access time. Traditional shared disk architecture are
maintaining the same log and it has been processed into the same disk but according
to our new layer, unauthentic hit will not be done into the disk. It will reduce to
congestion too. According to the simulation graph, it is showing that into the SAN,
frequently access database application is structuring data without high latency. SAN
Application through software layer is presented in Fig. 3. During the time of out-
side access/request, it varies over bandwidth to hit the white list table. But, high
bandwidth is getting positive response to access the data disk in comparison with
SAN application. But it is possible to implement new proposed architecture which
is going to reduce hardware cost and cloud can facilitate IaaS for another cloud.

We have developed this software layer in order to prevent unauthorized access
of data from this storage area. If this concept is implemented, then all the data will
be stored and maintained in only one cloud and several other clouds containing only
processors and memory can be developed at very low cost. Implementation of this
concept will ensure access of data by any authorized and authenticated processor in
any cloud from a common cloud through the software layer. Access latency time is
shown in Fig. 4, where there is a plot of bandwidth versus time for SAN request
and outside request.

Fig. 3 SAN Application
through software layer
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The associated algorithm of SAN operation is shown below:

Algorithm:

SAN_operation
If(request)

{$flag=0;$t=systemtime;
$s=”select * from data_log where file=request and
active=1 ”;
$rec=mysql_query($s,$con);
While($row=mysql_query_fetch_array($rec)){
$a1=row[id]; $a2=row[location];
$a3=row[signature]; $a4=row[diskid];
$flag ++;} If($flag==1){
$p=insert into in_user_log
values(“”,$t,$a2,$a4,request,$a3)”;
$re=mysql_query($p,$com);
If(re){Connect to storage device;}}}

Outside_req_operation
{If(request) {

$fg=”phigical”;
$mycom=ob_get_contents();
$ip=p_server[‘Remote_add’];
$mac=$_strpos($mycom, $fg);
$activate=0;
$s=”select * from white_list where whiteip=$ ip and
mac=$mac”;
$rec=mysql_query($s,$con);
While ($row=mysql_fetch_arrey($rec))
{$ a1=row[id];
a2=row[networkid]; a3=row[accessmode];
$active=1;} If($activete==1){
$t=systemtime();

Fig. 4 Access latency time
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$tid=genaratetid();
$p=”insert into tid_genarator values(“ “,$tid,
$t,$a1)”;
$re=mysql_arrey($p,$com);}
If(disconnect)
{$p=”update tid_genarate set active = 0 where
$tid=$tid”;
$re=mysql_query($p,$com);
fflush($a1);
fflush($a2);
fflush($tid);} }

4 Analyses

Cloud Computing technology has revolutionized the way in which software can be
used to accomplish storage and retrieval of essential information. Cloud computing
in its form of SaaS has earned worldwide acceptance and popularity on account of
its customer convenience. The cloud offers infinite amount of data storage and this
advantage has enabled it to achieve superiority and preference over traditional
forms of software. The strength of database architecture is proportional to the
scalability and performance of any cloud-based software. In the shared nothing
database architecture the cloud-based system has its own private memory in one or
more disks. According to this system, the clustered processor performs commu-
nication by sending message through a network like interconnected computers.
Shared-nothing multiprocessor can scale up to thousand processors since the pro-
cessors do not interfere among themselves but for each cluster, if separate private
memory and disk exist, the system overall becomes expensive to use. According to
the Shared Disk architecture, the same disk can be used for all the processors or
nodes. Several data tables, logs and control files are maintained on the disk.
According to our new concept, other cloud service providers and individual clients
can share the disk of other cloud platforms but in this way, other cloud service
providers can utilize the same disk. For data access, authentication and authoriza-
tion checking creates excessive pressure on the disk which can result into data disk
crashing and hacking. Outside the disk, a software layer is proposed. When outside
users of the same SAN access the disk for retrieving data, then data processing will
be done inside the software layer. Log files, table information, metadata and
location will be maintained inside this software layer. If any data request comes
from outside IP without authorization, then it will get rejected at this software layer
and the disk access will be prevented. If any communication needs to take place
inside the SAN network, then there will not be any need for authentication and
authorization. Here, two algorithms are proposed: the SAN operation and the
outside req operation. All the data processing will be accomplished inside the SAN
network without the need of authentication and authorization. In this case, a hit to a
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specific disk is possible from only disk location and metadata and this improves the
processing time. We have developed and tested our application in a real cloud
environment with Xen architecture consisting of 4 hexacore CPUs of 4 GB RAM
each on 1 TB storage platform. We have used MySQL database in the communi-
cation layer and PhP with Ajax and HTML in the front end for developing our
application. We have developed our proposed software layer in this cloud archi-
tecture and observed the functioning of our application through this software layer
and concluded that there is problem with data access time and that there is uni-
formity in data layer access time. We have converted various access times into 100
scale with or without the software layer when we find that our application expe-
riences the same data access time. We have also analyzed its corresponding
graphical representation. But, time variation was obtained when any data request
from outside communicates through a separate algorithm. In this case, the storage is
accessed from a web server, from a different IP, through static IP and noted that the
time variation completely depends on the bandwidth. In comparison to SAN
request, latency time is greater. In case of high bandwidth, the latency time of
outside requests can be reduced but it is optimum as per SAN request.

We have used a simulator based on our proposed algorithms. Based on the
statement, we have determined conditional code access time [6]. The operation time
of outside req operation algorithm is greater than that of SAN operation. By cal-
culating this operation time, we have identified that the latency time is greater. By
implementing the concept of Infrastructure-as-a-Service, various clouds will be able
to share the storage and it will be possible to develop other low cost cloud envi-
ronments. Through the software layer, specific data requests are able to hit specific
locations. An unauthorized filtration system is maintained to prevent direct hits to
the data disk. This reduces power consumption. It may be pointed out that cloud
computing related to the cutting-edge cloud-based applications in industries may be
regarded as one of the most booming technology and plays a vital role in the
possible regulatory changes and thus implementing better applications by using the
potential of cloud computing [7].

5 Conclusions

The functioning of shared-disk database architecture depends on inter-nodal mes-
sages. These messages alert a node about the status of all the other nodes. In the
cluster the number of nodes is found to be proportional to the time taken for a
message to reach a particular node from another particular node. As a result, long
wait-states are created. This feature affects the scalability of shared-disk databases.
On this shared disk architecture, we have worked on a file system. We can bind a
flag with this file system so that after getting authentication, it can directly access
the data storage. This is because authentication signature will be bound to the file
system and several research works will be possible for creating this file system.
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Hybrid Application Partitioning
and Process Offloading Method
for the Mobile Cloud Computing

Sukhpreet Kaur and Harwinder Singh Sohal

Abstract The application partitioning is the process of the breaking the application
processes in the smaller processes for the easy execution and to enable the
offloading capabilities of the process. In the proposed model, the process cost
evaluation has been calculated in the form of the execution time, from where the
threshold is calculated for the offloading decision. At first, the proposed model
evaluates the number of instructions followed by the sequencing on the basis of the
latter. The proposed model then compute the time cost for every process and make
the decision on the basis of the threshold calculating. The experimental results have
shown the effectiveness of the proposed model.

Keywords Application partitioning ⋅ Early finish time ⋅ Instruction set
length ⋅ Process offloading ⋅ Mobile cloud computing

1 Introduction

Cloud computing is the recent technological development in the computing science,
which is designed to promote the centralized computing, and is designed to store
the user data online on the cloud storage system rather than the desktops, portable
devices such as mobiles or tables [1, 2]. The cloud terminology has been evolved
from the data centers which are connected together to facilitate the centralized
service [3], and it does not let the users to know the actual location of the data
center, but the centralized or regional cloud controller (Fig. 1).

The cloud platforms includes the various virtualization combined with the grid
computing and distributed computing to provide the cloud platform [4]. The cloud
platforms are the computationally rich computing resources equipped with the
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powerful and latest computing devices in order to facilitate the robust computing
applications [5–7]. The cloud platform is the centralized cloud computing resource
built of the number of servers and the computers attached to the cloud computing
through the internet resources [6]. The connected clientele may belong to the
various locations across the globe and owned and operated by the various com-
panies or the individuals.

Cyberinfrastructure: The cyber infrastructure is the environment for the deploy-
ment of the robust and flexible applications which supports the large amounts of the
data for storage. The centralized computational environment is the research centric
technology and attracted the focus of the scientists, engineers and the independent
researchers.

Virtualization: The virtualization is the process of using the physical resources in
the abstracted fashion and to avail the use of multiple operating systems on the
single server resource in the cloud computing environment [8]. The virtualization
enables the portable property of the high-level functions which includes the

Fig. 1 Mobile application
partitioning model
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application interface [9], etc while facilitating the low-level functionalities handled
over the lower layer of virtualization using the virtualization manager [10]. The
virtualization also enables the aggregation and sharing of the active resources and
the processes for the higher computational performance (Fig. 2).

Distributed Computing: can be clearly defined form the its name, as it includes
the distributed resources connected using the local network or internet to form of
the large computational infrastructure [5, 10].

Mobile cloud computing is the sub-category of the mobile computing which
deals with the resource sharing or computational sharing between the mobile and
cloud platform to save the computational effort of the mobile device [11] The
mobile devices are usually equipped with the low computational resources in
comparison with the personal computers or servers and they are also the battery
operated devices, which adds the major constraint of the battery lifetime in order to
conserve the battery lifetime and to enable the easiness in solving the computa-
tionally hard problems from the mobile platforms using the cloud offloading model
[12]. The proposed model is the combination of multiple cost calculation methods
with directed acyclic graph for the data and process handling between the mobile
station and cloud computing platform [2, 3, 8, 10].

Fig. 2 Process scheduling model
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2 Related Work

Feng et al. [1] has built up the Phone2Cloud structure which is utilized for
Exploiting calculation offloading for vitality saving money on cell phones in por-
table distributed computing. Phone2Cloud offloads calculation of an application
running on cell phones to the cloud. The goal is to enhance vitality productivity of
cell phones and in the meantime, upgrade the application’s execution through
diminishing its execution time. Thusly, the client’s experience can be progressed.
The creators have executed the model of Phone2Cloud on Android and Hadoop
environment. Two arrangements of analyses, including application tests and situ-
ation investigations, are directed to assess the framework. Lian et al. [12] has taken
a shot at Energy proficiency on area based applications in portable distributed
computing: an overview. Because of the issue’s seriousness of battery utilization by
the area based administrations in the portable stages, the impressive looks into have
concentrated on vitality proficient finding detecting system in the last a couple of
years. In this paper, we give a thorough review of late take a shot at low-power
outline of LBAs. A diagram of LBAs and distinctive finding detecting innovations
utilized today are presented. Strategies for vitality sparing with existing finding
advances are researched. Decreases of area upgrading questions and improvements
of direction information are likewise specified. Xiao et al. [9] has led the overview
on Energy proficient area based applications in versatile distributed computing.
With the rise of versatile distributed computing (MCC), an undeniably number of
uses and administrations gets to be accessible on cell phones. Meanwhile, the
obliged battery force of cell phones has a genuine effect on client experience. As
one undeniably predominant sort of uses in versatile cloud situations, area based
applications (LBAs) introduce some innate constraints encompassing vitality.
Manjinder et al. [4] has chipped away at a vitality enhancing scheduler for portable
distributed computing situations. In this paper, the creators have amplified their
prior errand planning issue for countless gadgets to a portable distributed com-
puting environment. They ideally tackle the undertaking planning issue for errand
task to minimize the aggregate vitality utilization over the cell phones subject to
client characterized imperatives.

3 Design and Implementation

The process scheduling in the application can be considered as the process graph of
the given or loaded processes in the memory. The graph can be defined as the
connected process listings, where the start and finish time of every process is listed
in the form of the continuous graph. The graph can be modeled as the dataflow
graph of the given processes listed using the process id, process time and process
cost entity. The dataflow graph can be defined as the G = (P, Linkage), where P is
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the array of the components or the processes, and can be defined as the P = {1, 2, 3
… N} and Linkage defined the inter-linkage between the processes listed on the
output and input components or processes, and can be defined as the Linkage Array
= {(i, j)|i, j ∈ P} defines the linkage between the process on the basis of the input
and output directions of the processes and (i, j) defines the sequence of the
instructions in the process. The process scheduling algorithm defined under this
project is a hefty algorithm designed for the purpose of process scheduling. The
processes are offloading on the basis of their calculation cost. The process cost
evaluation has been defined for the individual process as well as the process trees,

4 Result Analysis

The results of the proposed model implementation have been obtained in the form
of various performance parameters. The proposed model simulation has been
designed for the application partitioning and process optimization or offloading in
the mobile cloud computing environment. The proposed mode performance eval-
uation can be performed on the basis of the execution speed, offloading decision
accuracy and number of instructions.

The process cost evaluation is requires the many essential parameters for the
process time estimation. The process cost calculation requires the number of
operands and operators for the purpose of instruction set calculation for every
process (Fig. 3). The next step is to sequence the processes on execution graph,
which indicates the sequence of the process in the multi-processor environment,
where multiple processes can be executed together (Fig. 4).

In Fig. 5, the estimated time cost has been shown in the popular figure of early
finish time, which is showing the process time cost calculated in the milliseconds.
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Fig. 3 The instruction set
length calculation

Fig. 4 The sequential order
of the processes in the run
time memory
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The time estimation is the primary parameter to evaluate the processing of the
processes in order to make the offloading decision.

The Table 1 describes the performance of the each process. Total 10 processes
have been evaluated for the performance of the proposed model. The results
obtained has been collected in the form of process ID, number of instructions and
input data size (Table 2).

The proposed model computes the results of the proposed model on the basis of
the estimated time cost. The proposed total process size is evaluated on the basis of
the number of instructions and size of the input data for the specific process. The
proposed model has been defined with the minimum possible process cost evaluation

Fig. 5 The estimated time
cost evaluation

Table 1 The process cost
evaluation

Process ID No. of instructions Input data size

1 24 36
2 20 18
3 2 90
4 30 14
5 16 76
6 29 24
7 3 13
8 23 45
9 6 20

10 24 61
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for the local processes and the processes with higher computational cost are off-
loaded to the cloud platform, where the whole process is handled by using the
directed acyclic graph.

5 Conclusion

The proposed model has been designed for the application partitioning and process
offloading mechanism for the mobile platforms connected under the mobile cloud
computing platforms. The proposed model has been designed to minimize the
power consumption on the mobile devices by sharing their computational load with
the cloud computing platform. The proposed model simulation represents the
simulation results have been obtained in the form of the estimated time cost,
instruction set and input data size, which gives the accurate the process cost and
enables the effective process offloading mechanism. The experimental results have
shown the effectiveness of the proposed model.

6 Future Work

In the future the proposed model can be enhanced using the combination of the time
cost evaluation with process execution probability value for the dynamic process
cost evaluation. The proposed model performance can be also evaluated and
compared against the other application partitioning models.

Table 2 The estimated time
cost for the processes in the
runtime memory

Process ID Estimated time cost

1 0.396667
2 0.394172
3 0.247121
4 0.484109
5 0.993528
6 0.929881
7 0.409774
8 0.348103
9 0.736518
10 0.24128
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Encrypted Data Searching Techniques
and Approaches for Cloud Computing:
A Survey

Lija Mohan and M. Sudheep Elayidom

Abstract Today, Cloud Computing has paved the way for enormous computing
and storage. Cloud servers are third party systems which could be rented on demand
basis and paid on usage basis. More and more users are adopting cloud based
applications but the only factory that hinders its development is security issue.
Users have a fear of trusting a third party system like cloud and they show
reluctance to outsource their sensitive information to cloud. Encryption seems to be
a direct solution but it limits the computability on data. Hence encryption schemes
should be chosen based on the application they need to implement. In this article we
study the basic encryption schemes which are widely used in cloud scenario. We
compare these schemes in terms of their computational complexity, security, per-
formance etc.

Keywords Cloud ⋅ Security ⋅ Survey ⋅ Encryption schemes ⋅ Encrypted data
search

1 Introduction

Cloud Computing [1] is synonymous to ‘Internet Based Computing’ where users
could do any type of computations if they have internet connectivity and a web
browser to provide the interface. These types of computations are made possible by
connecting a lot of virtual resources together and granting access to authorized
users. Merits of Cloud computing includes elasticity, reliability, economical com-
puting, pay per usage policy, global accessibility, usability and ease of
maintenance.
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1.1 Challenges Associated with Cloud Computing

In spite all the merits we discussed above, normal users still keep away from cloud
fearing that the security and privacy needed by their data will not be met. The cloud
model follows a highly dynamic environment where the data will be partitioned and
stored in multiple locations. Data will be kept replicated as well. Neither the service
providers nor the owners of the data will know about the details of machines where
their data will be stored. Providing Fine Grained Access Control [2] is another
problem to deal with.

1.2 Motivation for a Solution

To implement solutions for BigData as well as problems involving severe com-
putations, cloud computing is the most appropriate one. But use of public cloud has
resulted in a lot of security and privacy issues. Several reports [3–9] reveal the
security breaches and data theft took place in real world scenarios.

‘Encryption of data’ seems to be a first hand solution to ensure secrecy and
privacy. But encryption limits the computations that can be performed on data like
retrieving a particular file containing a specific keyword or extracting features from
an image etc.

There exists a trade-off between security and usability. But the solution here is to
apply the security mechanism in a way that it will not limit the functionality as well.
This article aims to provide an insight to some encryption schemes that can be
applied to cloud system based on the specific applications.

2 Review of Existing Solutions to Enable Encrypted Data
Search

Basically we identified six different ways to search on encrypted data, each based
on one of the following cryptographic primitives:

2.1 Property Preserving Encryptions (PPE)

PPE schemes [10] encrypt text in such a way that it leaks certain properties of the
underlying data.

Different PPE schemes are proposed based on the property that is leaked. The
basic one is ‘Deterministic Encryption’ [11] in which one message always generates
same cipher text after encryption. Thus by comparing the cipher text one can
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determine whether the messages are same. These types of encryptions are hence
applicable to problems where similarity is compared.

For e.g. If ‘m1’ encrypts to ‘c1’ and ‘m2’ encrypts to ‘c2’, then by comparing
the value of c1 and c2 we can determine whether m1 is equal to m2.

Order Preserving Encryption (OPE) [12–16], Orthogonality Preserving
Encryption etc are some variations of Property Preserving Encryption. Bellare et al.
[14] proposed a method where PPE scheme can efficiently applied on securing
databases.

Computational Complexity
Search complexity is O(nm), where ‘m’ is the number of documents, i.e., linear
complexity. But data structures like Binary search trees can improve the speed.

Security of PPE
Since encryption on m1 always generate same cipher text security is limited since
this can lead to some statistical leakages.

2.2 Functional and Identity-Based Encryption

The concept behind Functional Encryption was first proposed by Sahai and Waters
in a conference and later formalized and proved to be practical by Boneh, Sahai,
Waters and by O’Neill [17]. Identity Based Encryption, Attribute Encryption,
Predicate Encryption etc can be considered as variations of Functional Encryption.

The working of Identity encryption can be explained by a simple real world
application: Alice want to send some secret message to Bob. Alice knows that Bob
works at Google.

According to Functional Encryption, Google will initialize the security system
by generating a pair of master keys (msk, mpk), where one is a secret key and other
is public. Google then distributes mpk together with a valid certificate to its
authorized employees.

To encrypt a message ‘m’, Alice will collect Google’s Master Public key mpk,
and apply the encryption algorithm on ‘m’ using mpk and Bob’s public identity,
‘bob@google.com’.

c=E(mpk,‘bob@google.com’, m).

For Bob, to decrypt the message ‘c’, Bob generates his secret key using Google’s
master key and his own id.

sk=KeyGen(msk,‘bob@google.com’).

Bob recovers the message by applying the decryption algorithm.

m=Dec(sk,c).
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The advantage of this method is its simplicity. Without revealing any public key
of Bob, Alice can send encrypted messages to him or any person in the organization
knowing only the public key of that organization.

In case of attribute based encryption, some attributes approved by Organization
will be utilized for encryption. For e.g. Consider a hospital domain. Alice needs to
upload a file which can be viewed by a person if he is a ‘doctor specialized in
oncology with masters degree’. Hence the attributes can be ‘doctor’, ‘MD’,
‘Oncology’ etc.

Computational Complexity
Complexity is O(nm) as the algorithms has to try to decrypt each cipher text in the
Encrypted domain. But always m ≪ n, hence the time complexity needed will
always be more compared to PPE.

Security
This approach substantially ensures security since neither statistical leakages or
brute force attacks exist in the system.

2.3 Fully Homomorphic Encryption

A cryptosystem that supports both addition and multiplication operations on
encrypted data is called fully homomorphic encryption (FHE) and is far more
powerful. Homomorphic encryption schemes process data in its encrypted form
itself. No decryption is needed. Thus these types of applications are best suited for
third party computations like cloud computing. Encryption does not reveal any
information to external agents.

Homomorphism with respect to addition or multiplication has been made pos-
sible since the development of RSA [18] and paillier encryption [20]. They are
called partial homomorphic systems. The concept of Fully Homomorphic encryp-
tion which made possible additions and multiplications over encrypted data was
first proposed by Gentry [19].

Craig Gentry [19] developed lattice based cryptosystem to achieve fully
homomorphic property and he was successful in evaluating arbitrary depth circuits.
The scheme was also bootstrappable meaning as the circuit grows, the noise rises
and ultimately the circuit will get capable of decrypting its own encrypted data i.e.,
the circuit gains self referential property. Hence in 2012 Gentry along with
Vaikundanathan [7] proposed a variation of the original scheme using the property
of ideal lattices over integers.

Let us illustrate fully homomorphic symmetric encryption scheme with an
example:

Let the shared secret key be an odd number, 101. The domain consist of bits {0,
1}. To encrypt m = 1; Choose a random small prime number r = 5, and large q = 9.
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Encryption ðm)= c=m+2r + pq= 11+ 909= 920

Here cipher text will always be close to a multiple of p.
Therefore, m ≈ LSB of distance to nearest multiple of p.

Decryption ism= c% pð Þ%2=11% 2= 1.

Computational Complexity
Comparing Fully homomorphic encryption using integers and ideal lattices, the
flatter method have exponential complexity which is not at all tolerable. Integer
method is assumed to have complexity λ5. The table below describes the com-
plexity details (Table 1).

2.4 Oblivious RAM

Oblivious RAM concept was first proposed by Goldreich [18] as a method to
implement software protection on third party servers. But at that time it seems to be
irrelevant because cloud computing or third party computing were not at all in
practice. But now the work has gained so much application context related to cloud
storage.

An ORAM scheme basically consist of 3 stages Setup, Read and Write.

• Setup: inputs are

– security parameter 1K.
– RAM (memory array) of N items.
– Outputs: Secret key K and an oblivious memory ORAM.

• Read: A two-party algorithm run between client and server. The client runs the
Read function with a secret key K and an index i as input while the server runs
the Read Function with an oblivious memory ORAM as input. At the end of the
execution, the client receives RAM[i] while the server receives Ɛ, i.e., null.

Read((K, I),ORAM) = (RAM[i], Ɛ).

Table 1 Complexity
comparison

Dimension KeyGen PK size Re-crypt

512
200,000-bit integers

2.4 s 17 MB 6 s

2048
800,000-bit integers

40 s 70 MB 31 s

8192
3,200,000-bit integers

8 min 285 MB 3 min

32728
13,000,000-bit integers

2 h 2.3 GB 30 min
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• Write: Two party protocol executed between the client and a server. The client
runs the Write function with a key K, an index i and a value v as input and the
server runs the Write function with an oblivious memory ORAM as input. At
the end of the protocol, the client receives nothing (again denoted as Ɛ) and the
server receives an updated oblivious memory ORAM’ such that the ith location
now holds the value v. We represent this as

Write ((K, i, v), ORAM) = (Ɛ, ORAM’).

Security of ORAM
ORAM is constructed such that server is unable to derive any information about
RAM. Read and Write functions do not leak information about the index and values
either.

Computational Complexity
Since FHE has to be implemented in Read and Write phase, ORAM is the slowest
of all techniques mentioned above (Tables 2 and 3).

3 Conclusion

Cloud computing is gaining so much interest due to the huge amount of data
generated and need for computations to be performed on these data. Security and
privacy is the only factor that hinders the usability of cloud. Users of data do not

Table 2 Critical comparison of searching schemes

Scheme Search complexity Search type Recalculation?

PPE O(n) Linear No
Functional encryption O(d) Pre-processed index No
SSE O(1) Pre-processed index Yes
PEKS O(n) Linear No
Rank ordered O(d) Pre-processed index Yes

Table 3 Summary of major search schemes and their ability to perform certain search options

Scheme Exact
match

Sub
match

Case
insensitivity

Regex Proximity Stemming

Practical
technique

Yes No No No Yes No

Secure
indexes

Yes Maybe Maybe No No Maybe

SSE Yes Maybe Maybe No No Maybe
PEKS Yes Maybe Maybe No No Maybe
Rank ordered No No Yes No No Yes

102 Lija Mohan and M. Sudheep Elayidom



trust a third party agent like cloud to store their sensitive data. The solution is
encryption. But encryption limits the computability of data. To eliminate such
limitations we can choose encryptions that properly match each application. This
article surveys the different encryption schemes available in literature and compare
them based on factors like security, complexity etc. The table below provides a
short summary of all the schemes mentioned (Table 4).
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A Proposed Conceptual Framework
to Migrate Microsoft Technology Based
Applications to Cloud Environment

Manas Kumar Sanyal, Sudhangsu Das and Sajal Bhadra

Abstract With the evolution of ICT in different business domain, it has become
essential to almost all the IT project stakeholders to move applications into cloud
for saving IT cost and ensuring sustainability of IT solutions for future. On this fact,
it is already proven that cloud implementation has given ample opportunity to
reduce overall IT cost of the organization. In cloud implementation, Project
stakeholders would have to bear only cost which is project owners ought to pay
according to uses of IT resources on pay-per-use cost model. But, in the cloud
implementation journey, the most impacting and challenging activity is to do
migration of existing application to cloud platform smoothly without interruption of
existing application’s user’s experiences and on-going business activities. In this
study, authors’ main focus is to propose conceptual framework for assisting to do
migration of IT projects in cloud platform. This generic framework will mostly
cover End to End processes which require migrating Microsoft based technology
applications those are mostly developed in Dot Net and SQL server technology and
deployed in Internet Information Server (IIS). The holistic objective of the proposed
framework is to facilitate business to provide faster, more reliable, robust and cost
effective migration process. This study also has taken in scope to develop very
simple proof of concept (POC) to do some sort of validity of the proposed idea.
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1 Introduction

Nevertheless to mention that cloud implementations are progressing in extreme
rapid speed to get cost benefit in case of minimizing IT cost incurred for the
organization. Cloud has been provided enormous convenient to users for accessing
IT resources and removed the entire individual over burden to manage hardware
and software required to run applications [1]. This trend is very significant in case
of new initiatives and implementations because business impacts are very minimal
as technical and infrastructure architecture of the applications are being designed
and formulated by targeting to deploy application in cloud environment. But, this
situation is little bit different for the legacy and existing applications because the
legacy applications face challenges to get migrated from physical or virtual server
to cloud server due to some obvious reason like limitation in application archi-
tecture, deployment process, integration dependency, related legacy tools and
softwares. The cloud migration process required lot of brainstorming to sketch
effective plan from decision to deployment and maintenance. The main risks of
cloud migration are to host applications in cloud environment without impacting
existing user experience with full functionality. Most of the business takes quite lot
of time for doing pre-study and to prepare some sort of proof of concept
(POC) before reaching out at final decision whether business should take risk for
doing application migration in cloud or not. This pre-study and building POC is the
first step for any migration. Generally, Business wants to gather confident about the
success of migration from the pre-study. During migration life cycle, there is again
required lot of exercise around architecture fine tuning, application migration,
deployment process redefining and others relevant tasks. It has been observed that
there are number of applications those are getting migrated to cloud environment
and still very significant amount of applications are in pipeline to be hosted in cloud
environment. In this situation, business stakeholders are very curious to find out
some standard process and tools/frameworks which are tested and have capability
to do successful migration in any applications overcoming technical and environ-
mental issues. Eventually, this should include all the necessary steps those are
mandatory in migration process. So, any standard process and tools/frameworks
may help to business to get rid of from the pain require to migrate their application
to cloud environment. In this study, an extensive research has been conducted on
this high demanding requirement to build some sort of generic framework which
may help to business to do successful cloud migration of their applications. These
frameworks will cover some suggestions for automation of few activities as per the
applicability in different phase of cloud migration. Since, the target of these
frameworks to have it generic that’s why the scope has been cut down to cover only
Microsoft technology based applications those are mainly hosted in Internet
Information Server (IIS) and developed in Dot Net, SQL Server, MS ACCESS etc.
Further, a tool has been developed based on the proposed frameworks for testing
the concept or idea. The result of testing has found very satisfactory which have
been included in the simulation and result section of this paper.
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2 Literature Review

Software-as-a-Service (SAAS) is a very attractive and successive implementation of
cloud initiatives. In cloud migration, it has found that it is often required to do
re-engineering of existing applications architecture during the migration for making
it compatible as SAAS. Sometimes it requires to do complete re-development of the
application which is risky and costly. In a study, Zhao et al. [2] have suggested and
proposed an innovative approach to discover and re-use the existing components of
the application. Towards achieving the same, Authors have recovered implemen-
tation model by reverse engineering, extracted functional model by vertical clus-
tering and identified logical components by horizontal clustering [2].

Cloud migration is not new buzz word at all, the research have been started from
last few years as all the legacy system also need to move to cloud for getting cloud
benefits. In a comprehensive study, Jamshidi et al. [3] have focused on different
existing literature related to cloud migration keeping objective in mind to identify,
classify and doing systematic compare among different migration approaches. From
the review of 23 selected studies, it has been concluded that cloud migration is still
in very early stage and require quite lot of brainstorming to find out steady
migration approach, also there is requirement to support automation for different
tasks in migration phase [3].

Since Cloud migration have cost and risk both involvements that’s why it is
required to do proper analysis for taking decision to perform cloud migration of
legacy application from on-premises platform. Johnson and Qu [4] have consoli-
dated few analyses on cloud computing risk which has taken consideration of
business economics, security and availability. In this study, Authors also have done
comparison by evaluating the situation of service requirement situation against two
service providers [4].

In cloud environment, hardware resources are being shared based on the
application requirement on per demand to utilize resources in best way. So, it is
very common scenario that application and data both are not get stored in the same
server. In terms of network tropology, application server and data server be located
in different geographical location. If network distance in between the application
server and data server be longer, in that case it has direct impact on application
performance. In the year 2010, Jing Tai Piao and Jun Yan have proposed a con-
ceptual framework to do proper placement of different virtual machines (VM) in
cloud environment including migration of VM’s to improve overall application
performance [5].

Service Oriented Architecture [6, 7] (SOA) is a part of application technical
design and decision which facilitates to expose application functionalities as a
service among users and others parties irrespective of heterogeneous platform
barriers. It has extended reusability and extensibility options of application. Due to
huge number of benefits, there is lots of applications those have used SOA very
extensively. In a study, Zheng and Wu [8] have proposed capacity planning and
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infrastructure layout design to migrate services. Here, individual component
has been explained in details involved in infrastructure migration in relevant of
Services [8].

3 Research Methodology

In this study, extensive researches have been conducted by exploring past literature
and websites to gathers background knowledge and to know actual needs of
business for cloud migration. So, this is qualitative research on secondary data.
Here, Microsoft technology language C# has been considered for designing user
interface to make tool very user friendly. Windows PowerShell scripting has been
used for automating all the migration related tasks during different phase. Study has
been kept limited in scope of Microsoft technology based application to make the
tools more generic. The execution environment for the tool will be supported by
Internet Information Server (IIS), Dot Net Framework, and Microsoft SQL
server/MS Access/MS SQL database.

4 Conceptual Framework to Migrate Applications
to Cloud

The proposed conceptual framework has considered seven phases to do End to End
(E2E) cloud migration. The scope of these phases is to cover applications those
have been developed in Microsoft Technology. The scope have been kept limited in
Microsoft Technology because framework has targeted to do some automation
using generic script based on some assumption in relation with platform and utility
software’s.

4.1 Seven Phases Migration Workflow

According to design of the framework, the identified seven phases have to be
executed in sequential manner for moderating application migration from
On-Premises environment to cloud environment. The required sequence and phases
have been shown in Fig. 1 and brief descriptions of different phases have been
depicted in below:

Phase-I (Feasibility Study):
Feasibility study is targeted to cover all the potential study like technical, func-
tional, cost, risk, business benefits, and security issue with very serious note.
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Phase-II (Stakeholders Decision):
This phase is very important in this framework. Here, Business will take final call
for GO or NO GO decision towards doing cloud migration based on the inputs
gathered in feasibility study phase.

Phase-III (Platform Build):
In this phase, the necessary softwares, and tools, utilities like IIS, Framework, and
SMS/Email server Configuration etc. will be Installed and managed for building
cloud platform to install migrated application.

Phase-IV (Migration):
The actual application migration will be conducted in this phase. With application,
Database, services and integrated application migration, it will take necessary
action to do changes in existing architecture for smooth transformation of
application.

Phase-V (Application Deployment):
The focus of this phase is to create application deployment and rollback document
for operation team.

Phase-VI (Testing):
This phase will do rigorous testing of application in cloud environment after
completion of migration. It will consider functional, regression and performance
testing to deliver Error free application to business users.

Phase-VII (Maintenance):
This is last phase of any migration. In this phase, Application will be released for
business users. After limited time of Post Go Live (PGL) support, Application
operation team will take ownership of the application for continuing maintenance
and enhancement.

Fig. 1 7 phase cloud
migration workflow’s
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4.2 Migration Tasks Detail

Each individual phase of the proposed framework obviously have multiple major
and minor tasks. The exit criteria of different phases are successful completion of
the different tasks in relevant of the phases. In Table 1, all the different tasks
required to do E2E migration in different phase along with the possibility, if
automation can be accommodated of the identified task have been jotted down and
categorized.

Table 1 7 phase cloud migration task details

Phase Major tasks Is automation
applicable?

Feasibility
study

Cloud type study (Private/public/hybrid) No
Data center options No
Need and possibility of architectural changes No
Challenges of existing application security handling
(Authorization/authentication)

No

Challenges to establish existing integrations of
application

No

Need and possibility to do application performance
optimization

No

Any component require to re-develop from scratch No
Scope of automation of existing application
features/functionalities

No

Exploration of reusable component of application No
Ball park estimation of overall migration cost No
Overall business benefits No

Stakeholders
decision

Cloud type selection No
Data center selection No
Application architectural change No
Budget secure No

Project timeline finalization No
Platform build Web server (IIS) provisioning Yes

Web server configuration as per application demand Yes
Framework installation (Dot Net 3.0/3.5/4.0/4.5) Yes
Mail/SMS server provisioning Yes
Necessary folder creation and permission assignment Yes

Migration Architectural evolvement No
Application migration No
Integration point migration Yes
Database migration Yes
Services migration Yes

(continued)
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5 Simulation and Results

In this study, a simple tool has been developed in Microsoft Dot Net Technology
with Dot Net Framework 4.0 compatibility to simulate the proposed framework. In
this seven phase migration framework, few tasks have been identified and consid-
ered to perform through script execution by leveraging the advantage of automation.
Snap of simulation tools have been depicted in the below as Figs. 2 and 3.

Table 1 (continued)

Phase Major tasks Is automation
applicable?

Application
deployment

Re-writing deployment script Yes
Re-writing installation documents No
Re-writing Rollback script Yes
Re-writing Rollback documents No

Testing Functional testing Yes
Regression testing Yes
Performance testing Yes

Maintenance Access matrix preparation for support engineers No
Application monitoring system provisioning Yes
Functional and technical document preparation and
handover to support engineers

No

Fig. 2 Screen snap of cloud migration simulation tool for platform build
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Upon clicking on the button in tool, it will trigger specific scripts which have been
written to accomplish the related tasks. In the framework, generic piece of Dot Net
code and power sell script have been incorporated as per convenient to execute few
migration steps like IIS Provisioning, Dot Net Framework Installation, and Database
installation. Always, it would have not been possible to go by generic script because
of tightly couple dependency with application logic, integration point, business
layering etc. Considering that fact, The framework and tools has been designed with
the facility to inject application specific custom scripts, written in windows power
shell command to execute some tasks of different phase like—IIS configuration,
Mail/SMS server configuration, Application specific folder creation and permission
assignment of that folder, Application Migration, Service Migration, Database
Migration, Application Deployment, Application Monitoring tools provisioning,
Application Roll Back.

Result:
This sample tool has been used for sample project—“IT project Management
tools” for migrating it from on-premises environment to test cloud LAB environ-
ment. It would not been possible to capture all the simulation result in this paper
due some obvious limitation. In the Fig. 4, A screen short has shown which have
taken from server on action to create website in Internet Information Server along
with configuration.

Fig. 3 Screen snap of cloud migration simulation tool for application migration
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The few simulation test results have been given below:
Platform Build—Generic script:
IIS provision: Success
IIS configuration as per application config file: Success
Dot Net framework Provision: Success
Migration—Application specific script:
Visual studio up gradation—success
Data base schema, script up gradation—success
Conclusion:
In the recent era, Legacy system cloud implementation is real challenges to the
industries due to risk, time and extensive cost. Business never wants to develop new
solution for cloud environment by replacing the existing application because of huge
cost and time. So, cloudmigration of legacy system is the only choice to overcome the
problem. In this study, a conceptual framework has been proposed to do application
migration from on-premises environment to cloud environment. The framework has
been designed with seven phases like “Feasibility Study”, “Stakeholders Deci-
sion”, “Platform Build”, “Migration”, “Application Deployment”, “Testing” and
“Maintenance” for doing E2E migration. The details tasks of each phase also have
been explained in this study. A sample tool also has been developed to test the
concept. Test result of this tool have found very satisfactory. In future study, it’s
require more testing and need to consider others parameter for making the concept
more generic and may support all type of application migration.

Fig. 4 Screen snap from server
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Part III
Communication Network and Services



An Adaptive Cloud Communication
Network Using VSAT with Enhanced
Security Implementation

Rajesh Bose, Sudipta Sahana and Debabrata Sarddar

Abstract Cloud computing has opened up a whole new vista wherein it is possible
to segregate and compartmentalize the process of constructing infrastructure with the
intent of providing certain services to end users from the very business itself. In this
paper, we have introduced a communication network that is aimed at augmenting
network performance in situations where a company needs to operate a branch
through means other than wired or mobile networks. Our proposed model utilizes a
mix of VSAT and cable technologies that has been designed to improve efficiency of
a cloud data center. The introduction of VSAT connectivity also decreases chances
of a network breach as the communication conduit in such is not generally shared.
Though, VSAT technology continues to lag behind other forms of communication,
its ability to bypass complex routing can be harnessed to improve energy efficiency
and network performance while bringing down carbon emission rates.

Keywords Cloud ⋅ VSAT ⋅ Mobile networks ⋅ Energy efficiency ⋅ Cloud
data center

1 Introduction

In the new paradigm brought about by cloud computing, load balancing to support
high performance computing requirements has gained enormous importance. As
developers and system administrators have begun migrating web applications from
local networks to cloud platforms, so too has the demand risen for optimized

Rajesh Bose ⋅ Debabrata Sarddar
University of Kalyani, Kalyani, Nadia 741235, West Bengal, India
e-mail: bose.raj00028@gmail.com

Debabrata Sarddar
e-mail: dsarddar1@gmail.com

Sudipta Sahana (✉)
JIS College of Engineering, Kalyani, Nadia 741235, West Bengal, India
e-mail: ss.jisce@gmail.com

© Springer Science+Business Media Singapore 2017
J.K. Mandal et al. (eds.), Proceedings of the First International Conference
on Intelligent Computing and Communication, Advances in Intelligent Systems
and Computing 458, DOI 10.1007/978-981-10-2035-3_13

117



network speeds to ensure that user-experience is not compromised. The subject of
our research are long sessions of connectivity in which applications on client
devices can be engaged with web servers for extended lengths of time. An example
of such a scenario could be an online shopping service wherein users could be
logged onto the web servers of a shopping portal for any length of time. While this
does not take impose a load on memory and processing resources, the situation can
change very quickly once all the users begin accessing the web application hosted
by such shopping portal all at the same time.

In his article titled “Introduction to VSAT Technology” published on the web [1],
Mr. Greg Heifner, a pioneer in satellite communications, talks about VSAT as a
solution that can be cost-effective in situations where communication networks
needs to independently connect sites situated at different geographical locations.
Although the article was authored in 2004, it still remains relevant today. VSAT
networks offer a flexibility not readily found in other terrestrial services when
deployed to offer services covering Internet, local area network, voice or fax com-
munications, video, etc. Installation is quicker, and considerably easier to deploy
even in remote locations. However, as the author has pointed out, VSAT commu-
nication is not suitable for conducting online gaming sessions where network
response times are considered to be a very important factor.

The rest of the paper has been organized in sections which are as follows. We
discuss related work and research conducted in the section titled “Related Work”.
Our approach and introduction to our model has been presented in the section titled
“Proposed Work”. We elaborate the related algorithm, flowchart and the mode
section procedure in this section. In the section titled “Result Analysis” we explain
how our model could be utilized to in a cloud environment. Finally, we conclude
our paper at the section titled “Conclusion”.

2 Related Work

Commercial network offerings which rely on wired TCP/IP networks are susceptible
to hijacks and malicious attacks. In the case of VSAT though, such possibilities are
largely limited. In their paper titled “VSAT Network Overview” published in IOSR
Journal of Electronics and Communication Engineering (IOSR-JECE) e-ISSN:
2278-2834, p-ISSN: 2278-8735. Volume 10, Issue 1, Ver. III (January–February
2015), pp. 18–24, the authors, Hassan et. al. [2] have discussed the components
which make up a Very Small Aperture Unit (VSAT). In their work, the authors have
explained the significance of the Encryption-Decyrption unit (or the EDU in short)
that is responsible for altering the information to be transmitted in a manner such that
it is secure. The authors also discuss how VSAT communication can be extended
protected against malicious attacks by restricting open access to the Internet. Further,
the authors stress on the importance of X.509 certificate authentication protocol to
augment security in VSAT transmissions.
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In their work titled “A Survey Paper on Security Issues in Satellite Communi-
cation Network infrastructure”, the authors Shah et. al. [3] have discussed the issue
of deploying security techniques to further improve satellite communication. The
work of the authors is important considering the fact that VSAT is dependent on
satellites to convey information over extremely large distances. The authors discuss
the various issues related to security, and data transmission rates that are largely
affected by weather patterns. The authors have tried to strike a balance between
implementation of security and transmission of data over satellite medium such that
the overall rate of delay and packet loss can be lowered as far as possible.

In conducting our research, we found that VSAT has slowly gained in stature
among the maritime community. Research suggests that companies with interests in
maritime activities for transportation of goods and passengers have benefitted to a
large extent by installation VSAT communication equipment on almost all of the
vessels that they own. In a report titled “VSAT: Present and Future. A compre-
hensive survey of maritime VSAT”, the authors of the communication agency,
Stark Moore Macmillan, which specializes in commercial maritime sector, and
iDirect—manufacturers of connectivity platforms and solutions [4], have attempted
to conduct an in-depth survey involving experts and professionals in the maritime
profession to discuss and understand the use of VSAT technology and how it has
been successful in the merchant fleet. The report concludes that although VSAT
technology is still to gain a solid footing with ship operators, developments in this
field are being watched with interest as the benefits of this technology are con-
sidered significantly of being more value than the cost it entails to install and
maintain VSAT infrastructure. In our view, this is of paramount interest as nowhere
in the world is VSAT of more significance and use as in the open oceans across
which the world’s global shipping lanes crisscross.

The authors, Hadji et. al. [5] in their research titled “Minimum Cost Maximum
Flow Algorithm for Dynamic Resource Allocation in Clouds” proposed an algo-
rithm which the authors call “A minimum cost maximum flow algorithm”. The
authors, in their course of their work, have identified the need to dynamically
balance load and variation of data flow for placement of resources in cloud network.
The authors while comparing their method to the Bin-Packing formula, have offered
it to choose resources in a manner such that elastic provisioning can be conducted
in situations where resources are limited.

3 Proposed Work

In our work, we have directed our research towards facilitating access to cloud
infrastructure from remote terrestrial regions where wired connectivity is either
unavailable or unreliable to the point where sustained data and information
exchange is impossible to conduct. Our model has been tailored to be useful in
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cases where companies have operations in regions where wired connectivity is not
an option. For example, in hilly terrain or in a forested area which do not accord the
kind of economic viability necessary to lay cables for wired communication
facilities, VSAT assumes a very important role. The immediate economic advan-
tages offered by VSAT in such situations, where other forms of wireless commu-
nication may not be very suitable, become, therefore, almost readily apparent. For
one, installation of VSAT equipment is considerably cheaper. The bandwidth
charges, too, are affordable in comparison to other forms of wired or wireless
technologies which would have, otherwise, required considerably larger investment
to setup and operate in remote regions.

We have also looked at bolstering security by putting together two forms of
network modes, i.e., cable and VSAT. Our model has been designed such that
VSAT mode would be selected in cases where security is of paramount interest, and
where communication over cable or wired networks to the destination is not pos-
sible. To harmonize the transmission over VSAT and wired networks, we have
introduced cloud data center manager (CDM) to regulate and control data trans-
missions. The introduction of a cloud data center manager has an immediate effect
of reducing the load on cable or wired networks. In our model, the cloud data center
manager (CDM) maintains a 25 % buffer margin to support secure transmissions of
sensitive information over VSAT channel. The remaining 75 % VSAT channel
capacity, along with the full bandwidth capacity of cable or wired networks, are
allotted for support of data transmissions that either do not require secure form of
communication, or are too large to be sent over VSAT within a short span of time.

3.1 Algorithm for Data Sending from Cloud Data Center

Step 1 The algorithm behind our proposed model is based on a simple procedure
of selection according to priorities of security and size of the data to be
transmitted in the form of files

Step 2 On receiving a file for transmission, the cloud data center manager checks
the type and details of the contents to be transmitted

Step 3 It then ascertains whether the destination can be reached from source either
through single or dual modes

Step 4 In case dual modes are unavailable, then the only mode of data
transmission is automatically selected

Step 5 On the other hand, if dual modes exist, the content type is checked
Step 6 If the content to be transferred is found to be of secure type, VSAT mode is

selected
Step 7 In case, VSAT mode is unavailable or if the content is found to be larger

than the recommended size acceptable for the particular file type for
transmission over VSAT, available wired network is selected
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Step 8 For the purposes of determining whether a file needs to be transmitted
either over VSAT or wired networks, a dedicated cloud data center
manager checks the file against a table containing a set of parameters
tailored for such selections to be made. This procedure is referred to in our
work as the Mode Selection Procedure

Step 9 Finally, the file is transmitted through to the destination on the basis of the
selection and availability of the appropriate mode to be so determined by a
cloud data center manager.

3.2 Mode Selection Procedure

In order to achieve optimum file transmission, we have incorporated a table of file
sizes in our proposed model. Further, we have also used a dedicated cloud data
center manager which works to select the appropriate mode of transmission. It is the
job of this cloud data center manager to maintain an active index of all wired and
VSAT networks available so as to ensure data transmissions can be sped up without
compromising security of the data being transmitted en route (Table 1).

Table 1 Mode selection procedure table

Sl. no. File type Size Mode

1 Document or pdf file Less or equal 5 Mb VSAT
More than 5 Mb Cable

2 Execution file Less or equal 100 Mb VSAT
More than 100 Mb Cable

3 Object file Less or equal 5 Mb VSAT
More than 5 Mb Cable

4 Script file Less or equal 5 Mb VSAT
More than 5 Mb Cable

5 Archive file Less or equal 25 Mb VSAT
More than 25 Mb Cable

6 Audio file Any size Cable
7 Video file Any size Cable
8 CAD file Any size Cable
9 Database file Any size VSAT
10 Others Any size Cable
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4 Flow Chart
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5 Result Analysis

Our research focuses on implementation of using VSAT connectivity as a secure
medium of transmission over cloud network. We have shown how VSAT can be
used to extend the umbrella of cloud infrastructure in remote areas. We have also
introduced our proposed model using which we have postulated how load balancing
can be achieved. VSAT installations can significantly assist in reducing commu-
nication channel overheads by allowing secure traffic to flow, thereby, bringing
down loads on wired networks. As a result, network congestion instances decrease,
bandwidth can be properly utilized, security management is enhanced, savings in
terms of time indirectly pushes up cost savings, and helps control carbon emissions.
In our opinion, our proposed method based on a literature survey conducted by us,
has the potential to decrease average times required for routing from source to
destination. Our method also introduces secure VSAT transmission which not only
eliminates vulnerability, but also eases network bottlenecks and lowers congestion.
Figure 1 shows the comparison between proposed and existing method. According
to the result analysis our approach takes less average time for routing from source to

Fig. 1 Proposed diagram of a Cloud Data Center managed data transmission balancing between
VSAT and cable modes across cloud networks
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destination due to less congestion and simple VSAT routing using satellite com-
munication. Scope for future exists in the direction of designing more effective
pathways for routing secured data in bulk or packets over cloud network using our
proposed methodology of using a combination of VSAT and wired/cable networks
(Fig. 2).

6 Conclusion

With the advent of cloud computing, computing resources can be leased in a
manner that is not only cost-effective, but also efficient in terms of performance and
offers robustness. Our paper presents a model which primarily focuses on data
security through the introduction of VSAT. We have also introduced cloud data
center managers and a mode selection procedure aimed at enabling load balancing
in addition to security. VSAT offers an advantage in that it can be deployed any-
where in the world with access to satellite networks. Consequently, data can be
securely transmitted without involving complex routing across networks. Our
proposed mode selection procedure helps in quickly determining the data trans-
mission mode that needs to be chosen given the availability of both VSAT and
wired networks at source and destination points. In our view, our proposed
approach strikes a balance between data security and optimum network bandwidth
utilization. This, we feel, should offer significant advantages over existing methods
that deal in data transmission in cloud networks.

Fig. 2 Average routing time
versus degree of services
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Introspecting Effect of Packet Size
on End-to-End Network Delay

Uttam Kumar Roy

Abstract A message in computer networks is often divided into frames/packets for
various reasons. For a store-and-forward network, a suitable packet-size can dras-
tically reduce delay. In this paper, I have investigated the impact of packet size on
delivery time. I have shown that delay is a non-linear function of (i) number of hops
the packet traverses, (ii) message size and (ii) the number the message is divided
into packets. Since, I can’t customize the former two; the last one can suitably be
chosen to minimize delay. I found an optimal number of packets that minimizes the
delay. Analytical and simulation results show the correctness of the proposed
scheme.

Keywords Network ⋅ End-to-end delay ⋅ Packet size ⋅ Hop

1 Introduction

In computer networks, a message is often divided into smaller chunks by various
protocol layers. This is done for various reasons such as regulating data flow, error
detection, correction and control, link multiplexing, switching etc. However, for a
store-and-forward network, the size of packet also has direct impact on end-to-end
packet delay hence network performance. By choosing a suitable packet size, it is
possible to improve the network performance especially delay.

In this paper, I have investigated the impact of packet size on delivery time with
rigorous theoretic derivation. I have shown that delay is a non-linear function of
various parameters such as (i) number of hops the packet traverses, (ii) size of the
message being broken into and (ii) the number the message is divided into packets.
Since, former two are out of our reach; the last one can suitably be chosen to
minimize delay. I found an optimal number of packets that minimizes the delay.
Analytical and simulation results show the correctness of the proposed scheme.
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2 Related Work

There is relatively scant literature on the impact of number of packets on packet
delay. In [1], authors presented design guidelines for WNCS over MANET using
the NS2 simulator. In [2, 3], authors estimated the medium access control layer
packet delay distribution for IEEE 802.11 considering the differences between busy
probability and collision probability. In [4], Anyaegbu and et al. characterized the
delay profile of an Ethernet cross-traffic network statically loaded with one of the
ITU-T network models and a larger Ethernet inline traffic loaded with uniformly
sized packets, showing how the average time interval between consecutive
minimum-delayed packets increases with increased network load.

In [5] a TCP control mechanism based on the character of delay distribution and
wireless packet loss was proposed. In [6], authors developed an analytic model for
congestion in data dissemination protocols and investigate the effect of transmission
rate on message delivery latency taking the processing overhead of receiver buffer
overflow, which has a significant impact on the results into account. In [7], authors
discussed findings from a large-scale study of Internet packet dynamics. They also
characterized end-to-end behaviors due to the different directions of the Internet
paths, out-of-order delivery and packet corruption.

3 Impact of Packet Size on Delay

Consider a store-and-forward network (Fig. 1) of four nodes A, B, C and D.
Node A wants to send a message to D. Since A is not connected to D directly,
store-and-forward method is used. In this method node A first forwards the message
to B, which in turn forwards the message to C. C does exactly the same as B and the
message finally reaches to D.

Figure 2 pictorially describes how everything happens. What is the total time
(TD) taken to deliver this message? Let us find an expression of it.

Consider, following network parameters:

• Number of bits in the message = m
• Number of links between source to destination = k
• Data rate of each link = r bps
• Length of a link = L meters
• Propagation speed of a the signal c = 3 × 108 m/s
• Propagation delay of each link d = L/c sec

A
B C D

Fig. 1 A linear store-and-forward network of four nodes. A is source, D is destination
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For simplicity, consider all links are identical and error free. Note that there may
be various kind of delay such as nodal processing delay, queuing delay, trans-
mission delay, propagation delay. In this paper, I have investigated the impact of
packet size only on the transmission and propagation delay. So, the expression for
TD considering only transmission and propagation delay will then be:

TD = 3 m
r +3d

� �
where m

r = message transmission time. In general, if there are k
hops between source and destination, the equation becomes:

TD = k
m
r
+ kd

� �
ð1Þ

Note that the term kd represent the total end-to-end propagation delay from A to
D. So, this equation is valid even if a network has links of variable length. This
delay is directly proportional to the (i) number of hops k, (ii) message transmission
time m

r and (iii) propagation delay between source and destination. For a given
network configuration, I can’t change k, kd. However, This delay can be reduced if
I break the message into smaller chunks and deliver them. For example, suppose the
message is divided into 3 (three) equal chunks (packets) P1, P2 and P3. The node A
can deliver these packets to D using store-and-forward method as shown in Fig. 3.

A

B

C

D

Time

DT

M 

M

d m/r

M

Fig. 2 A sends a message to D without framing

P1 P2 P3

P1 P2 P3

P1 P2 P3
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B

C

D

Time

'
DT

(m+ph)/r

(m/p+h)/r

d

Fig. 3 Message transfer with framing
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Interestingly, the time taken to deliver the message is significantly less than the
previous case. Important question is “can we reduce this delay further by dividing
the message into a suitable number of packets?” Let us examine.

Since the message has been divided into packets, each packet requires a
sequence number which is typically incorporated in the header. So, each packet has
now m/3 data bits plus h header bits (packet number etc.). The number of bits
required for packet numbering is ⌈log2 3⌉ = 2. For simplicity, consider that the
header only contains packet number, i.e. h = 2. The size of each packet is then:
(m/3 + 2) bits. Transmission time of a single packet is (m/3 + 2)/r sec. The total
message transfer time:

T
0
D =3

m
3 + 2
r

� �
+3d+ ð3− 1Þ

m
3 + 2
r

� �

In general, suppose the message is divided into N number of equal packets P1,
P2, P3, …, PN. Each packet has now m/N data bits and h = log2 N header bits. For
simplicity, I omit ceiling function and consider that the header contains only packet
number. The size of each packet is then (m/n + log2N) bits. Transmission time of a
single packet is: (m/n + log2N)/r sec. The total delay for the message transfer is:

T
0
D =N

m
N + logN N

r

� �
+ kd+ ðk− 1Þ

m
N + logN N

r

� �
ð2Þ

This equation is a function of N, k, d, m and r. Since often I have a little control
on choosing k, d, m and r, let us find the impact of N on T

0
D. Rewriting (2), I get

T
0
D =

m
r
+ kd

h i
|fflfflfflfflffl{zfflfflfflfflffl}

X

+
ðk− 1+NÞ log2 N

r

	 

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Y

+
ðk− 1Þm

Nr

	 

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

Z

ð3Þ

The expression consists of 3 (three) terms. The term X is free from N; so X has
always fixed value for any value of N. Y and Z is respectively monotonically
increasing and decreasing function of N (Fig. 4). So, if I plot these three terms and
their sum with respect to N, it looks like as shown in the Fig. 4. The resultant
function T

0
D (=X + Y + Z) first decreases and then increasing with respect to N.

This indicates that T
0
D has a minima for some optimal value of N (=Nopt) i.e.

dT
0
D

dN =0

⇒ 0½ �+ 1
r

log2 N +1+
ðk− 1Þ

N

� �	 

+ −

ðk− 1Þ
r

m
N2

	 

=0

⇒ log2 N +1+ ðk− 1Þ 1
N

−
m
N2

� �
=0

ð4Þ
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Since, it is a transcendental equation, I numerically enumerated T
0
D (using

fminsearch function of MATLAB) and found that for m = 200 Mb, r = 1 Gbps,
k = 4, the function T

0
D has a minima at Nopt = 10.675812500000012 (≈11). This

means for r = 1 Gbps, k = 4, it is best to divide a 200 Mb message into 11 packets.
This will have minimum transmission and propagation delay equal to
0.303004163873043 s. The size of each packet will be 200

11 + ⌈log2 11⌉≈ 19065022
bits.

This is a very interesting result as it helps us to divide a message into suitable
number of packets.

Similarly, I can find out the Nopt for other values of m, r and k. A set of Nopt is
shown in the Table 1 with different hop count and message size.

A series of curves is shown in Fig. 5 with different hop count. It may be noted
that as hop count increases, Nopt also increases. This means for larger network the
message should be divided into more number of packets to have delay minimum.

How exactly the Nopt varies with other parameters? To find it I have to find an
expression of Nopt in terms of other parameters such as k, m etc. Since Eq. 4 is a
transcendental equation, let us make a simplified assumption to have an approxi-
mate expression of Nopt. Let us assume that a packet contains fixed number of h
header bits. Then the Eq. 2 reduces to

Fig. 4 Message transfer with framing

Table 1 Effect of k and m on Nopt

d = 1, m = 200 Mb, r = 1 Mbps

k 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Nopt 7 9 11 12 13 14 15 16 17 18 18 19 20 20 21 21 22 23
d = 1, k = 4 Mb, r = 1 Mbps

m (in Mb) 100 200 300 400 500 600 700 800 900 1000
Nopt 8 11 13 15 16 18 19 20 21 22
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For minimum delay dT
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This indicates Nopt proportional to the square root of k and inversely propor-
tional to the square root of h. This variation is shown in the Figs. 6 and 7
respectively.

Fig. 5 Impact of number of packets (N) of delay for different hop count

Fig. 6 Optimal number of packets (popt) versus number of hops (k)
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4 Experimental Result

In this paper, I have assumed all links are error free and have same capacity. In
practice, it does not happen and delay equation is not perfect. So test the accuracy
of the method, I performed several experiments using NS3 simulator [8, 9].

The experiment was carried out on a network as shown in Fig 8. I haven’t used
complex network as our intension is to verify how packet size impacts only on
end-to-end packet delay due to transmission and propagation. The source is always
chosen as A. The destinations chosen are D, G, J and M which are respectively 3, 6,
9, 12 hops distant from A. The network parameters are shown in the Table 2.

Fig. 7 Optimal number of packets (popt) versus message size (m)
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L M

Fig. 8 Network topology used for simulation

Table 2 Various important parameters set in different scenarios

Simulation parameters

No of nodes 13 Link capacity 1 Gbps
Message size 200 Mb Number of packets Varied from 1 to 50
Playground size 740 m × 370 m Mobility type NA
Speed NA Pause time NA
Radio characteristics

Transmitted power 10 mW

Packet reception power threshold −100 dBm
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There are four source-destination pairs: A → D, A → G, A → J and A →
M. For each source-destination pair, the 200 Mb message is divided into varying
number (1–50) of packets and are delivered using store-and-forward method. Each
experiment is carried out 1000 number of times and average result was noted. The
result obtained is shown in Fig. 9.

The experimental result almost follows the analytical result (Fig. 5). Note that
the delay incurred is slightly more than the theoretical result. This may be due to the
processing delay of the simulation software. This proves that the theoretical cal-
culation was correct.

5 Conclusion

In this paper, I investigated how number of packets affects the delivery time.
I showed that delay is a non-linear function of hop count, message size and number
of packets. I found an optimal number of packets that minimizes the delay. Ana-
lytical and simulation results showed the correctness of the proposed scheme.
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An Ontology Based Context Aware
Protocol in Healthcare Services

Anirban Chakrabarty and Sudipta Roy

Abstract Interpretation of medical document requires descriptors to define
semantically meaningful relations but due to the ever changing demands in
healthcare environment such information sources can be highly dynamic. In these
situations the most challenging problem is frequent ontology search keeping with
user’s interest. To manage this problem efficiently the paper suggests an ontology
model using context aware properties of the system to facilitate the search process
and allow dynamic ontology modification. The proposed method has been evalu-
ated on Cancer datasets collected from publicly accessible sites and the results
confirm its superiority over well known semantic similarity measures.

Keywords Ontology mapping ⋅ Context awareness ⋅ Search personalization ⋅
Healthcare

1 Introduction

Most Healthcare systems contain a large collection of related documents which
necessitates a semantic search system to swiftly and accurately identify documents
which satisfy user’s needs. It has been found that keyword based search engines
most often fail to give the expected results relevant to the query context. One of the
key factors for personalized information access is the user context [1]. Context can
be defined as the user’s objective for seeking information [2]. In this paper, context
is defined through the notion of ontological profiles which are updated over time to
reflect changes in user interests. Ontology consists of a formal conceptualization in
a particular field of interest that can be easily visualized or can be considered as a
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description of the elements it contains and when aligned with other ontologies it can
help in forming a community of such elements or concepts [3, 4].

The major contributions suggested in this paper is mentioned as follows: (1) It
provides an ontology for cancer patients containing both medical and socio eco-
nomic conditions (2) to search for an optimal treatment plan suited to the patient
(3) The ontology can be extended by healthcare experts based on changing treat-
ment options, different disease symptoms and missing information with minimum
involvement from external sources. (4) An ontology mapping strategy has been
suggested that exploits contextual information of source ontology and supplements
it in linguistic and structural similarity to enhance the strength of match with the
target ontology.

2 Related Work

Most retrieval systems suffer from keyword barrier phenomenon which refers to the
inability of information retrieval systems to convey semantic context of documents
[5]. Related work developed a framework for Formal Concept Analysis which
extended the Tf-Idf weighting model by introducing ontology dependent concepts
[6]. Most search engines do not include user preferences and search context but
provide users with a generalized search facility [7]. A related study shows that little
work has been done on contextual retrieval to combine search technologies and
ontology alignment using context in a single framework to provide the most
accurate response for a user’s information requirement [8].

A popular method to facilitate information access is through the use of ontology.
Researchers have attempted to utilize ontology for improving navigation effec-
tiveness as well as personalized Web search and browsing for generating user
profiles [9]. An innovative approach for Ontology based on Concept merging was
suggested were first the horizontal technique checks all relationships between
concepts at the same level of two ontologies and merges them as defined by
WordNet, then the vertical approach completes the merging of concepts at different
levels but placed on same branch of the tree [10].

The notion of concept similarity calculation using ontology is that two concepts
have a semantic correlation, and there exists a path in class hierarchy diagram. In a
pioneering work, Resnik measures the semantic similarity of two words according
to the maximum amount of information of their common ancestor node [11].
Leacock and Chodorow proposed a semantic similarity model based on distance
which is an easy and natural approach but is heavily dependent on the ontology
hierarchy already established [12]. Study of related work shows the use of RIMOM:
a dynamic multi strategy ontology alignment framework which uses both linguistic
and structural similarity to map source and target ontologies but it is suitable for
only for 1:1 mapping [13]. The ontologies can be expressed in various ways. The
most common language used to model ontologies is the Web Ontology Language
(OWL), which is a form of RDF and is written using a subset of XML [14].
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Unfortunately, most of these systems can provide little support in support for
knowledge sharing and context reasoning because of their lack of ontology. Recent
study focus on the use ontology based personalization system for assisting
healthcare industry in patient diagnosis and intervention plans [15].

3 Methodology

In this work ontology has been developed to organize the terms of cancer disease,
its symptoms, diagnosis, treatment options, intervention plans, patient condition
and other social issues related to disease. On top of this a search algorithm based on
context information stored in Ontology has been suggested which extracts all
correlated words of the search string and can map from one ontology to another
(Figs. 1 and 2).

Fig. 1 Flowchart of context matching using an ontology framework
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4 Ontology Used

There are many existing ontology, but since critically ill patients need accurate and
urgent medical intervention we have developed Cancer related Ontology containing
medical and social concepts to assist in searching information and decision making.

5 Explanation of Proposed Algorithms

5.1 Context Search Technique

Step 1 Perform linguistic match between search string and the one present in
target ontology based on Word Net. If direct match is found then display
output and exit.
If no direct match found then based on the similarity results the pairs are
sorted into three buckets: (a) above the upper threshold—provisionally
similar (b) between the upper and lower threshold—uncertain bucket and
(c) below the lower threshold—no match. Add all composite matches to
the “uncertain bucket” along with the concepts between the upper and
lower threshold (selected based on experimentation).

Step 2 Structural matching: For concepts whose similarity values are in uncertain
bucket, perform the following:

Fig. 2 Ontology hierarchy for cancer patients
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(a) for each pair of concept, compare their parent nodes (when matching is
between two ontology) to determine the total parental similarity for
updating the original pairs similarity value. If match is found incre-
ment the score by 0.1.

(b) for each pair of concepts, compare their grandparent nodes to deter-
mine the total similarity for updating the original pairs similarity value.
If match is found increment the score by 0.05.

Step 3 Use Word Sense disambiguation on the set of terms in ‘Uncertain’ and
‘Provisionally similar’ buckets to select the words actually representing the
given context. The WSD method used here takes average of similarity
values for each concept searched to show its relatedness to the ontology.

5.2 Ontology Modification

This procedure is called when the context is not found in the ontology tree but the
searched context has a comparable relation then the context is dynamically added as
a node in the ontology tree in appropriate location. Each ontology node is asso-
ciated with an Id for comparison.

Pseudo code:

Modify (Root,Id,mi,N,M,Left,Right,Par) 
Set Ptr = Root, Id= TRUE.
Apply Algorithm-2 to find the similarity or relevance of searched  area.
[If Node found] Set Ptr=Node. 

Else if [node was not found but has to be added based on relevance threshold of the 
domain set then check immediate ancestor. ]
{ Id[NodeO1]->Par=Id [NodeO2]->Par 

Add new node. 
If{ Id [NodeO1]<Id [NodeO1]->Par 
Set Left[Par]=New 
Else Set Right[Par]=New. 
Set Id of new node.} 
Print Updation Successful.
}} 
[Else Updation Not Possible. ]
} 
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6 Experiment

6.1 Data Set

The experimental data used in this work has been collected from different cancer
related websites which allows open access and made publicly available for research
and study purposes [16–21]. The training data set comprising of 2721 documents
was used for the representation of the cancer ontology indexing 204 concepts in the
hierarchy.

6.2 Experimental Metrics

To perform a comparison of the improvement of proposed method with other
established semantic search algorithms used in contemporary literature like k-NN,
Resnik similarity, Rocchio based methods [22, 23].

The similarity measure suggested by Resnik, gives the information content
(IC) of the Least Common Subsequence (LCS) for two concepts:

SimRes = IC(LCS) ð6Þ

where IC is defined as:

IC(c) = − log p(c) ð7Þ

here p(c) is the probability of encountering a context c in a corpus.
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Fig. 3 Comparison of F-measure with other similarity measures for five users
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The effectiveness of search was measured in terms of Top-n Recall and Top-n
Precision [24]. The F-measure defined as F = 2 * P * R/(P + R) is a balanced
mean between precision and recall metrics and was used for comparing searches
made by five different users.

6.3 Results

See Figs. 3, 4, 5 and 6.
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Fig. 4 Comparison of F-measure with varying threshold

Documents
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Fig. 5 Variation of average top-n recall in top-n documents using overlap queries
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6.4 Discussion of Experimental Results

The comparison of F-measure with other semantic search techniques like k-NN,
Rocchio and Resnik methods is depicted in Fig. 3. For all such users there has been
improvement in F-measure values in case of our Context Aware Ontology model.
Since the value of similarity depends to some extent on the threshold considered in
the function so a variation of threshold with F-measure for different similarity
techniques have been studied for same set of five users. The highest F-measure
value was reached for a threshold of 0.6 in our context aware ontology model as
shown in Fig. 4. Figures 5 and 6 gives the comparison of precision and recall
values for top-n search results for all similarity techniques as shown above.

7 Conclusion

The work presents a framework for contextual information access using ontologies
and demonstrated that the semantic knowledge embedded in cancer ontology can
efficiently assist in search process and facilitate dynamic ontology modification.
A comparison with other semantic search techniques shows that if contextual
information present in ontology is retrieved effectively it can improve the search
results based on user’s requirements. This search technique can be extended to
compare two separate ontologies as well.

It may be noted that the experimental results reported here is based on usage of
randomly selected users, a few hundred queries, and a limited number of relevant
documents. Future research in this area will consists of much larger scale of
experiments and optimization parameters.

Documents

Top-n
Precision 

Fig. 6 Variation of average top-n precision in top-n documents using overlap queries
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Processing ASP.Net Web Services Using
Generic Delegation Approach

Vilakshan Saxena, Harshit Santosh and Chittaranjan Pradhan

Abstract For the electronic business applications, web services are usually con-
sidered as the design models. Here, our aim is to design an efficient model to deal
with both the distributed applications and cooperative applications. In both the
cases when it comes to implementation of web services in respective applications,
the consumer (developer) has to put an effort to manually provide the reference of
the respective web service through a specific set of steps depending upon the target
IDE. But what if we have a technique to perform the above mentioned approach in
a dynamic and generic fashion without manually adding the web reference for any
web service. In this paper, we will represent an efficient approach for interacting
with any web service irrespective of its syntax (WSDL) and semantics without
adding its web reference. Through this approach the consumer of the web service
can access the respective web service dynamically by just mentioning its URL in
his/her code and through a little object oriented methodology. Our approach is
based on accessing the particular web service by automatic generation of proxy
class, delegation, dynamic data type handling through reflections API and pro-
ducing the desired output in a generic fashion.

Keywords Web services ⋅ Reflections API ⋅ Proxy class ⋅ Web service
authentication
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1 Introduction

Web service is a technique in which one electronic device can communicate to
another over a network. It is provided as a software functionality at web node with the
services available as utility computing. It describes a methodology of integrating
web-based applications using the internet protocol. For data tagging, XML standard is
used [1]. To transfer data, SOAP standard is used. Similarly, for the description of the
services,WSDL can be used. To get the available services, UDDI standard is used [2].

Using the web service, two software packages exchange data between them-
selves over the internet. The requesting software system is called as service
requester and the processing software system is considered as the service provider
[3, 4]. We need a generic software system which is free from any specific pro-
gramming language. Since XML tags are interpreted by almost all software, it can
be used as the data exchange tags in web services. The set of rules used for data
communication are defined in Web Services Description Language (WSDL) file
[5]. Universal Description, Discovery and Integration (UDDI) is used as the
directory of data types and compatible software systems. Once the service provider
validates the service requester through WSDL file, Simple Object Access Protocol
(SOAP) can be used for data transfer [6, 7].

In the proposed approach, we access the particular web service by automatic
generation of proxy class, delegation, dynamic data type handling through
Reflections API and producing the desired output in a generic fashion.

2 Related Work

In 2005, John B. Oladosu et al. have done a study on web services; which includes
the advantages of the web services over the previous services such as CORBA,
COM etc. The study also includes the different components of web service along
with the different standards. The application of web services in the e-health domain
has also been discussed in the paper [1].

In 2009 C. Boutrous Saab et al. developed a technique on processing of web
services by focusing on the two basic features of web service. The first feature deals
with the interaction problem provided in the interaction protocol. The second
feature deals with the design process of a web service [3].

3 Proxy Class

A client can communicate with the web service using SOAP message. This mes-
sage encapsulates the input parameters and output parameters in the XML form.
A proxy class maps the input and output parameters to the XML elements and sends
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the message over the network. Using this technique, the proxy class frees the
consumer from the communication with web services at SOAP level and permits
the consumer to invoke the web services from the development environments
supporting web service proxies and SOAP. The proxy class can be added to the
development environment/project in Microsoft.NET Framework: (i) using WSDL
tool and/or (ii) adding web reference in Microsoft Visual Studio. The proxy classes
can also be processed in the similar way in J2EE Framework.

3.1 Using WSDL Tool

The Web Services Description Language (WSDL) tool of. NET Framework SDK
allows us to create and use web service proxies. This tool accepts a set of arguments
to generate a proxy. When the proxy is generated, the proxy class can be compiled
to an assembly file and added as a project item [5, 7].

3.2 Adding Web Reference in Microsoft Visual Studio

When a project needs to consume one or more number of web services, web
reference methodology is used. Once the web reference is added to the respective
project, then it can be used easily to access corresponding web services over the net
using object oriented methodology [8].

4 C# and VB Reflection API

The reflection API is used to create an instance of a type, bind the type to or extract the
type from an existing object, and access the methods and its characteristics [9]. The
attributes can also be invoked using the reflection. The reflection is used due to these:

• When the attributes of program’s metadata needs to be accessed.
• When the types in an assembly needs to be examined and instantiated.
• When new types are built using System.Reflection.Emit class.
• When late binding needs to be performed at run time.

5 NET Web Service Authentication

Web service authentication is performed in order to secure the web service from
been hijacked by third party contenders as it travels from source to destination over
the network. Web service authentication can be performed using many ways [10].
In .NET framework authentication can be performed using many ways as follows:
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• Basic authentication using web service Credentials property.
• Custom Authentication using several security extensions.
• Simple authentication of web services using SOAP and authorization headers

which focus on object oriented methodology of creation SOAP header classes
and objects and usage of individual member variables for username and pass-
word, in which password can be clear text or MD5 hashed.

6 Proposed Algorithm

Here, we propose an algorithm representing an interface for catering of any .NET
web services using generic delegation approach. Unlike creating separate classes
and objects for each of the web references corresponding with different web ser-
vices, this interface acts as a delegate for any target web service resulting in creation
of one point two way communication for separate web references. Let WS.asmx is
the target web service that we want to access with this interface. The steps of the
algorithm are as follows:

a. Receive the input parameters regarding the target web service such as

i. Web Service URL. (www.abc.com/WS.asmx?wsdl).
ii. Service Name (Can be retrieved from the WSDL file of the web service).
iii. Method Name (Desired function name to be called).
iv. Input parameters.
v. Authentication Class Name.
vi. Username.
vii. Password.

The last three parameters are optional and are required only if there is authen-
tication header associated with the web service with a username and a password.

b. Create an instance of the proxy class and associate it with the provided web
service URL as mentioned in (6.a.i) and store the compiled results in ‘Compiler
Results’ class.

c. Using the object mentioned in (6.b), dynamically create instance of the target
‘Service Name’ as mentioned in (6.a.ii).

d. Once the instance of the target service name is created extract the structure of
the method (function) as provided by Method Name parameter as mentioned in
(6.a.iii).

e. Using the Reflection API extract the target data type of the Input parameters
provided. (As mentioned in (6.a.iv)) as they are boxed into a generic data type.
Note Here we don’t know the data type of the input parameters provided to the
interface due to which we have used the Reflection API to detect the data type of
the parameters dynamically.
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f. After extracting the target data type (As mentioned in (6.e)) extract all the input
parameters from provided Input parameters and store it in an array.

g. Search the extracted method structure (As mentioned in (6.d)) among all the
methods present in the target web service (As web service can be a collection of
many methods) until there is a proper match.

h. Once the target method is found and analyzed process the generic input
parameters (As extracted in (6.e)) and store there values in the desired input
parameters of the target method to be called.

i. As the data type of the input parameters is determined dynamically, so the
provided input parameters are sequentially captured according to the data type in
the target method parameters.

j. Once all the parameters are mapped (As mentioned in (6.h)), call the target
method.

k. Once the target methods is successfully processed (As mentioned in (6.j)) store
the desired output in a generic variable using Reflection API and return it to the
calling interface. This output variable will acts as a parent variable which can be
correspondingly unboxed into respective data type by the client.

7 Experimental Results

The scope of effectiveness of this approach can be evaluated on the basis of
checking this approach in different type of scenarios.

7.1 Authenticated Web Service

Authenticated web services are those web services which accept a valid username
and password for connecting a client to its internal resources for various operations.
There are various ways to provide an authentication firewall for the web service
like:

i. Windows authentication:—Authenticity is checked on basis of valid accounts
on which clients are logged into using windows user id and password.

ii. SOAP headers:—SOAP headers can be defined as a custom way to apply
authenticity to a web service as the owner of the web service implements a
separate class using SOAP API and SOAP base classes along with the
functional classes of the web service for storing and verifying username and
password.

iii. DB driven:—Owner of the web service stores and processes the valid user-
name and password by storing it in a database table using database level
security like encryption and hashing (Fig. 1).
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Our algorithm handles the authentication of target web service in all the three
cases:

i. For windows authentication (7.a.i) our algorithm implements the built in feature
of the underlying framework and enforces it to check for valid windows
username and password.

ii. For handling SOAP headers authentication (7.a.ii), our algorithm dynamically
creates instance of the SOAP header class using ‘Compiler Result’ support
class as mentioned in (6.b) and (6.c). After creating the instance, the algorithm
extracts the desired username and password attribute along with their corre-
sponding data type using the ‘Reflection API’ as mentioned in (6.e). It then sets
the username (6.a.vi) and password (6.a.vii), through the input parameters
passed to the algorithm.

7.2 Web Services with Client Security Certificate

When the applications call the web services, they must be authenticated by the web
services. The authentication checking must be performed before the web service
authorization. One of the authentication techniques is achieved by using client
certificate. The user may receive an “access denied” error message when a client

Fig. 1 Authenticated web service

Fig. 2 Web services using client security certificate
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application tries to call a web service. But, when a console application tries to call
the same web service, the error message may be omitted. In these cases, the
computer system keeps two different certificate stores:

iii. The local machine store, which is used for web applications.
iv. The local user store, which is used for interactive applications.

To enable an application to use a client certificate, you must install the client
certificate in the local machine store and the user logged into that machine should also
have proper permission to access that certificate (Fig. 2). Our algorithm handles the
authentication of the client certificate for accessing web services, (given that the valid
client certificate is already installed on client machine) by using a specific validation
call back approach in which it checks for the valid client certificate using X509 client
certificate base classes and parsing of the DER encoded file. (Key for parsing the
DER encoded file is to be exported at the time of installing the client certificate).

8 Catering of the Algorithm

As the effectiveness of the proposed algorithm is observed, here is a brief
description about how to cater the algorithm in respective target projects.

a. Add the reference of the algorithm to the target project.
b. Create an object of the respective class associated with the algorithm as shown

below:

WebServiceAlgorithmobj= newWebServiceAlgorithmðÞ

c. After creation of the object (8.b), call the algorithm (target function) for pro-
cessing of the web service.

d. For normal ASP.Net web services, the target function (8.c) can be called as
shown below:

ReturnObject= obj.TargetFunction

ðWeb Service URL, Service Name, Method Name, Input parametersÞ

where:

(i) First parameter is the URL of the web service.
(ii) Second one is the service name (class of the web service).
(iii) Third one is name of the method to be called to get the output.
(iv) Fourth parameter (8.g) represents collection of input parameter to be used

in the method.

e. For authenticated web service, the target function (8.c) can be called as shown
below:
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ReturnObject= obj.TargetFunction

ðWeb Service URL, Service Name, SOAPAuthentication

Header Name, Username, Password, Target Function

Name, Input parametersÞ

where:
All other input parameters are same (8.d) except for three input parameters:—
(SOAP Authentication Header Name) which is the name of the authentication
header associated with the web service and contains the respective username and
password, (Username) is the desired username and (Password) is the desired
password.
Note Above mentioned approach (8.e) highlights authentication using SOAP
header. As far as Windows and DB driven authentication is concerned our
algorithm does not need SOAP header, only username and password is required.

f. As far as web services with client certificate are concerned, the proposed
algorithm is developed in such a way that it caters these cases implicitly.

g. For populating input parameters for the desired function client can form the
input structure as follows:

(i) Create a class for the input parameter.
(ii) Declare variables for each input with required data types as needed by the

web service.
(iii) Create public caterers for each variable for accessing them.

(iv) Assign the variables with the desired values through the public caterers
defined.
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(v) Pass the object of this class as a parameter in the target function (8.c) of
the web service.

h. The output of the proposed algorithm returns a parent object which can be
correspondingly unboxed into respective data type.

9 Conclusion

In the proposed algorithm, we have presented an approach for processing ASP.Net
web services using delegation technique, in which one common delegate will act as
medium of communication between clients and any number and type of ASP.Net
web services. The proposed algorithm encourages reusability, modularity and
generic development. It also reduces time and effort of referencing each web service
explicitly and makes target application adaptive to new changes with respect to web
services. We can conclude that the proposed algorithm is a generic, robust and
effective algorithm for any.Net web service. In future we will try to increase the
scope of the algorithm to different additional platforms.
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Link Based Protection of Light Trail
in WDM Mesh Networks

Sampa Rani Bhadra and Utpal Biswas

Abstract An optical bus that connects two nodes of a WDM network and allows
multiple communications between those two nodes is called light trail. Failure of a
link within a light trail can bring down the communication to halt. In this paper, a
link based protection scheme is proposed to solve both single and multiple link
failure of light trails in a WDM mesh topology. This scheme is applicable to both
static and dynamic light trail.

Keywords Light trail ⋅ Survivability ⋅ Protection ⋅ Restoration ⋅ Link based
protection ⋅ Connection based protection

1 Introduction

An optical bus that connects two nodes of a WDM network and allows multiple
communications between those two nodes is called light trail. The first node is
called as convener node and the last node is called as end node of the light trail
respectively. This is shown in Fig. 1. The concept, architecture, hardware, protocols
and set up of light trail are detailed in [1].

The intermediate nodes can also access the light trail. In other words, any two
nodes within the light trail can communicate. However, no two nodes can initiate
communication at the same time. This is achieved by combining two interesting
features of a light trail node [2]. They are ‘drop and continue’ and passive addition
of a signal as shown in Fig. 2. The access unit of a light trail node can partially drop

S.R. Bhadra (✉)
Department of Computer Science, Sree Chaitanya Mahavidyalaya, Habra-Prafulla Nagar,
North 24 Parganas 743268, India
e-mail: sampa.rani.bhadra@gmail.com

Utpal Biswas
Department of Computer Science and Engineering, University of Kalyani, Kalyani 741235,
India
e-mail: utpal01in@yahoo.com

© Springer Science+Business Media Singapore 2017
J.K. Mandal et al. (eds.), Proceedings of the First International Conference
on Intelligent Computing and Communication, Advances in Intelligent Systems
and Computing 458, DOI 10.1007/978-981-10-2035-3_17

157



the signal and continue the rest to the next node or completely drop the signal at a
node. Also it can insert a signal using local transponder without using any optical
switching. This two combined features allow a single light trail (having t number of
nodes) to support C(t, 2) source-destination communication without the need of
optical switch reconfiguration [3]. All the communication is unidirectional from
convener node towards end node.

Another powerful feature of light trail is the ability to expand and contract [3]
itself to meet certain kinds of application. A node upstream to the convener node
may request communication to a node in a light trail. The communication is
allowed by making that upstream node the new convener node. Thus the light trail
is expanded in upstream direction. Similarly, a light trail can be expanded in
downstream direction when the end node is shifted to any downstream node which
was not in the existing light trail. Contraction is realized when the convener node is
shifted to any downstream node or the end node is shifted to upstream node.

Based on the two different types of traffic (static or dynamic), the light trail is of
two types namely static light trail and dynamic light trail. When satisfying the traffic
matrix (the connection requests) which is known beforehand, pre assigned light
trails of the network is used for communication. This type of light trail is known as
static light trail. When the traffic or the connection request is unknown and arrive
dynamically, the light trail is assigned dynamically to satisfy the connection
request. This type of light trail is known as dynamic light trail. The main issue after
light trail assignment is light trail protection and restoration. Failure of a link or a
node or equipment within a light trail halts its communication. Since each of the
light trail contains as many as C(t, 2) connections, so failure of a link or a node or
an equipment can be catastrophic. The ability of the network to recover from node,
link or equipment failure is called network survivability. Survivability techniques
are of two types: protection and restoration [4]. Protection is the design of network
with spare capacities (wavelength) whereas for restoration the spare capacities are
not designed in advance.

Fig. 1 A light Trail

Fig. 2 Drop and continue and passive addition of a signal within a Light Trail
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Again protection and restoration is of two types: link based and connection
based [4]. For the first type, the connections are rerouted against failed components
whereas in the second type, a backup trail is assigned to every primary connection.

This paper considers only link based protection against link failure within a light
trail. Link failure can be of three types. First type is a single link failure. The second
type is not adjacent multiple link failure. The third type is adjacent multiple link
failure.

The rest of the paper is organized as follows. Section 2 discusses the related
works on protection and restoration of light trail. Section 3 illustrates the problem
statement and a brief outline of the solution. Section 4 proposes the heuristic
algorithm. Section 5 includes illustration and discussions. Section 6 gives the
conclusion.

2 Related Works

The protection and restoration of light trail is a well-researched area. Almost all
authors used the concept of primary (working) and backup light trail. The original
route used for communication is called the primary trail or working trail and the
route(s) used when a primary trail fails is (are) referred to as backup trail(s). Some
existing schemes for different network topologies are discussed here.

Dedicated protection scheme (DP) and shared protection scheme (SP) are dis-
cussed in [4]. In DP data is sent both on the primary and backup trail simultane-
ously. The destination uses the signal that has better quality. In SP the backup
capacity is shared among multiple primary connections that do not fail together.
This backup capacity is reserved and is only used in the case of failure.

For a single link failure two more protection schemes are proposed in [5]. They
are Link Based Protection and Connection Based Protection. In connection based
scheme two link disjoint light trails, namely primary and backup connection are
assigned for every connection request. The primary connection is the working
connection and carries signal in case no failure is found. When a failure occurs, the
information is propagated to the source through the control channel. The source
initiates the communication through the backup light trail. In link based scheme, a
backup sub light trail is provided for each link on the light trail. Similar to con-
nection based scheme failure information is sent to the source through the control
signal. And a new light trail is established which is basically the remaining part of
the failed light trail and the backup sub light trail.

A Ω-shaped protection scheme [6] is proposed for creating a protection light trail
after a fiber cut occurs in ring network. When a failure occurs, a new light trail is
created in exactly opposite direction to the original light trail whose length is the
entire ring circumference minus the failed span, plus the two segments that are
remnant of the original light trail. This gives a shape of Ω to the newly created
protection light trail. Further some hardware modification is made. All nodes
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upstream of the fiber cut in span and downstream of the fiber cut are configured in
DPC-add mode and DPC-drop mode respectively.

Backup Light-trail Expending Scheme [7] is proposed for WDM mesh network,
in which for every primary light trail a link disjoint protection light trail is set up at
the time of light trail assignment. When a single link failure is detected during
communication, a new light trail is set up using the two working remnant of the
primary light trail and the protection light trail.

In survivable light trail network design [8], for each incoming connection
request a working as well as backup light trail is found and established to support a
single link failure. This scheme is applicable for dynamic light trail routing. If both
the working and the backup light trail are found among the candidate light trails,
then only connection request is accepted else it is rejected. In other words, a pair of
working light trail and backup light trail is assigned to continue communication.

Studying the above works, it is noted that no work is done for multiple link
failure. This paper proposes link based protection scheme to solve single link
failure, which is extended to multiple link failures. This scheme is applicable to
both static and dynamic light trail.

3 Light Trail Protection (LTP)

3.1 Problem Statement

The problem is to provide protection against a single or multiple link failures while
routing static as well as dynamic light trail connections within a WDM mesh
network.

3.2 Overview of the Solution

The concept of backup link is introduced here. The first step is to assign a backup
link between every two adjacent nodes within each newly created [9] light trail.
Second step is to detect a link failure in the working light trail. When a link failure
is detected, the light trail node drops the failed link, adds the backup link to bypass
the affected fibre span and also adds the remnant portion of the working light trail to
reach the destination. Thus protection is provided against a single link failure. This
scheme is applicable as many times as needed to support non-adjacent and adjacent
multiple link failure within a single light trail. It is therefore able to protect the
entire light trail and all possible connections within the light trail system for these
three cases. Figure 3 is the flow chart of the above discussed solution. To keep the
flow chart simple we consider one connection request per light trail.
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4 The Proposed Heuristic

Algorithm LTP
Step 1: Assign a backup link between every two adjacent nodes within each 
newly created light trail 
For each connection request within the light trail 
Repeat steps 2 to 4 whenever a failure is detected during communication 

Step 2: Drop the failed link 
Repeat step 3 until either a remnant portion of the light trail is found 

or the end node is reached
Step 3: Add the backup link 

Step 4: Add the remnant portion of the working light trail 
Step 5: End of the algorithm 

Fig. 3 Simplified flow chart of LTP
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5 Illustration and Discussions

Three types of the link failure are studied thoroughly and their protection mecha-
nism is illustrated here. Figure 4a shows a WDM mesh topology. Figure 4b shows
a newly created light trail with backup links in dotted line. For simplicity the traffic
matrix is static and consists two connection requests: (1, 5) and (2, 6). While
satisfying the first connection request (1, 5) three cases are considered.

In case 1, a single link failure is found between nodes (2–3). It is shown in
Fig. 5a. Algorithm LTP is applied to protect the connection request. Node 1 being
the sender initiates the communication. When the optical signal arrives at node 2,
the light trail is dropped fully by the light trail access unit [4] and the backup link
between node 2 and node 3 is added passively. This enables the signal to propagate
to node 3. At node 3 the remnant portion of the light trail is added. The halted signal
then reaches the destination. Hence the connection request is satisfied. It is
explained pictorially in Fig. 5b. The newly created protection light trail not only
protects and satisfies connection request (1–5), it also satisfies the next request
(2–6) successfully.

In case 2, a non-adjacent multiple link failure is considered. As shown in Fig. 6a
two single link failures are present between nodes (1–2) and (3–5). The necessary
steps to protect the connection request (1–5) is shown pictorially in Fig. 6b. When
the optical signal tries to propagate to node 2, it detects the first link failure.
Applying LTP, the existing light trail is dropped. The backup link between node 1
and node 2 is added passively. This allows the signal to propagate to node 2. Node

Fig. 4 a Network topology. b Light trail with backup links

Fig. 5 a Single link failure. b Connection request (1–5) protected and satisfied
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2 passively adds the remnant portion of the working light trail and the halted
communication starts propagating through it. The signal on reaching node 3 is again
blocked due to the link failure between (3, 5). The light trail is dropped at node 3
and the backup link is added between node 3 and node 5. Then the signal is
propagated to node 5. Since the destination is reached, the communication halts
here. However, the destination node is not the end node so the light trail access unit
of node 5 passively adds the remnant of the working light trail. Once the light trail
is protected, all other requests are satisfied smoothly.

In case 3, adjacent multiple link failure is considered. As shown in Fig. 7a two
adjacent single link failures are present between nodes (2–3) and (3–5). The nec-
essary steps to protect the connection request (1–5) is shown pictorially in Fig. 7b.
When the optical signal reaches node 2 and tries to propagate to node 3, the same
procedure discussed in the case 1 is applied to reach node 3. While adding the
remnant portion of the working light trail again a link failure is detected between (3,
5). The light trail access unit of node 3 simply adds the backup link between node 3
and node 5. Then the signal is propagated to node 5. The remnant of the working
light trail is added passively. Since node 5 is the destination node the communi-
cation stops here. The next connection request (2, 6) is satisfied using the protected
light trail.

Since the protection scheme adopted by LTP is dynamic, so it is well suited to
protect the light trail for dynamic traffic matrix also.

Fig. 6 a Non-adjacent link failure. b Connection request (1–5) protected and satisfied

Fig. 7 a Adjacent link failure. b Connection request (1–5) protected and satisfied
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6 Conclusion

The proposed LTP algorithm protects both static and dynamic light trails against
single link failure and multi-link failure. Further, it is able to protect the entire light
trail and its all possible connection requests against single and multiple link failures.
The proposed algorithm takes only the switching time to protect the faulty light
trail, once the backup links are established. It requires less channel capacity than
Dedicated Protection Scheme since the backup links are not used until a link failure
occurs. So the proposed algorithm is efficient as it protects multiple link failures in
comparison to existing ones which protects only single link failure.
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Part IV
Data Analytics and Data Mining



Prediction of Twitter Users’ Interest Based
on Tweets

Nimita Mangal, Sartaj Kanwar and Rajdeep Niyogi

Abstract In this paper, we try to get the interest of users of certain location
based on tweets on certain topics (like entertainment, politics, sports, technology,
business, etc.). This study helps us in recommending things to users more accu-
rately. We first analyze the sentiments of tweets and then classify the tweets
according to topics. In this way, we are able to get the topic in which users are
positively and negatively interested. We have done this experiment on 1500 Indian
users and 800 USA users.

Keywords Sentiment analysis ⋅ Twitter user ⋅ Social media

1 Introduction

Social sites have now become a fast means of communication for spreading news
with millions of people in a few seconds. Users share their feelings on Twitter by
tweets or on Facebook by posting status. There are 316 million monthly active users
on twitter and 500 million tweets are posted per day. Since tweet length is restricted
to 140 characters so it is a difficult task to predict the correct interest based on
tweets. We can use these tweets for analyzing the interest and get to know the
trends going on at any place.

Several works have been done in the field of social networking with emphasis
on classification of gender, classification of topic, sentiment analysis of twitter users
based on tweets, event detection, community detection, etc. In this paper we make
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an attempt to come up with a method for predicting the interest of users based on
sentiments (positive, negative or neutral) and the topic to which tweets are related to
get the correct positive or negative interest of users.

In this paper, we are particularly interested in users and their tweets to help them
give better recommendation which they need according to their current interest.
Tweets are collected using the Twitter4j api in Java. Sentiment analysis has been
done using several text files described later which uses word net dictionary and
some text file for parsing the word and effectively calculate the impact (either
positive or negative) of that word on the sentence. Classification of tweets to which
topic it is related has been done using classification of words and tagger file which
takes each word of tweet and determines whether it is a noun, verb, or an adjective
and relates that word with a topic to which it is closely related with the help of a
dictionary.

The paper is organized as follow: Sect. 2 describes the related work. Section 3
describes our method for analyzing tweets. Section 4 describes the results obtained
by our method. Section 5 describes the conclusion and future works.

2 Related Work

Different methods have been have proposed for sentiment analysis, finding senti-
ments in words, sentences, sentiments in topics. Some of these approaches use
machine learning, pattern based and natural language processing. In [1] different
classifiers in mixed way are used to get better sentiment results. Sentiment analysis
of twitter data is studied in [2] and it introduces POS-specific earlier polarity feature
and explore the use of tree kernel. Experiments were performed on three models:
feature based model uses hundred features only and have same accuracy as that of
unigram model that uses ten thousand features. Kernel tree based model first tok-
enize the tweet into tree by separating punctuation mark, exclamatory mark, nega-
tion word and emoticon and prior calculate the polarity of word using word-net
dictionary. The unigram model is used as a baseline for the experiments [2].

In [3] two approaches (machine learning and lexical approach) are suggested for
sentiment analysis. The machine learning based approach takes text and converts it
to a list of words and then takes consecutive pair of words or triplets and calculates
some sentiment score based on some code already computed for some set of texts.
Using this, new texts are classified into positive, negative or neutral sentiments. In
lexical approach, a grammatical structure of language is used and some list of words
with sentiment scores and polarities for sentiment score is used. The accuracy of
both approaches depends on the training set and the score which is already pro-
vided for most of the words.

Many recommender systems provide recommendation using the information
based on user profile. [4] suggest a method for user recommendation and the
method is based on sentiment volume objectivity. User profiling is done and
similarity measure is computed between users (similarity measures based on place,
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sentiments of tweets). [5] suggest a method for friend recommendation and uses
collaborative filtering and graph structure. In [6] semantic users modeling has been
done based on twitter posts. [7] suggest a method to predict which political party a
twitter user is interested in. [8] analyze the user intentions that are associated at a
community level and show how users with similar intentions connect with each
other. [9] address the task of user classification in social media using machine
learning framework. User profile features such as followers, friends, username,
user-location are collected to know about a user. Tweets of user are collected for
judging the behavior of user and to classify users of same types. [10] propose two
methods for classification of twitter trending topic–one based on textual informa-
tion and the other based on network structure. In text based model all the hyper-
links are removed from the tweet and then a tokenizer removes stop words and
delimited character. Since there is a limitation of 140 characters in tweet, people
use acronyms for words and so a vocabulary is used that has full form of these
words (e.g. BR is used to represent best regard). The network based approach uses
a similarity model to find out the trending topic say X. It searches for five topics that
are similar to the topic X and finds out the similarity index.

Most of the above works are related to sentiments, recommenders systems, and
trending topic. However these works do not discuss about a user’s interest on the
topic being discussed by the users. This approach is different from others as we
compute the interests of a particular user and the users of a certain location by
taking their sentiments (positively or negatively inclined) towards certain topics.

3 Methodology

3.1 Data Collection

Data is collected for the user for which we want to know the interest and behavior
by collecting his tweets, number of followers, location, mentions in tweet, retweet
count and hashtags. We have collected data about any location by collecting tweets
of news channel of that location to get major information about that location and to
get trend and interest of users at that location. All these tweets are collected using
twitter4j API and all the other information about users is also fetched using this
API.

3.2 Sentiment Analysis

Sentiment analysis is done by using senti-strength method. The total positive and
negative sentiments are calculated and the two are compared. If the total positive
sentiment is larger than 1.5 times the total negative sentiment, the classification is
positive, otherwise it is negative. Sentiment analysis uses several text files which
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contain emoticons, stop words, slang words, frequently used words, interrogations,
and English words. These files contain words with some human coded score. First
we refine the tweet by removing all hashes, @ and extra spaces to make it more
readable. The refined text is then separated into words, emoticons and punctuations.
Each word is compared against the word of each file and if a match is found then a
score is given to that word according to positive or negative sentiments. Each
emoticon is also compared with emoticon lookup table and score is given to each
emoticon. Since there is a restriction of 140 characters in tweet, so most users use
abbreviations to express feeling using less number of words. Each word is also
compared with slang lookup table; if it matches then score is given on that basis.
Finally the total score for a text is calculated.

3.3 Classification of Tweet

After sentiment analysis, tweets are classified according to topic to which it is
related. Open NLP package is used for classification. We used a tagger file for
tagging of sentences. MaxentTagger is a class used for tagging each word in a tweet
with its corresponding form whether it is adverb, noun, adjective, etc. Fig. 1 shows
the tag given to each word of the tweet.

There are 36 taggers and each word in a tweet belongs to one of these taggers.
Each this word tagger pair is compared with ten different categories of topics like
entertainment, technology, politics, etc. A method get similarity is called which
compares this word with these topics and calculates similarity score if similarity is
more than seventy five percent. Figure 2 shows the topic of tweet to which it is
related.

Fig. 1 Show how score is given
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3.4 Processing

First the tweets of a user or users of certain place are collected based on our choice as
shown in Fig. 3 then sentiment analysis and classification of tweets has been done.

After doing all the process you can click show interest button to get the result as
shown in Fig. 4. The results are shown in the form of pie chart.

3.5 Proposed Method

i. Obtain a choice from a user (refer Fig. 3).
ii. User enters a screen name of twitter user about which she wants to know.
iii. A module is run which download current tweets of that twitter user.
iv. Sentiment analysis has been done on the fetched tweet.

a. Replace all illegal characters (like RT, #, @, etc.) from tweet and a plain text
is processed.

b. Each word is compared with the text files and score is given accordingly.
c. Final score is computed and tweet is classified as positive, negative or

neutral.

Fig. 2 Topic to which tweet is related

Fig. 3 Home page

Fig. 4 User interest
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v. Classification of tweet is done as:

a. Replace all illegal characters (like RT, #, @, etc.) from tweet and a plain text
is processed.

b. Each word is then classified as a noun, verb or adjective (assign tagger to
each word).

c. Each word is compared with the similar kind of word in wordnet dictionary
and score for category is decided accordingly.

d. Final score decides to which topic tweet is belonging (like entertainment,
politics, etc.).

vi. Final processing is done and result is shown as a pie chart which shows the
highest interest of user.

4 Results

Using the user interface shown in Fig. 4, we obtain the following results. First, we
obtain the interest of a user as shown in Fig. 5 and also get to know about the tweets
done by that twitter user.

Figure 6 shows the sentiments of Indian users and Fig. 7 shows the interest of
users of India.

Fig. 5 Tweets done by Shreya Ghoshal with positive interest from 13-08-15 to 21-08-15
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It is useful because it makes you easy to you before launching some product at
any location that whether their people are interested or not in such topic. Figure 8a
and b gives the comparison results of Indian and US users.

Fig. 6 Indian user’s sentiments

Fig. 7 Indian user interest from 12-08-15 to 21-08-15 tweets
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5 Conclusion and Future Work

In this paper, we have done sentiment analysis and categorisation of tweet and
based on these results we get to know about the current interest among users and
what trend is going on at any place. This work helps in betterment of any rec-
ommendation system. In future we extend our work by improving the algorithm
used for classification of tweets.
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Event Detection Over Twitter Social
Media

Sartaj Kanwar, Nimita Mangal and Rajdeep Niyogi

Abstract Twitter is a social networking site that allows a large number of users to
communicate with each other. Twitter allows users to share their views on different
topics ranging from day to day life to what is going in society. Event detection in
twitter is the process of detecting popular events using messages generated by the
users. Event detection is difficult in twitter as compared to other media because the
message known as tweets is only allowed to be less than 140 characters. Moreover
the tweets are noisy because there may be personal messages by the user also. The
focus of this paper is to find top k popular events from tweets using keywords
contained in the tweets. This paper also classified the popular events into different
categories.

Keywords Twitter ⋅ Event detection ⋅ Social media

1 Introduction

Twitter is an electronic medium that has gained popularity in recent time. Twitter
allows users to post their messages (known as Tweets) on various events. Lengths
of tweets are restricted to be less than 140 characters. Twitter gained popularity as it
has more than 100 million users in 2012 who has posted 340 million tweets per day.
In 2013 Twitter was among the ten top most visited website and given the title of
“SMS of the internet”. To post tweets on twitter user has to register himself on the
twitter. Users who have not registered themselves on twitter can only read the
messages. The relationship between twitter users are of follower and followed type.
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Twitter users have unilateral relationship i.e. when a user A follows user B, it means
user A can get all the messages shared by user B but not vice versa. Due to the
restriction on length of tweets sometimes it is difficult to put your idea in fixed
characters so, users can share link to other objects on internet such as article, blogs,
video etc. (termed as artifacts in twitter). As users share what is going around them
on twitter and this will be almost instantly. This makes twitter a good source for
timely information. Twitter uses the following concept “when you need to know
what’s going on-in your town or across the globe-get the best of what’s happening
on twitter”.

The goal of this paper is to demonstrate how the popular events can be extracted
from tweets posted by the twitter users. Events are the incident that is happening at
some place at some point of time. As there may be lots of event going on but we are
interested in popular event. Popular event is the event which got more attention as
compared to other events. This attention is calculated on the basis of frequency of
occurrence of tweets related to that topic. More the tweets generated by the users on
particular topic means that topic is more popular to other topics.

In this paper we suggest an algorithm to classify the tweets based on their
similarity. This similarity will be governed by the keywords used in the tweets. This
approach will use nouns used in tweets as their keyword and merge two tweets into
one event when there keyword matches above some threshold. We present a
method to calculate the popularity of an event. Popularity of an event is decided by
number of tweets are related to that topic. For this purpose we have used count of
number of tweets in each and every topic. We present an interface that will ask a
user about how many top events he/she is interested in and depending upon the
value (k) entered by the user we will display top k events at that point of time. We
also discuss an algorithm to examine the type of particular event, for example
whether an event is related to politics, entertainment, sports etc. For this we have
classified events in different categories depending on the type of keywords used in
tweets of that event.

The paper is organized as follow: Sect. 2 describes some related work that has
been done till now in this field. Section 3 describes our methodology which we
used for different purposes. Section 4 describes the result generated by our method.
Section 5 describes the conclusion and future works that can be done in this area.

2 Related Work

In [1] described the event detection algorithm which builds a Key Graph using
keywords used in tweets. The edges between two nodes will signify the occurrence
of two keywords simultaneously. After that they have used community detection
algorithm to cluster different nodes to form the cluster. Inter cluster edges are
removed based on betweenness centrality score. In this paper they had used named
entities and noun phrases as keywords. Using these keywords they had created the
Key Graph. In Key Graph nodes are the keywords and edges between them are
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formed when two keyword occur simultaneously in a document. In [2] the problem
of online social event monitoring over tweet streams for real applications like crisis
management and decision making are addressed. They presented location-time
constrained topic model for associating location with each event. In [3] presented
algorithm for event detection named as New Event Detection (NED). NED is
consists of two subtasks i.e. Retrospective and Online NED. In Retrospective NED
previously unidentified events are detected and in Online NED new events in text
stream are detected.

In [4] authors had used wavelet transformation for event detection. They have
used the concept when and how frequency of the signal changes over time. In [5]
they posed the problem of identifying events and their user contributed social media
documents as a clustering task, where documents have multiple features, associated
with domain-specific similarity metrics [6]. They proposed a general online clus-
tering framework, suitable for the social media domain. They developed several
techniques for learning a combination of the feature-specific similarity metrics, and
used them to indicate social media document similarity in a general clustering
framework. They evaluated their proposed clustering framework and the similarity
metric learning techniques on two real-world datasets of social media event content.

In [7] considered location with every event as location and event are strongly
connected. They considered where, when and what about an event. Firstly pre-
processing is performed to remove stop words and irrelevant words. Secondly they
performed clustering to automatically group the messages in event. Thirdly they
proposed a hotspot event detection method. Fourthly emerging hotspot detection
method is performed. Finally visualization model for emerging event is presented.

In [8] presented a platform TwitInfo for exploring Tweets regarding to a par-
ticular topic. User has to enter the keyword for an event and TwitInfo has provided
the message frequency, tweet map, related tweets, popular links and overall sen-
timent of the event. The TwitInfo user interface contained following thing: The user
defined name of the event with keywords in the tweet, Timeline interface with y
axis containing the volume of the tweet, Geo location along with that event is
displayed on the map, Current tweets of selected event are colored red if sentiment
of tweet is negative or blue if sentiment of the tweet is positive and Aggregate
sentiment of currently selected event using pie chart.

In [9] presented a system known as TwitterMonitor detects the real time events
in real time. This is done in three steps. In first step bursty keywords are identified
i.e. keywords that are occurring at very high rate as compared to others. In second
step grouping of bursty keyword is done based on their occurrences. In third and
last step additional information about the event is collected.

In [10] built a news processing system for twitter called as TwitterStand. They
have taken 2000 handpicked seeders for collecting tweets. Seeders are mainly
newspaper and television stations because they are supposed to publish news. After
that they have separated the junk tweets from news using naïve Bayes classifier.
Authors have used online clustering algorithm called leader-follower clustering to
cluster the tweets to form events. In [11] proposed a statistical method MABED
(mention-anomaly-based event detection). They divided the whole process of event
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detection in three steps. In first step they had detected the events based on mention
anomaly. Secondly they have selected words that will best describe each event.
After this authors have deleted all the duplicated events or merged the duplicate
events. Lastly they have generated a list of top k events.

3 Proposed Algorithm

The basic way to detect the events and news from large amount of data is by using
keywords. If two events are similar then up to some extent they contain similar
words. This similarity should have some threshold. It means two tweets are only put
into one event when they have more same keywords than some threshold. Before
going into detail of the algorithm we should understand the architecture and flow of
whole algorithm.

To perform the experiments on event detection we have taken 10,000 users. The
screen names of all the users are fetched and stored in the database. For collecting
this users, we have used initial some users that are supposed to provide news
information as personal messages are not useful in event detection. After collecting
the seeders we have collected the followers of the seeders. In this way our set of
users are built.

After collecting screen names of users we have started storing tweets for those
users in our database. For each user we have stored various information such as
tweet id, location etc. For keywords we have used nouns present in tweets. Nouns
are fetched for every tweet and stored in database.

3.1 Algorithm

Input: Input to our algorithm is tweets along with keywords and hash if provided
by the user.

Algorithm: Algorithm is taking tweets one by one and comparing its hash with
already formed events. If the hash is same means those two tweets corresponds to
the same event. For every tweet we have also stored the number of tweets fall under
that event. So put new tweet along with previous tweet in same event and increment
the tweet count for that event. Either if hash is not same for new tweet and tweets
present in already created events or hash of new tweet entering in system is not
known then we have compared the keywords present in the new tweet and tweets
present in previous events. If keywords are matched above the threshold for any
event then we merge this new tweet with that event. Whenever any tweet is merged
in already created event the keyword of that tweet is updated in that event. So in this
way the event is learning new keywords about that event on addition of new tweets
to that event.
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If no previous event has the same kind of keywords, then make a new event and
put tweet in that event along with its keywords. Keyword of this tweet is made as
keyword of the newly created event. The above steps are done iteratively until all
tweets are put into some already created events or new events are created for them.
After this we have distinguished events along with count indicating the number of
tweets in that event.

Output: For output user is asked that how many popular events he wants, say k.
depending upon value of k the algorithm is fetching the top k events depending
upon the count of each event that is updated in previous steps.

The interface provides options to users if user wants to have a look at tweets
contained in every popular event. Algorithm also provides a pie chart along with
every event telling how the tweets under this event are distributed. The distribution
is having dimensions such as entertainment, social, games, politics etc. More the
percentage of particular type means that event fall under that category.
The whole algorithm is explained below in steps:

S—Set of all tweets along with its keywords and hash. Initially this set is empty
E—Set of all events created at any point of time in algorithm. Initially this set is
empty.
p—Threshold for merging tweet into that event.
n_e—New event in the system.
n_t—New tweet in the system.
e—Any event from set E.
max_ev—Event in set E with which maximum keyword of n_t matches.

(i) Fetch the tweets for usernames from the twitter website.
(ii) Break the tweets in keywords (nouns) and store along with hash of that tweet

i.e. S.
(iii) Do steps from (a) to (c) until set S is empty.

a. Take one new tweet (i.e. n_t) from the set S.
b. If E is empty create new event n_e and add all keywords of n_t into n_e a.

Set tweet count for n_e to 1 as there is only one tweet added to n_e. Also
make hash of n_t as the hash of n_e.

c. If E is not an empty set then one by one check the events in set E i.e. e.

• If hash of n_t and e matches put n_t into event e and increment the
count of event e.

• If hash of any event e not matches with n_t, then match keywords of
every event e in set E with n_t. Select the event (i.e. max_ev) with
which maximum keywords are matching.

• If the similarity of keywords are greater than p, put n_t into max_ev
and increment the count of max_ev by one.

• Else if similarities of keywords are less than p, create new event using
n_t.
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d. When set S is empty means all tweets are put into some event. Now set E
contains all the events from the tweets and along with tweet count.

e. Take input from the user for k (how many top popular events should be
shown).

f. Find k events from the set E having maximum tweet count.

4 Results

In results we have shown the snapshots of interface we have created in java.
Figure 1 is showing the main frame which will ask the value of k i.e. top k events
user is interested in. This frame is also showing top k events. As shown in Fig. 1
that user is interested in top 5 popular events. After clicking popular event button
interface has shown top 5 events.

On clicking of tweet button of main frame second frame appears which allow
user to select one event among top k events as shown in Fig. 2. As shown below
user is interested in 437th event which corresponds to Kasab event.

After user selection it will show the tweets corresponding to that event as shown
in Fig. 3.

We also provided user a pie chart corresponding to each event to show how
tweets in that event is distributed. Larger the percentage of any class means event
fall under that class. As selected event is more falls into category of politics as
compared to other classes. Below pie chart is useful when we want to know in
which class a particular event will fall (Fig. 4).

Fig. 1 Top k(k = 5) popular events along with tweet count of each event
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Fig. 2 Drop down to select a particular event

Fig. 3 Tweets corresponding to selected event
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5 Conclusion and Future Work

We have described a technique to detect events from short tweeter messages known
as tweets. We have used noun used in tweets as keywords to cluster the events.
Tweets are put into event with which its similarity is maximum. If tweet matches
with none of events already present then it is considered as new event. Event with
high number of tweets are considered as popular. We also classified the events
depend upon distribution whether the event is related to entertainment, politics. In
future we can extend this work to also consider the location of tweets in the event.
So that we can conclude where particular event is happening. This location can be
fetched from user tweets. As user from event location has more probability to post
tweets related to that event as compared to users in other part of world.
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DMDAM: Data Mining Based Detection
of Android Malware

Abhishek Bhattacharya and Radha Tamal Goswami

Abstract Mobile malwares have been rising in scale as Android operating system
enabled smart phones are getting popularity around the world. To fight against this
outburst of Android malwares, different static and dynamic malware detection
methods have been proposed. One of the popular methods of static detection
technique is permission based detection of malwares through AndroidManifest.xml
file using machine learning classifiers. However, the comparison of different
machine learning classifiers on different data sets has not been fully cultivated by
existing literatures. In this work we propose a framework which extracts the per-
mission features of manifest files, generates feature vectors and uses different
machine learning classifiers of a Data Mining Tool, Weka to classify android
applications. We evaluate our method on a set of total 170 applications (100 benign,
70 malwares) and results show that highest TPR rate is 96.70 % while accuracy is
up to 77.13 % and highest F1 score is 0.8583.

Keywords Android ⋅ Malwares ⋅ Static detection ⋅ Classification ⋅ Feature
reduction

1 Introduction

The Android operating system has become soft target for attackers as the market
share of Android has increased. Moreover, Android applications are easy targets for
reverse engineering, which is a specific characteristic of Java applications in
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general, and which is often abused by malicious attackers, who attempt to embed
malicious program into benign applications, hence creating subspecies of existing
malware. Android also permits the users to download apps from untrusted third
party markets. To protect mobile users from rigorous threats of malwares, various
approaches have been proposed. Static analysis is based on source code assessment
looking at apprehensive patterns. Though some static analysis approaches have
been successful, different obfuscation techniques have evolved. Dynamic analysis
which is also known as behavior-based detection is a method which involves
running the apk in a separate environment to analyze its run time logs. In this paper,
we have proposed a data mining based malware detection framework for Android
devices. Summering, our main contributions in this paper are:

• We described the process of extracting permissions from .apk files.
• We applied featured reduction concepts and Information Gain (IG) was used to

rank extracted features and created data sets using those selected features.
• We performed empirical validation using machine learning classifiers and made

the comparison of performances of different Weka based machine learning
classifiers on different data sets.

We collected 170 samples of diverse categories of apks from different Android
market. The collection consists of 100 benign and 70 malware apps. The main
categories of benign apps are system tools, entertainment, news, music and audio
and games etc. Malware apks are downloaded from Contagio malware dump. Our
benign apk files were collected from Google Play Store. The reminder of this paper
is organized as follows: Sect. 2 details the related works. Section 3 describes fea-
ture engineering and detection methods. Section 4 shows the empirical validations.
Finally, Sect. 5 shows the ways to future works.

2 Related Work

One of the most significant tools that can be used for malware detection is Machine
Learning techniques on static features that are extracted from apk files. Burguera
et al. [2] proposed Crowdroid-an approach that analyzed the behavior of the
applications through clustering techniques in Malware detection and they consid-
ered two categories of Android applications: tools and business. The results indi-
cated a positive indication of using machine learning techniques in Android
Malware. Permlyzer [4] discussed the usage of permission through both static and
dynamic analysis. In [1], apks’ permissions were extracted from manifest file and
especially <uses-permission> tag was used for this purpose. Here Euclidian,
Cosine and Manhattan distances were considered. Average accuracy obtained was
85 % through Manhattan distance and using Euclidian and Cosine distances they
obtained 87.57 % and 90 % accuracy respectively. Here also comparison of per-
formances of other built in classifiers of Weka was not included. In [6], a proactive
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machine learning approach, based on Bayesian classifier was proposed. This model
was built by extracting features from 1000 samples and overall 90 % accuracy was
achieved. A Java implemented custom package manager was used for extracting the
features from Androidmanifest.XML files. Ryo et al. [5] introduced a model in
which they used only the manifest files to detect malwares. During the experiment
they had taken 365 samples and achieved overall correct detection ratio as 90.0 %.
Apart from considering only permissions, they also considered Intent filter (action),
Intent filter (category) and process name in every manifest file. But the comparison
of performances of classifiers was not included in that work. Hyunjae et al. [10]
analyzed malicious behaviors and permissions to increase detection accuracy.
Finally they showed detection and classification performance as 98 % and 90 %,
respectively. Aswani et al. [11] used BNS, KL, RS, KO and MI as feature selection
techniques and BNS achieved highest classification accuracy (93.02 %).

3 Feature Engineering

In this work, we proposed a method for detecting Android malwares by comparing
the performances of different machine learning algorithms.

3.1 Feature Extraction

In this section, we reviewed different feature sets that we have considered for this
malware detection model. We collected those features from AndroidManifest.xml
files which are packed with .apk files. To achieve that objective we first extracted
the permissions using Androguard tool [9]. The structure for declaring permission
in AndroidManifest.xml is shown in below.

<uses-permission android: name = “String”/>
These permissions are generally requested by any application during installation

in mobile devices. We processed the manifest files searching for that
<uses-permission> tag and extracted the permission strings. After processing all
100 benign and 70 malwares we created feature vector of permissions. The values
of each selected features are stored as binary number where 0 and 1 represents
presence and absence of that permission in the feature vector for that application.

3.2 Preprocessing

In our work, we carried out feature elimination to remove irrelevant features. It is
actually carried out to select a subset of significant installation time features to use
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in model construction. Leaving out important attribute or keeping irrelevant attri-
butes may cause confusion for mining algorithms. After elimination of unimportant
features, only 83 common features from both malware and benign samples are
considered. The main goal of this phase is to find a minimum set of features such
that the resulting probability distribution of data class is as close as possible to the
original distribution created with all features. Information Gain (IG) was applied to
our model as a feature ranking tool to our combined feature set and at first we
selected top 10 features from total 83 combined and common features (both mal-
ware and benign) according to their Information Gain scores. Similarly we applied
Information Gain to select top 5 and top 2 features from the original dataset. Finally
we prepared 4 datasets having different number of features (83, 10, 5 and 2
respectively). We discarded any feature with IG score 0.

4 Empirical Validation

To evaluate our method, we used the datasets described in Sect. 4 which are
composed of permissions of 170 sample Android applications. Top ranked features
were selected according to their IG score to create ensemble features and Weka tool
was used to analyses the evaluation of proposed model.

4.1 Evaluation Metrics

We evaluated the model by measuring the following parameters-

• True Positive Ratio (TPR): TPR = TP/(TP + FN) where TP represents the
quantity of benign applications properly classified as benign and FN represents
the quantity of benign applications incorrectly classified as malware.

• False Positive Ratio (FPR): FPR = FP/(FP + TN) where FP represents the
quantity of malware which are inaccurately classified as benign and TN rep-
resents the quantity of malware which are truly classified as malware.

• Accuracy: It determines the percentage of the total quantity of predictions is
correct.

• F1-Measure: It computes the harmonic mean of Precision (P) and True Positive
Ratio (TPR). F1= (2 * P * TPR)/(P + TPR). F1 score 1 indicates good per-
formance in classification of minority data [8].

• Area under ROC Curve: It sets up the relation between TPR against FPR. It
shows the predictive power of classifier.
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4.2 Classifiers

One of the most engaging features of machine learning algorithms is that they
improve their ability to discriminate normal behavior from anomalous behavior
with experience. K-fold cross-validation was used for evaluating the results of a
numerical analysis which generates an independent dataset. Using K = 10 folds in
cross validation means 90 % of data is utilized for training purpose and 10 % for
testing in each fold test. To visualize the classification performance of the models,
we constructed the Receiver Operating Characteristic (ROC) curve. From the result
it is depicted that RandomForest classifier provides the best value in AUC. AUC
values closer to 1 denotes better classifier. Result shows that for dataset 1 highest
AUC of 0.817 in RandomForest classifier is seemed to be the most predictive of all.
For dataset 2,NaiveBayesMultinomial classifier provides the best value in AUC
(0.722). The best AUC for dataset 3 is obtained with PART classifier (0.723). On
dataset 4, best AUC of 0.667 is obtained with SMO classifier. Figure 1 shows the
TPR results for four different datasets with different feature settings. ZeroR clas-
sifier provides the best TPR for all datasets. Figure 2 shows that average True
positive rate (TPR) score is highest (96.6952) in dataset 4 with top 2 selected
features followed by dataset 3 with top 5 selected features. The obtained result is
undoubtedly better than that of [6]. It also clearly depicts the benefit of intelligently
selecting a reduced feature set. The average TPR of dataset 4 and dataset 3 of our
model are better than that of [7]. More over, Fig. 3 shows that dataset 2, dataset 3
and dataset 4 which are formed based on Information Gain score of attributes,
produces better average TPR than that of datasets which are formed using Mutual
Information, Pearson correlation coefficient and T test of Wang [8]. Average TPR
of both dataset 3 (96.1904 %) and dataset 4 (96.6952 %) of our study produce better
performances than average TPR (93.43 %) with dataset 1 of [13] and average TPR
(88.23 %) with dataset 2 of [13]. The average TPR percentage (96.2 %) in J48
classifier of our framework produces better result than average TPR (93 %) of
Alazab’s framework [10]. The average TPR percentage (92.4 %) in NaiveBayes
classifier of our framework produces better result than average TPR percentage
(91 %) of Alazab’s framework [10] (Fig. 4).

Fig. 1 Comparison of TPR results of four different datasets
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Figure 5 demonstrates the comparison of different F1 score with all four datasets
using different Weka classifiers. It shows that dataset 3 obtains significantly higher
F1 score (0.952) using Kstar classifier, followed by F1 score (0.86869) with dataset
4 using Decision Table classifier. It supports the improvement of intelligently
selecting a reduced feature set which can hugely reduce classification time without
affecting the performance. Figure 4 reveals that though individually SMO generates
highest accuracy percentage (81.295 %) with dataset 1 followed by 2nd highest
accuracy percentage generated by PART classifier with dataset 2. Decision Table,
Logistics and LWL classifiers generate same results with dataset 3 and Decision
Table, Logistics, LWL, J Rip, Random Forest, Random Tree and SMO classifiers
generated the same result using dataset 4. Figure 4 also shows that average accu-
racy performance is best in dataset 4 with top 2 selected features. It also supports
the advantage of intelligently selecting a reduced feature set which can hugely
reduce classification time. PUMA [12] achieved 86.41 % accuracy, and

Fig. 2 Average true positive rate

Fig. 3 Comparison of our TPR with MI, T, CorrCoef of Wang’s TPR

Fig. 4 Comparison of different accuracy with four different datasets
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DroidpermissionMiner achieved 81.56 % accuracy with Mutual information
(MI) as feature selection tool. In our framework SMO with full set of attributes
generates 86.09 % accuracy which is quite comparable with [12].

5 Conclusion and Future Works

In this paper, we presented a framework using machine learning algorithms for
classifying android applications whether they are malware or benign. Our model
was evaluated using ROC curve (AUC), TPR and F1 scores. Results showed that
highest TPR rate was 96.70 % while accuracy was up to 77.13 % and highest F1
score achieved was 0.8583. Unlike prior research in this field, in this paper we
presented the comparison of performances of different classifiers of Weka in terms
of TPR, AUC and F1 scores. Moreover, unlike any other prior studies, in this paper
we made the comparative studies of different feature reducts, created by Informa-
tion gain as feature ranking technique. Machine learning-based detection approa-
ches are having two limitations: they have high false alarm rates and determining
what features should be learned in the training phase is an intricate task [3].
Through proper investigation it can be shown that because of sparseness of feature
vector, detection ratio of may be inaccurate [8]. Moreover, a number of malwares
request same permissions that are also requested by benign applications. However,
the comparisons that we made may not be always meaningful because different
studies use different data sets. In future, we would like train classifiers with larger
datasets to get more accurate classification.
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Comparative Study of Parallelism on Data
Mining

Kartick Chandra Mondal, Sayan Bhattacharya and Anindita Sarkar

Abstract Today’s world has seen a massive explosion in various kinds of data hav-

ing some unique characteristics such as high-dimensionality and heterogeneity. The

need of automated data driven techniques has become a necessity to extract useful

information from this huge and diverse data sets. Data mining is an important step

in the process of knowledge discovery in databases (KDD) and focuses on discov-

ering hidden information in data that go beyond simple analysis. Traditional data

mining methods are often found inefficient and unsuitable in analyzing today’s data

sets due to their heterogeneity, massive size and high-dimensionality. So, the need of

parallelization of traditional data mining algorithms has almost become inevitable

but challenging considering available hardware and software solutions. The main

objective of this paper is to look at the need and limitations of parallelization of data

mining algorithms and finding ways to achieve the best. In this comparative study, we

took a look at different parallel computer architectures, well proven parallelization

methods, and programming language of choice.

Keywords Data mining ⋅ Parallelism ⋅ Parallel computing ⋅ Java

1 Introduction

Data mining is the process of analyzing raw data from very large databases to turn

them into useful and previously unknown information which helps in finding out

interesting patterns, trends and relationships within data. It is an important step in the

process of knowledge discovery in databases (KDD) [1]. Thus, it enables businesses
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to improve quality of service, increase revenue and cut down the operational cost.

The application of data mining is widespread ranging from scientific applications,

analysis of financial data, retail and telecommunication industries to biological data

analysis, commercial computing and many more.

Today’s world has seen a massive explosion in various kinds of data such as high-

dimensionality and heterogeneity [2]. So, data mining applications have to deal with

huge data sets from different sources [3]. This can be relational databases, flat files or

other sources and can be spread over multiple systems or platforms. Analyzing such

huge amount of data involves some serious amount of computation. Even with the

most sophisticate data mining algorithms and advanced hardware, finding patterns

and relationships in such data becomes pretty time consuming at times. The need

of parallelization of existing data mining algorithms and high performance parallel

computing is therefore becoming an essential part of the solution [4, 5].

Consider the scenario of an important data mining task called association rules

mining [3]. Here, it is essential to identify certain hidden patterns, trends and rela-

tionships within the data which can be used to predict likely outcomes. The input

data sets for association rule discovery are often found to be enormous, diverse and

having high dimensionality which affects the performance and efficiency of the min-

ing process. Sometimes, it can take hours or even days to produce a complete set

of result. However, often such processes are executed under specific performance

requirements where it is rather expected to be interactive and should produce results

within a fixed time span. To meet the performance requirements and speed up the

execution time of such algorithms, some kind of parallelism becomes an almost

inevitable solution [4]. In most of the cases, a data mining algorithm has to work

upon existing transactional databases which are often found to be in the form of

parallel database and are spread over multiple sites [6]. To perform the association

rule discovery in a serial fashion, all of these have to be brought to a single site or

computer which becomes practically impossible due to the huge expense involved

in doing so. Thus, parallelism becomes the obvious choice in such scenarios.

Parallelism mostly helps in improving performance and enables to achieve scal-

ability amongst other numerous benefits offered. Firstly, it allows to do same work

in less time [4]. The trick is, a task always takes lesser time to execute if it is exe-

cuted concurrently rather than in a serial fashion. With the advancement of technol-

ogy, computer hardware has become more powerful and less expensive. Old single

processor systems have been quickly replaced by their multi-processor counterparts

which no longer suffers from memory and CPU speed limitations. Parallelism mainly

offers the following advantages in a multi processor environment:

∙ The capabilities of a multi-processor system can be fully utilized [5].

∙ It offers the option to break a huge and complex problem into relatively simpler

and smaller sub-problems, assigning each task to a separate processor.

∙ Separate results produced by concurrent execution of sub-problem which can be

combined to get the final result which reduces the processing time and improves

performance.
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Besides these advantages, parallelism also comes with a set of limitations, spe-

cially in terms of its implementation challenges and complexity. Without proper

implementation, parallelism may suffer from problems like improper communica-

tion, synchronization issues and performance overhead. The creation of new threads

and processes involves memory allocations, initializations and management activi-

ties which are quite expensive. Without proper designing, these costs may be even

higher. Also, communication between these task, threads and processes and main-

taining synchronization also becomes a serious issue. If these are not handled prop-

erly the algorithm will fail to produce correct results [6]. It may sound very simple to

break a task into smaller sub-problems, run each one concurrently and combine the

result but in reality everything comes with a performance overhead. Breaking down

tasks and combining results should be lossless considering the same input dataset to

make sure it does not affect the overall functioning of the algorithm. Also, a poorly

designed parallel algorithm might fail to utilize a multi processor system properly

having issues like improper data distribution and task duplication [7].

However, parallelism is certainly not the only approach to achieve better perfor-

mance. There are also a number of other approaches which can be used as alter-

nate solution or in combination with parallelism. Some of these methods are code

optimization, restricting the search space, sampling etc. In [4], presents a detailed

analysis of these techniques and their potential benefit/limitations over parallelism.

This paper is organized as follows: Sect. 2 gives an overview of different parallel

computer architectures available and their potential benefits and shortcomings along

with different parallelism techniques and quick comparison between them. We are

considering Java based parallelism techniques in this paper. In Sect. 3, we have dis-

cussed about the potential advantages of Java and compare it with other traditional

programming languages like Fortran, C etc. with some existing state-of-the-art par-

allelization architectures and libraries. Finally, a conclusion has been drawn of the

topic presented here.

2 Parallel Computer Architectures

The first and foremost requirement of parallelism is the availability of more than one

processor in the system. A multiprocessor architecture is absolutely necessary for

running parallel algorithms where the very fundamental is to divide the workload of

processing among multiple processors thereby speeding up the processing and reduc-

ing execution time [5, 7]. Multiprocessor systems are the backbone of parallelism

and are also known as parallel computer architectures. Parallelism is the technique to

distribute the workload of a data mining algorithm over multiple processors. There

exists different techniques to achieve that, which can be broadly classified in two

major categories: Data Parallelism, Task or Control Parallelism. In brief, data paral-

lelism refers to execution of the same set of operations/instructions on small subsets

of a large data set at the same time [8, 9]. It focuses on distributing the data set

across different nodes in a parallel computing environment. On the other hand, con-
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trol parallelism refers to the concurrent execution of different operations/instructions

on the same data set. It focuses on distributing the execution processes/tasks across

different nodes in a parallel computing environment.

In this section we have discussed different parallel computer architectures and

the basic properties of each along with their advantages and disadvantages. The par-

allelism technique to be implemented for a particular system greatly depends on

the underlying hardware and system architecture. Broadly, there exists two major

variant of multiprocessor systems known as tightly coupled and loosely coupled. A

combination of both or hybrid system is also available as shown in Fig. 1. So, there

are primarily three types of parallel computer systems available: Shared Memory

Multiprocessor (SMP) System, Distributed System, Hybrid SMP Cluster System.

In Table 1, a comparative analysis of advantages and disadvantages of these system

have been shown.

A tightly coupled system consists of more than one processor sharing the com-

mon memory using a common bus which is also used to access the I/O system. The

processors are capable of executing independently and may have their private cache

memory. The shared memory can be used for message passing and communication

between the processors [6, 10]. Such systems are particularly suitable for parallel

execution where different tasks/processes can execute a different set of code called

Fig. 1 Parallel computer architectures
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Table 1 Advantages and disadvantages of parallel computer architectures

Architecture Advantages Disadvantages

Shared memory

multiprocessor system

Easy to implement parallel

programs, has direct and equal

access to the system memory,

does not need any extra

mechanism to transfer data or

information between

processing units

High cost, less bandwidth

available per processor that

can limit scalability and can

hamper the system

performance, failure of one

can lead to the failure of the

overall system

Distributed system Provides better scalability,

much more robust and fault

tolerant than their shared

memory counterparts, system

continues to work even if some

computational nodes fail,

relatively low cost than the

tightly coupled ones [5]

Needs special care and

attention in the application

level to maintain

communication between

processing nodes [6],

transferring information

between different processors is

difficult as no common shared

memory is used here

Hybrid SMP cluster systems Combines the best of both

systems and is very much

suitable for parallel program

execution

Costly and difficult to setup

task or control parallelism. Figure 1a is an example architectural overview of shared

memory multiprocessor system.

On the other hand, loosely coupled system consists of more than one autonomous

computer. Each system in the network will have its own local memory and I/O sys-

tem and they appear to the external user as a single system. The computers share

system resources through the interconnected network. Such systems are also known

as distributed systems [6]. Figure 1b is an example of distributed systems [10].

A combination of these above two is known as a hybrid system. Recently, it

became very popular and is known as hybrid SMP cluster systems [6]. It is a more

advanced variant and can be looked as a loosely coupled system made out of mul-

tiple shared memory multiprocessor systems coupled together tightly. The hybrid

SMP systems are connected through a high speed network [10]. Figure 1c shows an

architectural overview of hybrid SMP cluster systems.

3 Parallelism in Java

As discussed earlier, in todays world parallel computing has become an absolute

necessity in domains which involve complex, extensive and time-consuming com-

putations and data mining is no exception. Historically, the primary choice for imple-

mentation of parallel programming has been traditional programming languages like
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Table 2 Features based comparison of well-known programming languages

Language Object

oriented

Functional Procedural Generic Reflective Portable Security

Fortran Yes Yes Yes Limited Limited

C Yes Limited

C++ Yes Yes Yes Yes Limited

JAVA Yes Yes Yes Yes Yes Yes Secure

C and Fortran. Java was rather considered inefficient for computation-extensive tasks

as Java programs run much slower than C or Fortran [11]. But, despite its perfor-

mance, Java has emerged as the preferred language for parallelism, especially for its

“Write Once Run Anywhere” facility and well rich feature set which are lacking in

traditional programming languages like C, C++ and Fortran. A feature-wise com-

parison of these well known and widely used programming languages is shown in

Table 2.

The main objective of this section is to present advantages of Java and some

existing parallelization techniques which can give directions for parallel data mining

algorithm development. We limit our discussions to only those libraries which are

quite generic in nature and not tied to any specific algorithm. These approaches can

be applied to parallelize any data mining algorithm to improve its performance. In

cases, where these methods are not suitable, they can well be used as a baseline and

can be extended to develop new parallelization engines of choice as per the demand

of the target algorithm.

3.1 Advantages of Java

Complex data mining applications are often found to be deployed across different

organizations. Thus, data mining applications involve a number of different plat-

forms and traditional programming languages are often found in-sufficient to handle

such heterogeneity. Java’s portability feature provides a comprehensive solution to

this problem [11]. The well-defined thread model of Java allows portable parallel

programming across different platforms with better performance. Being an object-

oriented language Java programs are modular and easily maintainable. Besides, Java

provides a number of other additional advantages such as its ease of use, network-

centric features, security, memory management etc.

Network programming in Java is a lot easier than other languages due to its vast

network-centric features [12]. It is an ideal network programming language providing

facilities such as TCP/IP based socket programming, object serialization and Remote

Method Invocation (RMI) which easily streamed across a communication link and
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invoke methods on a remote object located in a different address space on the network

as if the object exists locally.

Security considerations are very important from a parallel programming view-

point. Different parties/organizations participating in a parallel computing environ-

ment requires their systems to be safe from theft of data and malicious attacks. Java

has been designed with special care to its safety and security features. Several fea-

tures have been included at the language level to implement security. As discussed

in [11], some of these features include exclusion of pointers, ensuring type safety

checking, providing access control for variables and methods, automatic garbage col-

lection, inclusion of final classes and methods etc. Java uses a security model known

as the sandbox model [11] which allows user to run even untrusted code safely.

3.2 Parallel Java Architectures and Libraries

In this section, we are going to present a comparative analysis of some of the

recent parallel architectures and libraries available. These available architectures can

be broadly classified in two major categories: Automatic Parallel Architecture and

Semi-Automatic Parallel Architecture. An automatic parallelization framework [13]

is generally capable of parallelize the input program without any need of modifi-

cation to the implementation logic of the framework itself. Such implementations

are very intensive in nature as they have to incorporate huge analyzing and process-

ing logic to be able to understand and interpret the input program and decide on the

approach to parallelize it accordingly. Development of such framework is quite com-

plex as there is no further scope of run time alteration. However, it does not require

an expert to run the framework as there is no need of any framework modification

depending on input program.

A semi-automatic parallelization framework requires some kind of manual inter-

vention or modification of code/logic of the implementation based on the type of

input program to be parallelized. One advantage of such framework is that they are

relatively easy to implement as the designer has to focus on the core logic of the

framework as further alterations can be made during run time depending upon nature

of input program. But the major disadvantage of this, it may suffer from problems

like incorrect output and/or high running time if the input program is not properly

analyzed and framework modifications are not properly made. A detail study of these

architectures have been presented in the Table 3.
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Table 3 Comparison of different parallel architecture and libraries

Cite Type Approach Targeted for Implementation

[14] Automatic Trace-based parallelization. Traces

(hot paths of execution in a

program) are used as units of

parallel work

Data-parallel

applications

Java based

implementation

using Jikes

RVM

[15] Automatic Thread spawning. The system

achieves parallelism by creating

new asynchronous threads for each

new method invocation

Java programs

which uses

pointer-based

dynamic data

structures and

recursion

Java based

[16] Automatic Extract instruction signatures (read

from/write to memory etc.) to infer

data dependencies between

instructions. Create a set of tasks

based on the data dependencies

and execute them in parallel on

multiple cores of the processor

using a work-stealing algorithm

[17]

Sequential Java

programs

Java based

[18] Automatic Collect trace information

on-the-fly during program

execution to recompile methods

dynamically for parallel execution.

Also uses important features of

JVM like multi-thread execution,

run-time sampling, on-demand

recompilation etc.

Java programs Java based

implementation

using Jikes

RVM

[19] Semi-

Automatic

Operates through two major

components—a wrapper generator

and a parallelization engine using

techniques based on distributed

parallel method execution, code

migration and bytecode

transformation

Computation

extensive Java

programs with

loosely-

synchronous

tasks and to an

application

without source

code

Java based

[20] Semi-

Automatic

Using an API consisting of two

Python decorators. One identifies

functions that should be

parallelized and the other marks

functions which are free of

side-effects. The whole system

consists of 3 components

translation, scheduling and

distribution

Sequential

Python programs

on multi core,

cloud or cluster

systems

Python based
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4 Conclusion

In this paper, we have discussed about the need of parallelism of data mining algo-

rithms from both operational and performance point of view. However, despite a lot

of advantages offered by parallelization, there are also a number of limitations and

implementation implications it has which we have tried to point out in course of

our analysis. A parallel computer architecture is the primary need for implement-

ing parallelization in any system. Therefore, we tried to give an account of differ-

ent parallel computer architectures available in todays world. It is very important

to analyze a data mining application thoroughly in terms of multiple factors and

parameters before determining the choice of parallelism for the application. This not

only requires good understanding of the application itself but also require in depth

knowledge of benefits and shortcomings of the parallelization methods. From the

implementation point of view, a programming language is needed to develop par-

allel applications for the system. We have suggested Java as the language of choice

and discussed about some exclusive features it offers in support for parallel program-

ming. Finally, we have covered some state-of-the-art parallelization architectures

and libraries available today which can be taken as guidelines for implementing Java

based parallelization for data mining algorithms.
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Brief Review on Optimal Suffix Data
Structures

Kartick Chandra Mondal, Ankur Paul and Anindita Sarkar

Abstract Suffix tree is a fundamental data structure in the area of combinatorial

pattern matching. It has many elegant applications in almost all areas of data mining.

This is an efficient data structure for finding solutions in these areas but occupying

good amount of space is the major disadvantage of it. Optimizing this data structure

has been an active area of research ever since this data structure has been introduced.

Presenting major works on optimization of suffix tree is the matter of this article.

Optimization in terms of space required to store the suffix tree or time complexity

associated with the construction of the tree or performing operation like searching

on the tree are major attraction for researcher over the years. In this article, we have

presented different forms of this data structure and comparison between them have

been studied. A comparative study on different algorithms of these data structures

which turns out to be optimized versions of suffix tree in terms of space and time or

both required to construct the tree or the time required to perform a search operation

on the tree have been presented.

Keywords Suffix array ⋅ Suffix cactus ⋅ Suffix tree ⋅ Pat tree

1 Introduction

Many potential applications in language processing uses suffix tree as an extremely

powerful data structure. This data structure is constructed for a given text in such

a way, that every node in the tree correlates to a suffix of the text. It helps in pat-
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tern matching in a long string. By virtue of this capability, it plays a crucial role in

some text compression techniques as it allows repeated sequence of characters to be

represented explicitly. Suffix tree have been used in softwares to detect plagiarism

[1]. This is done by concatenating the strings involved and looking for sufficiently

long strings that occur in more than one of them. Suffix trees were first introduced by

P. Wiener in 1973 in his paper [2]. Donald Knuth characterized this as “Algorithm

of the year 1973”. McCreight (1976) and Ukkonen (1995) [3] have simplified the

construction of suffix tree. Thereafter, this has been an active area of research and

there have been a number of different algorithms proposed to construct and maintain

a suffix tree [4].

Suffix tree has profound application in the field of bioinformatics where there is a

need for large strings of DNA or proteins analysis with no defined boundary. It is also

used in the electronic storage and retrieval of information in large documents such as

encyclopedia and other reference works which requires the use of searching systems

that are efficient both in time and storage requirements [5]. Memory requirement and

response time largely depends on the choice of data structure and algorithm used for

processing the large documents. For a small document where processing time is not a

matter to concern, by scanning the text input a query can be answered. However, for

a very long text when multiple searches are expected, performing a pre-processing

step to build a data structure for speeding up the search is worthy. Suffix tree is a

solution to this.

A major bottleneck in the application of suffix tree is the large amount of mem-

ory needed. Optimizing the various aspects of suffix tree remains an open area of

research. The optimization may be done to make the suffix tree more time optimal

or space optimal or both. In this article, various optimization techniques have been

described that may be applied on a suffix tree to make it more efficient. A compara-

tive analysis of them have been represented here. This article would be a nice starting

point for beginners wishing to explore more on suffix tree.

In the next section, some important terminology have been given to understand

the optimal structure of suffix tree. After that, a comparative study on these suffix

tree have been presented. At the end, we have concluded our study on optimization

of suffix tree.

2 Terminology

2.1 Suffix Tree

Suffix Tree for a given collection of strings is defined to be the tree containing nodes,

which represent the strings S arranged in such a manner that all the nodes from

root to an intermediate node have same prefix for the string associated with that

intermediate node [6–8]. Here, the root is associated with an empty string as shown

in Fig. 1. Following are the characteristics of a suffix tree:
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Fig. 1 Suffix tree for

“ABCBCB”

1. Except root, at least 2 children are associated with every internal node.

2. Any edge of the tree is a part of the non-empty substring of S.

3. If two edges are divided from an internal node, then the two string labels won’t

have the same starting character.

4. All the string labels can be found on different paths from root to leaf.

2.2 Suffix Link

In a complete suffix tree, all internal non-root nodes have a suffix link to another

internal node. If the path from the root to a node spells the string “Sa”, where “S”

is a single character and “a” is a string (possibly empty), it has a suffix link to the

internal node representing “a” [7]. The dotted lines in Fig. 1 represent the suffix links

in the suffix tree.

2.3 Suffix Array

For a given string, sorted array of all suffixes are called a suffix array. This is a space

efficient data structure as compared to that of suffix tree [4, 9]. Suffix array may also

be represented by the elements which are starting positions of the suffixes sorted

in lexicographical order (Table 1). Considering the string “abcbcb”, a sentinel $ is

added to this to represent the end of string. It may be represented in the form as shown

in Table 2. All possible suffixes of the string “abcbcb” sorted lexicographically is
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Table 1 Sorted suffixes for “abcbcb”

Suffix i

$ 7

abcbcb$ 1

b$ 6

bcb$ 4

bcbcb$ 2

cb$ 5

cbcb$ 3

Table 2 String positions for text “abcbcb”

i 1 2 3 4 5 6 7

S[i] a b c b c b $

Table 3 Suffix array for “abcbcb”

i 1 2 3 4 5 6 7

A[i] 7 1 6 4 2 5 3

shown in Table 1. Each element of the suffix array may be represented as the starting

position of each suffix for a given text. Table 3 shows the suffix array obtained for

the text “abcbcb” where each element of the array being the starting position of the

corresponding suffix.

2.4 LCP (Longest Common Prefix) Array

LCP array is a supplementary data structure to the suffix array. Size of the longest

common prefixes of the sorted suffix array [5, 10] are stored in it. The complete

suffix array with the suffixes is shown in Table 4. Successive suffixes are compared by

lexicographically to construct the LCP array (L) for determining the longest common

prefix. The array is shown in Table 5.

3 Optimized Suffix Structure

Several researches have been done to optimize suffix tree. These optimization tech-

niques can be categorized as Space Optimization, Time Optimization & Hybrid or

Mixed Optimization. Under this section, our aim is to give a brief overview of the
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Table 4 Complete suffix array for “abcbcb”

i 1 2 3 4 5 6 7

A[i] 7 1 6 4 2 5 3

1 $ a b b b c c

2 b $ c c b b

3 c b b $ c

4 b $ c b

5 c b $

6 b $

7 $

Table 5 LCP array for “abcbcb”

i 1 2 3 4 5 6 7

L[i] 0 0 1 1 3 2 2

optimized structures of each category and compare them in a common platform. In

Table 6, we have summarized different optimal data structures, algorithms and their

special features and applications that have been discussed so far.

3.1 Space Efficient Structure

One of the crucial factors that is needed to be taken care in application of suffix tree

is the large amount of space required by suffix tree. Alternate data structures which

are more economical in space have been discussed here. However, the operations

and performance factors remain close or same as suffix tree.

Suffix Cactus

Suffix Cactus is an alternative data structure to suffix tree and suffix array. Size and

search performance of suffix cactus lies between suffix tree and suffix array. It is a

compact version of suffix tree or suffix array augmented with extra information. A

suffix cactus is formed from a suffix tree by concatenating the internal node with any

of its children. The concatenations are called the branches of suffix cactus [11]. The

name ‘cactus’ comes from the way the branches start in the middle of other branches.

Figure 2 shows the suffix cactus for the text, cabacca$.

In order to implement this structure, we require 2 arrays: SUFFIX and DEPTH.

SUFFIX is the basic suffix array that we have discussed earlier. The DEPTH array
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Table 6 Comparison on optimized suffix data structures

Algorithm or data

structure

Special Features Advantages Application

Space efficient

Suffix cactus [11] Internal nodes of suffix

tree are concatenated

with one of its children

Space required is

much less when

compared to that of

Suffix Tree but more

than Suffix Array

Regular expression

matching, string

matching

LC Trie [12, 16] Two levels of

compression: Path

Compression and

Level Compression

are applied on Suffix

Tree to obtain LC Trie

Compact data

structure which

requires much less

space when compared

to that of Suffix Tree

Pattern matching from

large documents such

as books,

encyclopedias and

DNA sequences

Time efficient

Stellar [13] Association between

nodes bind through

suffix-link and

tree-edges under them

are used to traverse

recursively

Significantly improved

search performance on

a suffix tree when the

suffix tree is stored in

disk

Used for performing

search on real DNA

sequences which is not

possible to be stored in

main memory

Balanced Indexing

Structure [14]

Balanced Search Tree

on the suffixes.

Supports indexing

when text is online

Constructs suffix tree

in linear time

Real Time Indexing

for applications where

text changes

dynamically

Space and Time efficient

Las Vegas Type Suffix

Tree [15]

Odd Tree of suffixes at

odd positions is

constructed first. Even

Tree is constructed

similarly. The trees

may be merged using

two ways: Sequential

Approach and Parallel

Approach

Work optimal parallel

algorithm to construct

suffix tree using linear

space

Dictionary matching

Augmented Suffix

Array [5]

Suffix Tree is pruned

to contain only first

suffix of each segment.

LCP of each segment

is stored in another

array. Combined data

structure forms

Augmented Suffix

Array

For very large texts,

most part of the data

structure can be stored

in secondary memory

without compromising

search operation

efficiency

Operation on large

texts
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Fig. 2 Suffix cactus for the

text, cabacca

stores information about the branching depth of each branch. The same holds for the

performance in many applications, such as regular expression matching.

LC Trie (Path and Level Compressed Suffix Tree)

LC Trie (Level Compressed Trie) [12] is a compressed version of a suffix tree. The

LC-trie is very easy to implement. The compression works well to reduce the space

requirement to such an extent that for n leaves tree, ⌈loglog(n)⌉ bits are sufficient.

Construction time for such level compressed tree is O(n log k) and space complexity

is O(n), where text and alphabet sizes are n and k, respectively.

This trie has two variant: Path Compressed and Level Compressed.

1. Path Compression: It reduces the search cost of the binary tries. For branching

from an internal node, indexing is used for indicating the character. This kind of

tree is also known as Patricia tree.

2. Level Compression: It is used to reduce the size of the Patricia tree. If the ith

highest level of the tree is complete against the (i + 1)th level, then the ith level is

replaced by a single node with degree 2
i
. This process iterates in top-down way

to get a structure for adopting the distribution of the input. The data structure

obtained is referred to as LC-trie or Level Compressed trie.

3.2 Time Efficient Structure

Optimization with respect to time complexity is an important factor to analyze as

far as suffix trees are concerned. Making time economical suffix trees may be done

by reducing the tree construction time or by reducing operation time over the tree.

Stellar is a time economical algorithm where searching cost is reduced. Another data
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structure, BIS (Balanced Indexing Structure) which is also time economical but here

the reduction is done on the construction of the suffix structure.

Stellar

Traversal in a suffix tree includes edge traversal and suffix link traversal [13]. The aim

to design a complete algorithm to optimize these two traversals gives rise to Stellar

(Suffix-Tree Edge and Link Locality AmplifieR). Stellar is a linear-time, top-down

strategy that utilizes the, to achieve high locality for both suffix-links and tree-edges.

Structural association between suffix-links and tree-edges below associated subtrees

are used to achieve high locality among them. The association between nodes con-

nected through these two are used to design the stellar [13]. If a node is inspected

only once using the top-down traversal, then Stellar needs linear time complexity in

the size of the suffix tree.

Balanced Indexing Structure

It is always been difficult to develop a real-time construction algorithm for suffix

tree. Presented in this section is a different data structure, Balanced Indexing Struc-

ture (BIS), which needs O(logn) time to construct a suffix tree for every single input

symbol [14]. Let, S1, . . . , Sn are the suffixes of S length n. Basic elements for each

suffix Si, BIS has n nodes. Constructing the BIS is done through a recursive algo-

rithm. The cost of addition of text in worst case is O(log n), where size of the text

to be inserted is n. Three data structures are incorporated in the BIS nodes are men-

tioned as follows:

1. A lexicographically ordered list of suffixes.

2. A lexicographic node ordering in a balanced search tree on suffixes.

3. Suffixes using a textual ordering.

3.3 Space and Time Efficient Structures

This section discusses different structures which make suffix trees both space and

time economical.

Las Vegas Type Suffix Tree

A simplified suffix tree of Las Vegas Type construction algorithm which yields an

O(log n) time, O(n) space and O(n) work complexity described in [15]. There are two

approaches to this method: sequential approach and parallel approach. The depth of

all refinement nodes in the trees is determined by DFS to deduce their lengths. Com-
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plete tree construction procedure include coupled−DFS merging along with final

DFS refinement procedure which needs O(n) time. Whereas, in the parallel approach,

the linear ordering of the suffixes makes its complexity to O(log n) time.

Augmented Suffix Array

A very efficient structure for string processing with respect to execution time is suf-

fix tree whereas suffix array is memory efficient but requires more execution time.

It is observed that suffix tree data structure spent more time on visiting nodes near

to root but memory is required more for the nodes near to leaf. When suffix array

is augmented by pruned suffix tree, it is known as augmented suffix array [5]. Aug-

mented suffix array requires O(|w|+ log(m) + k) time for pattern search of length w

in text t with the array divided in segments of length m. It requires about nlog(n) +

4n log(n)/m + O(n) memory bits for storing the tree.

4 Conclusion

Various optimization techniques of suffix tree, with respect to space, time as well

as both space and time have been discussed. The key observation is that optimizing

one of the factors, say space efficiency may lead to giving away the efficiency of the

time in exchange. Moreover, suffix trees need to be present in main memory in order

to be highly efficient. However, for large texts like dictionary or DNA strings, it is

not possible to accommodate such suffix structures in main memory. As a solution,

alternate data structures and algorithms belonging to suffix family have been intro-

duced which make it possible to perform the necessary operations like search and

insert in linear time when the data is disk resident.

Fields where search time is not that important as space required to store the suffix

tree, the time efficiency may be given away to some extent and the structure made

more space efficient. This is specially used in applications developed for hand held

devices where memory is limited. Thus it is the need of the application based on

which the optimization factor is applied. However, it is still remains an open area of

research to get a suffix tree which takes linear space and operable in linear time and

is resident of main memory. Applying the optimization techniques described in this

article to any suffix tree based algorithm to make it further efficient is an important

future scope in this field.
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Demalvertising: A Kernel Approach
for Detecting Malwares in Advertising
Networks

Prabaharan Poornachandran, N. Balagopal, Soumajit Pal,
Aravind Ashok, Prem Sankar and Manu R. Krishnan

Abstract From search engines to e-commerce websites and online video channels
to smartphone applications, most of the internet applications use advertising as one
of their primary source of revenue generation. Malvertising is the act of distributing
malicious software to users via advertisements on websites. The major causes of
malvertisement are the presence of hundreds of third party advertising solutions and
the improper verification of ads at the publisher’s site. Moreover, smartly tailored
advertisements are placed which exploit a browser’s bugs and vulnerabilities to
infect user with malicious software. In this paper, we highlight loopholes in the
currently applied advertising policies and the vulnerabilities that are exploited to
attack customers by serving malicious ads on user applications. The major con-
tribution of the authors is a framework developed to identify malicious advertise-
ments at the publishers’ end. It is based on two types of analyses. The first type of
analysis involves static analysis of the advertisement’s source code. The other type
is the behavioral analysis of the advertisements done in a secure sandboxed envi-
ronment to detect any malicious activity. We extracted a total of 9 features from
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15,000 advertisements and classified it using a trained one class SVM classifier.
Our result shows that 53 % of the suspicious ads contain dubious iFrames while
69 % of them perform redirections followed by drive by download 18 % with very
low false positive and false negative rates.

Keywords Malvertising ⋅ Malware analysis ⋅ Web advertising ⋅ SVM
classifier ⋅ Static analysis ⋅ Dynamic analysis

1 Introduction

Web advertising has become a billion dollar business, supported by large multilayer
ad network infrastructure. These web advertisements have become a major source
of revenue for a site which publishes advertisements. Even though web advertising
has multiple advantages, it has its own disadvantages too. Majority of the ads are
distributed as third party content to different publisher websites. So, for the pub-
lisher to control over the website content has become limited. Many of the
advertising networks cache the browsing behavior of users to serve targeted ads,
which is a threat to one’s privacy. As far as cyber security is concerned, the
negative side of web advertising is that malvertising can serve as a very effective
tool in hands of cybercriminals to steal information or cause potential damage to a
user. Since advertising on mobile applications has become a widespread way of
getting customers, the new target of adversaries have been through this medium.
Social networking sites such as Facebook and Twitter have been misused as a
platform for spreading malware [1]. Compared to other malware delivery mecha-
nisms, a small fraction of malicious ads can cause major damage [2]. Once the
damage is done, the advertiser can easily remove the malicious ad from the com-
promised network without any trace.

Dasient research states that 97 % of the Fortune 500 websites are at a high risk of
getting infected with malware due to external partners [3]. On 3rd January 2014,
malvertising attacks were carried out by Yahoo ads. Malicious ads were served by
ads.yahoo.com [4]. The malicious iFrames in the ads redirected the users to some
infected files that were hosted on third party servers. As a result even without
clicking on an infected ad the visitors to the malicious ad were redirected to an
exploit kit. Another well-known incident is the malvertising incidence that hap-
pened to the New York Times. A fake anti-virus scanner was found in their
homepage that attempted the website users to install the rogue anti-virus scanner
[5]. In 2010, the research released by Dasient indicated that 1.3 million malicious
ads are viewed per day that accounts to 59 % for Drive-by download and fake
security software contributed to 41 % [3]. According to Cisco, advertisements are
182 times more likely to serve malware than a smut website [6]. Symantec reports
that some massive malvertisements are leading to ransomwares attacks [7].

Detection of these malicious ads and identification of its corresponding attack
types are critical for a secure browsing experience.
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2 Online Advertisement: Threats

With the help of large multi-layer ad network infrastructure, display ads are
delivered to the user through advertisers, publishers and advertising network. In this
online advertising scenario, advertisers are the creators of advertisement. Publishers
on behalf of advertisers publish the ads on their web pages. The role of advertising
network is to bring advertisers and publishers together. Audiences are the users who
visit publisher pages and receive ad contents.

Ad-syndication Model
This business model increases the chance of posting malicious content on a big
publisher’s web site. Well-known trusted ad network domains may outsource to
smaller, newer and perhaps not-so-trusted ad domains. Overall 75 % of the landing
sides that serves malicious ads use multiple level of Ad Syndication [2]. Instead of
compromising a popular website by exploiting the vulnerabilities in their under-
lying software, attackers find it easier to attack their ad network whose security
practices may not be on the same level [8] (Fig. 1).

Dynamic Delivery of Ads
Dynamic delivery of ads is one of the features that are misused by cyber criminals.
HTML code snippets are provided that are used in conjunction with normal web-
sites so that it can be used to embed advertisements. Based on user or content
characteristics, content of advertisements can change dynamically. The issue with
this is the integrity of content is not easy to determine that is shared among different
domains.

Flash Ads
Malvertisements can take the form of flash programs. Attackers take advantage of
flash program’s ability to embed the business logic directly to the ad that can be

Fig. 1 Online advertising network
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even used to evade detection [9]. The malware sometimes looks like ordinary flash
file, but it may contain encrypted redirect function which circumvent the publisher
while uploading the ad. Once the ad is published in a website, the flash file can
launch the malicious redirect based on the business logic embedded in it.

QR Codes
QR codes have become very popular in consumer advertising. The QR code and its
content cannot be deciphered by the human eye [10]. An infected QR code may
contain a link to a malicious website that can infect the device with a Trojan.

Loopholes in Ad-policies
There are many reasons for malvertising to take place at the publishers’ site. One
major reason is the loopholes in the ad policies. Initially an attacker (advertiser)
posts benign ads and once the trust is established between the advertiser and the
publisher, the advertiser, in this case the attackers, start posting malicious ads right
under the nose of the publisher. Another challenge for large publishers is that, at
any given time, they run large number of ad tags. Monitoring all the ads being
served is a great challenge.

Pop-up Ads Malvertisements can also take the form of random pop ups while
browsing a page saying that you are a lucky visitor and you won an expensive gift.

Reputation Based Systems
Publishers usually rely on reputation based systems. Criminal organizations con-
vince the publishers by providing fake documentation and the advertisers can create
fake ad agencies to make the publishers believe them as legitimate ones. So rep-
utation based systems is not an ideal solution for preventing malvertisement [11].

3 Attack Methodologies

Attackers use a variety of methods to carry out malvertising. Most of the methods
use the loopholes and vulnerabilities in the browser and browser based languages.

3.1 IFrame Based Attacks

Link Hijacking as discussed in [12] is used in advertising to redirect users to
unintended websites. Malformed iFrames is used to automatically redirect users to
unintended pages. This makes the iFrame barely visible. Moreover, if the width and
height properties are set to a negative value it makes the iFrame invisible. Attacker
carryout iFrame based attack due to the reason that the web advertisement servers
need not be compromised to carry out this type of attack. Attackers can easily
embed hidden iFrames that serve malvertisements while interacting with a legiti-
mate user.
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The recent incidents of malvertising attacks via Yahoo ads [8] and the video
sharing websites YouTube and DailyMotion shows the use of highly effective
iFrame based web attacks on larger online communities. In the DailyMotion
malvertising incident, an invisible iFrame has redirected the websites’ users to the
exploit serving a fake antivirus malware [13].

3.2 Malicious JavaScript Codes

eval(): The JavaScript eval function language construct is very dangerous and it’s
evil is discussed in these works [14–16]. In some scenarios, ad scripts use a series
of string concatenations to construct URLs or JavaScript functions and it is passed
to eval. The purpose of doing this is to make the origin of ad hard to trace and the
attackers can dynamically choose ads for display.

Whitespace randomization: Obfuscation and code packing techniques are used
by attackers to evade detection of the malicious JavaScript ads [17]. White space
randomization is used as a JavaScript obfuscation technique. Attacker can scatter
whitespace characters throughout their code, taking advantage of the fact that
JavaScript ignores whitespaces. Even though it changes the static patterns, it will
not change the semantics of the JavaScript and is helpful for the attacker to carry
out attack [8]. Most of the security technologies use content matching to detect
obfuscation not white space randomization. Hence, signature based detection
techniques for obfuscation doesn’t fare well.

Presence of Shell code: Shell codes obfuscation techniques using unescape has
been used to distribute malware. In the work done by [18] describes the use of
unescape function to allow shell code in JavaScript based malwares. Shell codes
embedded inside JavaScript ads which are used for the manipulation of URL
encoded strings. Presence of escaped characters and unescape functions are also
discussed obfuscation mechanisms [19]. Hence presence of such functions and shell
code in an advertisement is classified as suspicious in our system. Attackers also
use string manipulation techniques, like manipulating comments in JavaScript
codes [8]. This technique can make the analysis hard for a researcher and the
effectives of the malicious ad can be maintained for a longer period of time.

The later sections present the methodology, design and implementation work of
our system to detect malvertisements.

4 Our Methodology

In our proposed malvertisement detection framework for the publishers, we perform
two types of analysis as shown in Fig. 2.

Static Analysis: The system analyses the advertisement code and looks for the
attack methodologies mentioned in the above section. The presence of hidden
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iFrames, eval functions etc. are taken as features and these feature sets is sent it to a
supervised classifier.

Behavior analysis: In the behavior analysis section the dynamic properties of
the advertisements are checked in a sandboxed environment. The advertisement is
opened in browser environment and the dynamic properties of the OS like registry
changes, processes spawned etc. and the network is monitored. These properties are
considered as the second set of features and sent to the supervised classifier.

5 Design and Implementation

In the static analysis module, the system will analyze the source code of the
advertisement. Within the advertisement it performs the following analysis:

a. Bad iFrame Detection: In our detection model, once an iFrame is found, it is
classified based on its size. If the size of iFrame is small, null or negative then
the system will classify that iFrame as suspicious. For example as shown below,
if the iFrame has width = 1 and height = 1, definitely it cannot serve the
purpose of an advertisement, Instead it can be used for carrying out attacks.
Small iFrame can make the exploit invisible to naked eye.

For large iFrames, the presence of object tag is checked. Since attackers use
Object tags to embed malicious scripts, the presence of object tag is classified as
suspicious.

b. Unescape Function Detection: The static analysis also involves checking for
the presence of unescape function. The presence of JavaScript unescape

Fig. 2 High level system flow diagram
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function with a large amount of escaped data could potentially indicate the
attempt to inject a large amount of shell code or malicious JavaScript. This could
help the attacker to take control of the system through browser vulnerabilities.

c. Shell Code Detection: The system also checks for the presence of any VB script
or shell code that can be used as an anti-detection mechanism used by attackers.
The other analysis in the static module includes whitespace randomization
checking and presence of eval function.

d. Dynamic analysis: The dynamic analysis checks the system behaviour by
running the advertisements i.e. by visiting the page with the ads using multiple
web browsers in a sandboxed environment. Cuckoo is an open source malware
analysis framework. We use the cuckoo sandbox to visit the pages using Internet
Explorer, Google Chrome and Mozilla Firefox web browsers. We use these as
they are some of the popular web browsers. Also, choosing different web
browsers and OS for inspecting one page increases the chances of detecting the
malicious advertisements. The system records network traffic trace, registry
changes, memory dumps of malware process, files being created, deleted and
downloaded by the advertisement during its execution in the sandboxed OS
snapshot running the advertisement. These records are used as features and
passed to the one class SVM classifier. The idea of the behaviour analysis is that
an advertisement is not supposed to make file changes or spawn processes or
even make suspicious redirects. Hence any such events are taken as a suspicious
feature.

Classification Algorithm
A feature vector F is made based on these static and dynamic analyses which are
sent to a supervised classifier S. Each element fi of the feature set represents a
Boolean value, which indicates the presence or absence of an attack method found
out in the static analysis module. All the fi are fed as inputs to a trained One
Class SVM classifier S [20] where it is categorizes the advertisements to a class
C which is either malicious or normal.

One class classifiers have been extensively used for outlier detection [21],
novelty detection [22] and concept learning [23, 24]. In one class SVM classifier,
we train a model based on the data from a particular known class. The objective is
to define a boundary around the known class using support vectors such that any
data outside the boundary will be considered as outliers or the not-known class.

6 Evaluation of the System

We crawled more than 15,000 ad impressions from Alexa’s top websites for
analysis. Out of that we manually verified 14,627 to be normal legitimate ads and
the remaining 373 as malicious. We trained our one class classifier with the 9
features extracted from these 14,627 legitimate ads.
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On cross-validation for testing the accuracy of the system, our model detected
362 of the 373 ads as malicious with 3 false positives and 1 false negative. Out of
the 362 ads, 193 ads contained suspicious iFrames; 78 ads had the whitespace
randomization in the code greater than the threshold; in 57 advertisement’s code,
the system was able to detect the presence of potentially dangerous eval function;
28 ads had unescape function with a large amount of escaped data and the
remaining 6 ads had shell codes embedded inside their codes. The statistical results
is shown in the Fig. 3 given below.

7 Conclusion

Legitimate use of online advertising is necessary for the web economy as it enables
each party to profit from the system. Since when the cyber criminals started using
online advertisement for carrying out malicious activities, malvertisement attacks
are unfortunately turning into a more serious problem for online advertisement
business model. As malvertising targets the known vulnerabilities of operating
system and browser, the softwares in the system should be up to date. Compared to
other malware delivery mechanisms, a small malicious ad campaign can cause
major damage. We have come up with a system that is a combination of static and
dynamic analysis that could effectively detect malvertisements with very low false
positives and false negatives. We hope our system helps in mitigating the malwares
spread across the internet via advertisements and provide safe and secure browsing
environment for the users.

Fig. 3 Pie chart of malicious ads based on a Static analysis features and, b dynamic analysis
features
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Closure Based Integrated Approach
for Associative Classifier

Soumyadeep Basu Chowdhury, Debasmita Pal, Anindita Sarkar
and Kartick Chandra Mondal

Abstract Building a classifier using association rules for classification task is a

supervised data mining technique called Associative Classification (AC). Experi-

ments show that AC has higher degree of classification accuracy than traditional

approaches. The learning methodology used in most of the AC algorithms is apriori

based. Thus, these algorithms inherit some of the Apriori’s deficiencies like multi-

ple scans of dataset and accumulative increase of number of rules. Closed itemset

based approach is a solution to the above mentioned drawbacks. Here, we proposed a

closed itemset based associative classifier (ACFIST) to generate the class association

rules (CARs) along with biclusters. In this paper, we have also focused on generat-

ing lossless and condensed set of rules as it is based on closed concept. Experiments

done on benchmark datasets to show the amount of result it is generating.
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1 Introduction

Knowledge extraction from databases has been gaining popularity in many of the

major applications like marketing, manufacturing, fraud detections and telecommu-

nications. This process is aimed to discover useful, hidden information from the huge

amount of transactional raw data which includes data preparation and selection, data

cleansing, data transformation, data mining and interpretation. The most important

step in the process of KDD is data mining which extract meaningful patterns from

cleaned and transformed data. Association Rule Mining (ARM) and Classification

are the major data mining tasks which gain popularity in recent times. Recently,

researchers have become interested in performing Associative Classification (AC)
by merging the process of ARM and Classification together. The result of which is

Class Association Rules (CARs) set.

Several research studies [1–5] show that AC is superior than other traditional

classification approaches such as [6, 7]. The primary advantage of AC is that it pro-

duces very simple knowledges with “If-Then” rule that can easily be understood and

interpreted. Moreover, using this approach additional useful hidden information are

able to find which traditional methods are unable to detect. This new data insights

help to upgrade the predictive accuracy of the classifier according to various experi-

mental studies as shown in [5, 8–11]. The learning methodology used by most CAR

algorithms test the correlations between attribute and class value of the training data

set. It may result in redundant rules which may cause an exponential growth of rules

when no suitable pruning method is invoked as shown in [12, 13]. This problem usu-

ally happens for very small minimum support threshold value or highly correlated

input data.

Here, we propose our ACFIST (Associative Classifier using Frequent general-

ized Itemset Suffix Tree) algorithm that utilizes a close lattice based approach used

in ARM. The concept of closed itemset in ARM minimizes the generation of candi-

date itemsets and consequently the overhead caused by the exhaustive search tech-

niques like Apriori. Majority of the current CAR algorithms extract the highest fre-

quency class connected with the itemset of the training data and ignore all other

class labels. Nevertheless, there are many applications like online shopping cart,

which may require generation of rules with multiple labels, giving the decision mak-

ers more alternatives to select from. Here, we have focused to extract the complete

set of possible classes for each rule so that the end-user can use them in their business

activities. We have also focused on generating lossless and condensed set of rules

as it is based on closed concept. Experiments were conducted on six benchmark

datasets to show the amount of result it is generating and time it needs to complete

the process.

In the next section, we have explained our proposed approach in great detail. Dur-

ing the explanation, we have used an example to evaluate the algorithm simulta-

neously. In Sect. 3, we have presented the experimental results generated from our

experiments. Conclusion and future scope of the work have been presented in the

last section of this paper.
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2 Methodology

2.1 Problem Statement

A special case of association rule mining known as associative classifier involves

only class attribute as consequent of the rules. Such as, a rule X→Y, where X can

be any set of disjoint attribute value pairs and Y is only a class attribute. The formal

definition of the problem statement of associative classification is as: The training

data set D has n distinct attributes X1,X2, ....,Xn and Y is a list of classes where an

attribute can be categorical or continuous and |D| is the number of rows. Any dis-

cretization method can be applied for continuous attributes. Our goal is to construct

a classifier from set of rules generated D, as R: X→ Y1, where X is a set of disjoint

attribute value pairs and Y1 is a class which belongs to Y. Here, the main task is

to generate a set of rules for predicting the classes of previously unknown data as

accurately as possible.

2.2 Proposed Approach

Our proposed algorithm has been termed as Associative Classifier using Frequent

generalized Itemset Suffix Tree (ACFIST). Detail analysis of our proposed approach

has been discussed in this section. ACFIST is divided into three different phases

and several sub-phases under it. These phases of ACFIST algorithm is depicted in

Fig. 1. Phase 1 looks for associations between attributes and class in the input data

set. Phase 2 is used to generate the frequent closed itemsets (FCIs) from the associa-

tion between attribute-value generated in the previous phase. These we can generate

biclusters from these FCIs using the object id list present in the compact data struc-

ture. These phase equivalent to another algorithm FIST proposed in [14]. This is

the reason we call our approach an integrated approach. After finding the complete

set FCIs, third phase is used for rule sorting based on thresholds such as support,

confidence. Output from phase 3 is the Class Association Rules for representing

the classifier which is the ultimately goal of proposed approach. The general algo-

rithmic flow of ACFIST is shown in Algorithm 1. The inputs to this algorithm are

Source datasets named inputDB.csv, Class Attribute name, minimum support value

and minimum confidence value.

In the following subsections, we have explained the three phases of this algorithm

along with result execution on the example database shown in Fig. 2. The minimum

support and minimum confidence taken for this example execution are 80 % and

80 %, respectively (Fig. 3).
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Fig. 1 Phases of associative classifier

Fig. 2 Transaction database D1

Fig. 3 FGIST after updating with all CARs
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Algorithm 1 Associative Classifier Version Of FIST: General algorithm

Input: inputDB.csv, Class Attribute, minsupport Value, minconfidence Value

Output: Class Association Rules

Phase 1: Parsing the input data set
Phase 2: Mining frequent closed itemsets

Phase 2.1: Create frequent Generalized Itemset Suffix-Tree (FGIST)

Phase 2.2: Find frequent closed itemsets

Phase 3: Generating Class Association Rules
Phase 3.1: Update FGIST such that each path from root to leaf represents a CAR

Phase 3.2: Generate CAR

Phase 1: Parsing the Input Dataset

In this phase, the source dataset e.g., inputDB.csv is taken as input and generates

inputDBFIST.csv and inputDBClass.csv as output. Where inputDBClass.csv con-

tains all class attributes along with their object lists and inputDBFIST.csv contains

the entire source dataset except the class attribute. Basically, it divides the input

dataset into these two parts. inputDBFIST.csv will later go as input to the phase 2 to

generate the FCIs and inputDBClass.csv will be used in phase 3 to generate CARs.

Algorithm 3 shows the function, CSVParse(), for parsing input dataset. The output

of this phase to the example database is given in Fig. 4.

Phase 2: Creating Frequent Generalized Itemset Suffix-Tree

After the first phase, inputDBFIST.csv goes as input to the second phase. Output

of this phase is the data structure called Frequent Generalized Itemset Suffix-Tree

(FGIST) which stores all frequent closed itemsets along with their row-ids. Detail

explanation of this phase is explained in [14] as we have extended their approach for

generating CARs. Output of the example dataset is shown in Fig. 5.

Phase 3: Creating Class Association Rules

After creating final FGIST by updating and pruning each branch of the FGIST in

Phase 2, the tree contains only frequent closed itemsets. The FGIST along with input-

DBClass.csv containing class labels and their object list can be used to create Class
Association Rules. The algorithm for creating CARs is given in Algorithm 2. The

block diagram of generating CARs for the example dataset is shown in Fig. 6.

GenerateRules()

The pseudo-code of generateRule() function is given in Algorithm 4. This function is

called from root of the tree to create Class Association Rules from FGIST. For each
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children under the root, it recursively calls another function createRule() as shown

in Algorithm 5.

Algorithm 2 Phase 3: Creating CARs from FGIST.

Input: FGIST and inputDBClass.csv

Output: FGIST containing CAR

begin
for all Frequent Closed Itemset I with object list OID ≠ null do

for all Class labels cl with object list OID ≠ null do
if (I.OID

⋂
clj.OID) ≠ null then

Create class node named classNode, whose value is cl

classNode.OID=I.OID
⋂

cl.OID

I.child=classNode

end if
end for

end for
end

CreateRule(Rule Prefix, HNode I)

This function is called for the first time by geneateRules() function with two argu-

ments: An empty rule named prefix and reference towards the first node of the branch.

When createRule() function is called, it receive two values corresponding to the fol-

lowing arguments: first, a rule set prefix corresponding to the frequent closed item(s)

and class labels gathered by recursive calls performed till this node. This itemset is

initialized to empty set at first call by the generateRules() function. Second, a ref-

Fig. 4 Parsing input dataset using CSVParse()
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Fig. 5 FGIST of the example dataset

Fig. 6 Phase 3 execution

for example dataset

erence to a node named I corresponding to the first node of the branch currently

processed. createRule() function creates rule whose antecedent starts with the node

name I corresponding to the frequent closed itemsets. After completing all these

steps shown in Algorithm 5, the updated suffix data structure containing only CARs

for the given example is shown in Fig. 3.
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Algorithm 3 Function: CSVParse()

Input: Source dataset named inputDB.csv

Output: inputDBFIST.csv and inputDBClass.csv

begin
for all row R in source dataset do

Parse the row

Store the class attribute and row number in inputDBClass.csv

Store rest of the values along with it’s row number in inputDBFIST.csv

end for
end

Algorithm 4 Function: generateRules()

Input: FGIST and inputDBClass.csv

Output: FGIST containing CAR

begin
for all Child C in ROOT do

C.createRule({},C)

end for
end

Algorithm 5 Function: createRule(Rule prefix, HNode I)

Input: Rule prefix and HNode I

Output: FGIST containing CAR

begin
Add I.item to prefix

for all Child C1 of I do
C1.createRule(prefix,C1)

end for
if I.OID ≠ null then

for all Class label cl do
T = { I.OID ∩ cl.OID }

if T = null then
Continue with next class label

else
classNode.item=cl

classNode.OID=T

I.child=classNode

end if
end for

end if
Remove I.item from prefix

end

3 Experimental Results

We have conducted experiments to evaluate the number of rules and execution time

of our proposed approach. Experiments were conducted using six data sets men-

tioned in Table 1 which are taken from UCI Machine Learning Repository. All the
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Table 1 Data set used for experiments

Data set name # Attributes # Instances # Class # rules Execution time (ms)

Breast cancer 32 569 2 608 172

Tic-tac-toe 9 958 2 308 344

Car 6 1728 4 124 125

Glass 10 214 7 41 32

Vehicle 18 946 4 40 31

Iris 4 150 3 4 15

Fig. 7 Graphical plot of

execution time against size

of dataset

experiments were performed on a 2.93 GHz, Core 2 duo PC under Windows XP

Operating System. In our experiments, minimum confidence is set to 80 % but choos-

ing a value minimum support is more complex. This is because minimum support

has a strong effect on the quality of the resulting classifier produced. If minimum

support is set too high, those rules that cannot satisfy minimum support but have

high confidences will not be included and also the CARs may fail to cover all the

test cases. After few experiments, we set minimum support to 80 % in all the exper-

iments reported below.

Figure 7 shows the graph which plots execution time against size of data set.

Figure 8 shows the graph which plots total number of rules generated against size

of data set.
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Fig. 8 Graphical plot of

total no. of rules against size

of dataset

4 Conclusion

Integrating association rule and classification is gaining popularity as a major data

mining task. Traditional classification techniques like decision tree or rule induction

has less accuracy than ACFIST. In this paper, some problems related to associative

classifier have been investigated and a new ACFIST algorithm is proposed as it’s out-

come. This algorithm has the following main features: it uses FIST [14] algorithm to

generate frequent closed itemsets which then used to create class association rules. It

uses confidence and support as measures to compare two rules. This algorithm gives

list of all rules, which can be formed from one itemset and also support, confidence

of those rules. This helps to prevent information loss and also helps end users to have

an idea about the precedence of those rules.

In some applications, condensed representation of CAR is needed which can be

generated by using rule pruning. Database Coverage is one such method for rule

pruning. As a future development, we will incorporate this to our method. Also, we

have not compare the performance of our algorithm with other state-of-art algorithm

in this paper due to space limitation and since our approach is an updated version of

FIST which has good time and memory complexity than other algorithm as shown in

their paper [14]. But, as future scope, we will do the performance comparison after

incorporating rule pruning to our approach.
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Approaches and Challenges of Big Data
Analytics—Study of a Beginner

Ankita Roy, Soumya Ray and Radha Tamal Goswami

Abstract Big data analytics is a process of examining large set of data and
extracting only the useful information out of it for further research. Data that is
generated these days doesn’t follow any particular structure. Data can be structured,
un-structured or semi-structured. Data can be in form of text, image, video, live
streams etc. It is a challenging job to handle such data for data mining, web mining
and text mining or environmental research works. In this paper we have discussed
about the step by step process of big analytics and the relevant challenges while
applying on real life events. Also this paper provides a comparative study on the
popular data mining algorithms which are generally used for big analytics.

Keywords Data mining ⋅ Big data ⋅ Big analytics ⋅ Algorithms ⋅ Applica-
tions of big data

1 Introduction

Data that is too large to store in traditional database is called big data. Big data can
be of various size and dimensions. It has mainly three characteristics: volume,
variety and velocity. Terms like petabyte, exabyte explain the volume of big data. It
can be of various types, like: Structured, Semi-structured and Unstructured. Pre-
viously, structured data was used for data warehousing. And for unstructured data,
first the data is extracted, transformed to structured data and then loaded in the
warehouse. It was called ETL process. Some cases loading is done before trans-
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formation, which is referred as ELT process. In case of big data following these
processes are impossible. The velocity of big data is unpredictable, so it is too
difficult to store and analyze big data to extract the useful information.

In this paper we have done a thorough study of big data analytics and described
the steps of the workflow. The implementation challenges of mining algorithms for
the purpose of big data analytics are also explained briefly.

2 Related Work

Many algorithms are already defined for the analysis of large data sets. Many
researchers also proposed advanced algorithms. Thabet Slimani proposed current
trend in association rule mining and also compared the performance of different
algorithms. He and his friends are working on Parallel Implementation of Classi-
fication Algorithms Based on Map Reduce. They have worked on unstructured data
and tested their algorithm. A rapid distributed algorithm for data mining association
rules is proposed by Cheun. D.W., by reducing the number of message passed.
Revolution analytics offers a framework where parallel algorithms can be optimized
within HADOOP. Karthik Katamba et al. working on asynchronous algorithms on
map reduce [1]. These all researchers are testing different algorithms on rough data
to find out only the useful information, pattern from huge data set, for future
analytics.

3 Data Analytics

Every day huge data is generated by geological sensors, social media and satellites.
If we want to predict a social or natural scenario from that huge data, first we have
to fetch only the useful information out of it and then analyze that part to come to a
conclusion. This process is called Data Analytics. High-performance analytics can
be used for simpler and faster processing of only relevant data. We can apply
high-performance data mining, predictive analytics, text mining, forecasting and
optimization on big data.

3.1 Scale of Big Data and Scope of Big Data Analytics

In the year 2008, enterprise server systems in all over world have processed
9.57 × 1021 bytes of data [2] and in every 2 years from then, this number is
expected to be at least doubled. Facebook operates on around five hundred TB
user log and hundreds of TB image data every day. YouTube statistics says that
every minute 100 h of video are uploaded and more than 135 thousand hours are
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watched [3]. In 2012, smartphones sold like never before and as a result almost 46
million mobile apps were downloaded, each app collecting more data. These
statistics only gives an idea about the current existence of large data sets. Data can
be structured (financial data, government statistics), semi-structured (sms, emails)
or completely unstructured (audio, video files). Healthcare applications, social
networking recommendation systems, business analysis operations are examples of
those applications which require effective analysis large data sets.

3.2 Nature of Alalytics Work

The term Big data analytics broadly covers any decision making task, which is data
driven. Analytics is used by both the corporate world and academic scientists and
researchers. In business world, analytics team uses business information data like:
customer, sales, profit etc. In academia, researchers analyze data to test hypothesis
and then form their own theory. They have full control on the source data. But in
both the cases, the overall analytical workflow is almost similar. Data analytics can
be done through acquiring data, choosing proper architecture, shaping Data into that
architecture, Coding and/or Debugging and finally reflecting and Iterating the
result.

4 The Steps of Big Data Analytics and Related Issues

Analysis of big data is primarily divided into five interrelated steps. But every step
has to face some major challenge handling the large data. Here we discuss the steps
and relevant challenges (Fig. 1).

4.1 Acquire Data

The first challenge of Big data analytics is to find out the source. Many private
companies and governments sell data into market for public interest. But the online
available data does not follow any particular format. Some are not in even machine
readable format. So it is really hard to use those data in practical work.

Fig. 1 Steps for big data analytics
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4.2 Choose Architecture

Choosing the architecture is a very important step of this analysis work. The
architecture has to be efficient by means of performance and cost. Terabytes of data
we cannot store in a single machine’s memory. We have to rely on distributed
computing approach. We can use HADOOP to store our data, where commodity
hardware will be involved, so it can be cost effective. Then we need to make a
cluster of nodes, where our data will be stored divided into different blocks. We can
very well use that data whenever required. Taking proper decision is highly
important for the next steps.

4.3 Shape Data into Architecture

After we have got the proper dataset and platform, we need to upload the data into
that platform. But we have to make sure that the data is uploaded in proper order, so
that it will be compatible with the style of computation. So data has to be structured,
partitioned and distributed before uploading.

4.4 Coding

For big data analytics, languages like R, Python, Pig can be used over
HADOOP. For large data sets, instead of simple excel tools, cloud analysis is used,
which is far more complicated than traditional desktop tools.

4.5 Reflecting and Iterating the Result

After successful completion of coding, debugging needs to be done, which follows
reflecting and ultimately through iteration result is achieved. Tools like R, Python,
Matlab provide desirable environment.

5 Desirable Algorithms

Many algorithms are designed to perform analysis on large data sets, but choosing
the appropriate algorithm for analytic work depends on some factors, like size and
structure of the data set. Platform is also an important factor for analytics as
computation depends on parallel, distributed or real time approach. Following sub
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sections describe describe some of the algorithms, which can be useful for data
mining jobs to be performed in big analytics.

5.1 Naïve Bayes Approach

Naïve Bayes is the simplest approach to be implemented. Here we use some prior
probabilities, likelihood and posterior probabilities, so that we can classify the
incoming data items. This is suitable for simple filtering and straightforward clas-
sification problems. Software packages like Apache Mahout, Weka support naïve
bayes.

5.2 K-Means Clustering Algorithm

This is a method for estimating the mean (vectors) of a set of k groups. If the
number of variables is large, then computation in k-means is faster than hierarchical
clustering, provided k is small.

5.3 Apriori Algorithm

Apriori algorithm is mainly used over transactional database. It provides a solution
for mining on frequent item set and learning of association rules. Using Apriori
algorithm we can highlight the general trends in a database. This algorithm has
powerful application in market research and recommendation systems.

5.4 Frequent Pattern Growth Algorithm

Frequent pattern growth algorithm is used to find frequent patterns and used in
market analysis, retail etc. This algorithm never breaks long patterns of any
transaction; rather it preserves whole information for FP mining. It reduces infre-
quent items and stores the remaining in descending order of frequency.

5.5 A Comparative Study of These Four Algorithms

See Table 1.
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6 Applications of Big Data Analytics

In Sect. 3.1 we have mentioned the scale and scope of big data analytics. Some
industries use only text data in form of mails, chat conversations, tweets, social
media postings etc. Some of the industries like mobile industry; they work on
location and time data as well, to know the current position of the customer. These
are most privacy sensitive types of big data. Retail and manufacturing companies
use radio frequency identification data. Social networking data is very important for
telecommunications and some other industries. Hence the application scope of big
analytics is also increasing proportionately.

6.1 Social Media and Internet

In 2011, the Virginia earth quake or japan tsunami was experienced by many people
seconds after they got tweets of the disasters. So, we can understand the speed and
also the impact of the flow of information in social networks. Using big analytics in
social networks we can easily understand the pattern of behavior, shape the flow of
information, manage resources efficiently and predict situations beforehand. Inter-
net itself is a source of web data. By proper application of big analytics, we can
make efficient indexing of image and videos, so that searching will be easy and
quick. This will provide new scope in search engines.

Table 1 Comparative study of data mining algorithms

Naïve bayes approach K-means clustering Apriori algorithm FP growth
algorithm

Suitability • Simple Filtering
• Straightforward
classification

• Small number of
groups with large
number of variables
in each group

• Very large data
• Breadth oriented
search

• Where time is not a
constraint

• Finding frequent
patterns

• Vertical data
format

Type of user • Beginners
• Expert Statisticians

• Technology savvy
people with clear
idea about their
purpose

• Big data analysts
• Data miners

• Technology
savvy people
with proper
resources

Applications • Text Classification
• Spam filtering

• HADOOP
• Sensus
• Social Networks

• Market research
• Recommendation
system

• Retail
supermarket like
Amazon

Software
support

• Apache Mahout
• WEKA
• ORANGE: for
novice and experts

• Apache Mahout
k-means currently
supports:
Collaborative
filtering, Mean shift
clustering, Fuzzy
k-means

• ELKI
• MATLAB
• R

• Java library SPMF • Apache Mahout
• MAFIA, it is an
algorithm for
mining maximal
frequent item set
for transactional
database
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6.2 Government Organizations and Public Sector

All sectors are going digital now. The USA President issued a directive in 2012,
named “Building a 21st Century Digital Government”, demonstrating the flow of
decision making to address critical data handling and the need of data analytics [4].
By 2015 they have closed 1000 data centers and moved almost 79 services to cloud.
Some US Federal agencies also moved their public websites to Amazon’s EC2.
AWS GovCloud has been created for these commercial purposes [4]. Analytics
have significant application in fraud detection also, for the purpose of giving social
security of common people.

6.3 Health and Human Welfare

Medical data corresponds to EMRs and images like x-rays, USGs etc., which is
growing rapidly in both record size and whole population coverage. Pharmaceutical
data like drug molecules, their structures, bio molecular information; personal
practice reports like dietary habits, patterns of exercise, activity records etc are also
included in healthcare data. A survey by the McKinsey Global Institute [5] cal-
culated that more than three hundred billion Dollars in value can be made every
year by healthcare analytics. That means cost-benefits of big analytics here are
highly appreciated. If genome structure, heredity, lifestyle, clinical and healthcare
data can be analyzed properly, probability of critical illness can be predicted
beforehand. That means, data quality and efficiency of analysis are critical in health
informatics.

6.4 Business and Economy

Everyday a business enterprise collect large amount of data of various kinds.
Customer relation data, inventory data, supplier data, store related data, market
data, video feeds, customer profiles, customer preferences, financial data are the
examples. They might be log data or images or video feeds or text data and also it
may exceed exabytes. Since business analytics on such huge datasets are done in
reputed companies, the infrastructure provided is well structured and integrated.

6.5 Experimental Processes and Research

Big data analysis has good applications in computing and experimental processes.
Simulations, which were previously done with scaled data, now can be done using
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exascales. Also, exabytes of data is generated from high speed collision of
sub-atomic particles. These data must be analyzed to prove scientific theorems.

7 Conclusion

This paper is a study of different aspects of Big Data analytics. Starting with the
basic steps, we have covered scale and scope of big analytics, common applications
and useful mining algorithms here. Since big data is an emerging trend in business
and academia, they have to work together to invent new technologies, optimize old
algorithms and advancement of analytical tools to support large data sets with
different structures.
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A Novel MapReduce Based k-Means
Clustering

Ankita Sinha and Prasanta K. Jana

Abstract Data clustering is inevitable in today’s era of data deluge. k-Means is a
popular partition based clustering technique. However, with the increase in size and
complexity of data, it is no longer suitable. There is an urgent need to shift towards
parallel algorithms. We present a MapReduce based k-Means clustering, which is
scalable and fault tolerant. The major advantage of our proposed work is that it
dynamically determines the number of clusters, unlike k-Means where the final
number of clusters has to be specified. MapReduce jobs are iteration sensitive as
multiple read and write to the file system increase the cost as well as computation
time. The algorithm proposed is not iterative one, it reads the data from and writes
the output back to the file system once. We show that the proposed algorithm
performs better than an Improved MapReduce based k-Means clustering algorithm.

Keywords Davies-Bouldin index ⋅ MapReduce ⋅ Clustering ⋅ k-Means

1 Introduction

There is a remarkable growth in data generation from multiple sources such as
social media, business enterprises, sensors and so on [1, 2]. The IDC Digital
Universe study estimates that the amount of digital data will grow to 40 zettabytes
by 2020 and this will be doubled each year [3]. Acquiring knowledge hidden in this
huge amount of data is a big challenge. Clustering is a powerful unsupervised
learning data mining technique which is very useful for this purpose [4]. However,
as the size of data is very large, single machine is no longer suitable for clustering.
The need is to make a gradual shift towards the use of multiple machines with
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distributed storage and distributed processing [5]. Clustering divides the data into
groups called clusters, where objects in one cluster are more similar than the objects
belonging to other clusters. One of the most popular and commonly used clustering
algorithm is k-Means. It is very simple to implement and robust. However, there are
some inherent weaknesses in k-Means clustering. For examples, the user has to
specify the number of clusters before the start of the algorithm, which may lead to
the resolution problem. The generated clusters are also very much sensitive to the
selection of initial seeds [6]. Therefore, many algorithms [7, 8, 9], have been
reported to improve the performance of the k-Means. However, all such algorithms
have been developed for standalone systems and hence they are very slow to
process large size data. Therefore many efforts has been made to implement
k-Means on multiple machines [6, 10–13], some of which are also based on
MapReduce.

In this paper, we propose a new MapReduce based k-Means clustering algo-
rithm, which runs on multiple machine. However, our algorithm has the following
advantages over the existing algorithms. It dynamically determines the number of
clusters and hence it does not require the user to specify the number of clusters to be
generated. Most importantly, it does not iterate over the map() and reduce() phases
unlike other MapReduce based k-Means [6, 11, 12] and hence it is faster. The
proposed algorithm is tested extensively through simulation and the results are
compared with improved k-Means [12] to show the efficacy of the proposed
algorithm.

In the recent years, various clustering algorithms have been developed which are
based on MapReduce. Cui et al. [10] have reported a MapReduce based k-Means
algorithm in which the iteration dependency of MapReduce jobs is taken into
consideration to obtain a scalable algorithm. However, they use three MapReduce
jobs for this purpose, which increase communication and I/O cost. In [11] another
parallel k-Means algorithm has been presented, but no care has been taken for initial
seed selection. Bahmani et al. [6] have also presented MapReduce based k-Means
clustering algorithm where the cluster number has to be specified. The algorithm in
[12] does not take the iteration dependence of MapReduce into account and calls
both map() and reduce() functions multiple times before convergence. In [4]
Weizhong Yan et al. have presented an algorithm which uses MPI to implement the
power iteration clustering in a parallel environment. However it does not address
the node failure which is inherently handled by Hadoop. Work has also been done
for GPU based clustering. For example, G-DBSCAN [14] is the parallel imple-
mentation of density based clustering algorithm DBSCAN which is about 100 times
faster than the CPU implemented sequential DBSCAN algorithms. The algorithm in
[15] presents a GPU based parallel computing for large scale data clustering. The
performance gain was 30–60 times in GPU than on a 3 GHz CPU implementation.
GPUs’ disadvantage lies in its limited non-orthogonal instruction set and pro-
gramming model. On the other hand, our proposed algorithm is iteration inde-
pendent and thus faster. It solves the over-resolution problem due to automatic
selection of cluster number in the Reduce phase.
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The organization of this paper is as follows. An overview of k-Means and the
proposed algorithm are presented in Sect. 2. The experimental results are described
in Sect. 3 followed by the conclusion and future work in Sect. 4.

2 Proposed Work

2.1 An Overview of k-Means

k-Means is a partition based clustering algorithm. It chooses the initial cluster
centers, i.e., seeds randomly, and then iteratively assigns the data points to them
until convergence. Each point is added to the nearest center, and in each iteration a
more optimal center is selected [6, 10–12]. The pseudo code in Algorithm 1
explains the working of the basic k-Means.

2.2 Proposed Algorithm

The basic idea of our proposed algorithm is as follows. The initial data is divided
into small chunks or blocks and distributed over the individual machines (nodes).
The distribution of the data is performed by internal mechanism of Hadoop and no
prior knowledge was available regarding the data sets [16, 17]. Each node works in
parallel to process the data points assigned to it. MapReduce is a parallel pro-
gramming paradigm with two phases map() and reduce(). The output of one map()
task is independent of the output of other map() tasks [17]. Each map() generates
k clusters thus k centroids. The centroids are chosen as the representative which are
merged in the reduce() phase on the basis of dynamically calculated threshold
value. Finally, the data points in a particular cluster are mapped to the merged
clusters generated to get the final output.
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In map() phase, k-Means algorithm is run on each node in parallel. The output of
the map() is set of clusters. The clusters generated by one node may be similar to
the cluster generated by other nodes. Therefore, one of the biggest challenge is to
merge the output of map() phase in the reduce() phase. In conventional k-means the
number of clusters has to be specified prior to the start of the algorithm. This may
lead to the problem of over-resolution i.e. the obtained number of clusters is more
than the actual number of clusters. In our proposed work we handle this problem by
intelligently selecting the number of clusters. The algorithm itself decide the actual
optimal number of clusters. Moreover, the proposed work is non iterative as the
initial read and final write back to the HDFS (Hadoop Distributed File System) is
done only once.

The outputs of the map() phases are merged in reduce() based on a threshold
value. Threshold value is calculated based on the following equation.

τ=
1
n2

∑
n

i=1
∑
n

j=1
dij for i≠ j ð1Þ

Here n is the total number cluster centers generated by each map() method. We
consider the average distance between two cluster centers as the threshold value. If
the distance between two or more cluster centers is less than the threshold, they are
merged to form a single cluster. Algorithms 2 and 3 show the working of map() and
reduce() phases respectively.

Algorithm 2: map (key, value)

Input : Data set and initial k
Output: Set of cluster
Step 1: Select k random centres centre[k] from DnStep 2: Centroid = Centre
Step 3:for i =1to n do
3.1:for j=1 to k
3.2: Distance[j]=calculateDistance(Data[i],Centroid[j])
endfor
3.3: minDistance =min{Distance[j]
3.4: Add D[i] to Centroid[j] with minDistance
endfor

Step 4: NewCentroid[i] = 
( )

i

i

cluster
clusterdata

rebmun fo stnemele ni
∑ ∈

Step 5:if (Centroid != NewCentroid)
Centroid = NewCentroid goto Step 2

endif
Step 6:stop
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Algorithm 3 : reduce (key, value)

Input : set of centroids generated by map()
Output: Final set of cluster
Step 1:for each i in Dn'for each j in Dn' if i is equal to j then

add i to merge[i]
continue
endif
if distance(i,j)<= then

add j to merge[i]
remove j from Dn' endif

endfor

i

i

merge
merge

Centroid ∑=

remove i from Dn'endfor
Step 2: stop

3 Experimental Results

The proposed algorithm was simulated on Cloudera Hadoop (CDH4) [18] fol-
lowing MapReduce programming paradigm. We also executed Improved k-Means
clustering algorithm [12] for the sake of comparison.

3.1 Datasets

We used two data sets to evaluate the performance of our proposedMapReduce based
k-Means algorithm. We generated a synthetic well separated data set in Matlab
R2013a. The raw and clustered data generated by running our algorithm are shown in
Fig. 1. The algorithm was simulated by varying the initial k from k = 5 to k = 20. In
all the cases the proposed algorithm generates 5 clusters. This shows that the algo-
rithm runs perfectly for different values of k and solves the over-resolution problem.

We also tested our proposed method on the real world data set (Iris) which is
available at [19]. The Iris flower data set or Fisher’s Iris data set is a multivari-
ate data set introduced by Ronald Fisher in his 1936 paper. There are 150 instances
of data in four dimensions. As it is multidimensional data, we have not shown the
clustering results visually. However, we judge its performance using
Davies-Bouldin validity index described later in Sect. 3.3 (Fig. 2).
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3.2 Performance Evaluation

In this section, we describe the experimental results run on the setup described in the
beginning of this section. We have extensively compared our proposed work with
another MapReduce based k-Means clustering algorithm presented in [12]. We show
in Fig. 3 the comparison of the two on the basis of the rounds each of the algorithm
takes to converge. We have taken the average over 10 instances. As can be seen from
the results the number of rounds are approximately same for both the algorithms.
Our proposed work is independent of the number of rounds the algorithm takes to
converge and reads and writes back to HDFS only once. Whereas in the algorithm
presented in [12] the number of reads and write back to HDFS is equal to the number
of rounds, hence IO cost in [12] is much higher than proposed work.

Secondly, the number of clusters generated by [12] is dependent on the k value
provided at the start of the algorithm. In contrast to that our proposed work detects
the number of clusters automatically. The value of k was varied from k = 3 to 7. In
all cases the final number of clusters generated was found to be 3 for iris data for

Fig. 1 Clustering results of the proposed algorithm. a. Before clustering. b. After clustering

Fig. 2 Final number of
clusters generated
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our proposed work whereas for Improved k-Means it is always equal to k as
depicted in Fig. 2. From the experimental results it is deducible that our claim that
the proposed work free from the problem of over-resolution is true.

3.3 Cluster Validation

Performance of clustering algorithm can be measured in terms of validation indices.
Davies-Bouldin index [20] is a widely used validation metric to measure the quality
of the cluster. The lower the value of the DBI the better is the cluster quality.
Lower DBI indicates the cluster has low intra-cluster distances and high
inter-cluster distances. DBI is defined as follows:

DBI =
1
k
∑
k

i=1
max
i≠ j

σi + σj
d ci, cj
� �

 !

ð2Þ

Here, k is the number of clusters, cm is the centroid of cluster m, σm is the
average distance of all points in the cluster m to centroid cm and d(ci, cj) is the
distance between centroids ci and cj.

Table 1 indicates the comparison of DBI value obtained by varying the number
of k provided in the map phase run for our proposed algorithm and Improved
k-Means respectively. As we can see from the results the DBI values obtained for
different k values provided initially is approximately the same for our proposed

Fig. 3 Number of rounds
taken to converge

Table 1 DBI for small k k (map) DBI for proposed work DBI for improved k-Means

3 0.2963318 0.30497122

4 0.2725026 0.32628764

5 0.2599847 0.35453211

6 0.2895517 0.37244492

7 0.2760805 0.40839967
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algorithm whereas for Improved k-Means the DBI value is increasing with k. For
each value of k we executed our proposed algorithm for 10 times and mean of the
result obtained is quoted here. However, with some error the number of final
clusters generated varied in few cases. Moreover, to validate our claim that there
will not be any problem of over-resolution for our proposed algorithm, the initial
value of k was taken to be very large (up to n/2). In such cases as well the final
number of clusters generated was found to be 3 only, which is the optimal number
of clusters in iris data [21]. Also the DBI value was found to be in the same range
for very high values of k, as shown in Table 2.

4 Conclusion and Future Work

In this paper, we have presented a MapReduce based k-Means clustering algorithm,
which dynamically determine the number of clusters unlike the basic k-Means and
also the other MapReduce based k-Means clustering algorithms present in litera-
ture. Iteration dependence of MapReduce programs is also taken into consideration.
The experimental results show that our clustering algorithm works efficiently on
real-world as well as synthetic data sets. The proposed solution provides a novel
method for parallel data clustering.

MapReduce is not capable to handle the applications which need their pro-
cessing online. In future we would like to implement such features in our algorithm
such that it can process large scale data in real time without degrading the quality of
clusters. We would further like to implement our work on GPU and CPU clusters.
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Supplier Selection in Uncertain
Environment: A Fuzzy MCDM Approach

Sobhan Sarkar, Vishal Lakha, Irshad Ansari and Jhareswar Maiti

Abstract This paper addresses a critical issue of selection of supplier occurred in
supply chain of a manufacturing company. As there are lot more criteria present for
decision making of suitable supplier selection among many, it becomes more
challenging task for any company to make as this decision is entangled with
company’s profit and time. So, to address this problem, this paper proposes a
multi-criteria decision making (MCDM) method using Decision Making Trial and
Evaluation Laboratory (DEMATEL) based on Analytic Network Process (ANP),
i.e., DANP, with fuzzy Vise Kriterijumska Optimizacija I Kompromisno Resenje
(FVIKOR) to judiciously select suppliers based on important criteria and to point
out interrelationships among dimensions and criteria in SCM by Network Rela-
tionship Map (NRM) for this company. Furthermore, the ranking is supported by
sensitivity analysis.
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1 Introduction

Suppliers are integral part of an organization. Appropriate suppliers with high
capability and competitiveness can ensure the considerable amount of reduction in
operational costs and improve the level of quality of the end products of any
company. Thus, supplier selection is a vital managerial issue for any company. In
this present study, a problem associated with supplier selection of a welding com-
pany has been addressed with proposed solution of implementing hybrid
multi-criteria decision making (MCDM) methodology i.e., Decision Making Trial
and Evaluation Laboratory (DEMATEL) based on Analytic Network Process
(ANP), i.e., DANP, with fuzzy Vise Kriterijumska Optimizacija I Kompromisno
Resenje (FVIKOR) (see the flowchart in Fig. 1) with a view to not only help the
company to decide the best supplier but also to assess properly the interrelationships
among dimensions and criteria in order to increase supply chain (SC) efficiency
overall. To address the problem initially, an extensive literature review was done that
helped to figure out twelve important criteria and six dimensions regarding supplier
evaluation in SC which, in turn, were verified by industry experts.

In past, many researchers have used various techniques for supplier selection. Of
them, very few but important studies are discussed here as detailed illustration of
related literature review is beyond the scope of this paper. Chiou et al. used the issue
of green competencies to solve the green supplier selection problem using Analytic
Hierarchy Process (AHP) [1]. A fuzzy analytic network process (ANP) with multi
people decision making environment has been used by Buyukozkan and Cifci for the
selection of sustainable suppliers [2]. Dekker et al. explored that the important green
supply chain management (GSCM) practices include the environmental factors in
supplier selection, maintenance and development [3]. Govindan et al. described the
initiatives of sustainable SC and proposed a model of fuzzy multi-criteria approach
for the supplier selection based on triple bottom line (TBL) approach (i.e., economic,
environmental and social considerations) [4]. With the help of fuzzy MCDM and
grey theory applied to a case study, Tseng and Chiu had shown in their model that
how a case company targeted to select the green suppliers in order to meet their
GSCM practices [5]. Sarkis and Dhavale proposed a hybrid model combining
Bayesian network (BN) and Monte Carlo Markov Chain (MCMC) simulation to get
the ranking of sustainable suppliers [6]. Mazdeh et al. presented, in their paper, a
solution for supplier selection under single item dynamic lot sizing problem, which
is based on Fordyce-Webster Algorithm [7]. Green supplier selection model

Questionnaire
Survey from 

Industry
DEMATEL ANP FVIKOR

Ranking of 
Suppliers

Identification of 
Weak Links or 

Criteria

Decision
Making by 

Management

Fig. 1 Flowchart of proposed methodology
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encompassing environmental and economic criteria had been proposed by Hashemi
et al. [8]. Another study, in line, that dealt with prioritizing green supplier also
proposed a method that deploys fuzzy ANP technique (Galankashi et al. [9]). Rajesh
and Ravi proposed Grey Relational Analysis (GRA) model to find out resilient
suppliers and also demonstrated the comparisons of GRA with AHP and ANP that
could further validate this model [10].

The remainder of this paper is organized as follows: In Sect. 2, brief description
of methodology used is given. The problem of the company is stated in Sect. 3.
Section 4 illustrates results and discussion. Finally, some conclusions are drawn
and the scopes for future study are discussed in Sect. 5.

2 Methodology

This paper only outlines the three methodologies used namely, DEMATEL, ANP,
and FVIKOR. For elaborate discussion, which is beyond the scope of this paper,
authors are requested to go for further studies [9, 11–13].

2.1 DEMATEL

The DEMATEL process can be briefly summarized as follows (for detailed study,
refer to Hsu et al. paper [11]):

Step 1: Calculate the average matrix or Initial Influence Matrix A.

A= ½aij�; aij = 1
H

∑
H

k=1
xkij ð1Þ

where i and j = 1, 2, …, n, k = 1, 2, …, H; H = Total number of experts.
Step 2: Calculate the normalized direct influence matrix D

S1 =max max
1≤ i≤ n

∑
n

j=1
aij, max

1≤ j≤ n
∑
n

i=1
aij

 !

; D=
A
S1

ð2; 3Þ

Step 3: Compute the total relation matrix (TC)

TC= ½tij�= ∑
α

i=1
Di =DðI −DÞ− 1, as lim

k→ α
Dk = 0½ �n x n ð4Þ
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Here, D= ½dij�n x n, 0≤ dij <1, 0≤ ð∑i dij, ∑j dijÞ<1, and at least one
column sum ∑j dij or one row sum ∑i dij equals to 1.
Here, ‘r’ and ‘s’ vectors are the (n × 1) vectors representing the sum of
the rows and that of the columns of the matrix TC, respectively. They are
as follows:

r= ½ri�n x 1 = ∑
n

j=1
tij

 !

n x 1

s= ½sj�′1 x n = ∑
n

i=1
tij

� �′

1 x n

ð5; 6Þ

[Here, superscript implies it to be the Transposition]
Here, the sum ðri + sjÞ gives an index representing the total effects both
given and received by the i-th factor, and the difference ðri − sjÞ represents
the net effect, the i-th factor contributes to the system. The i-th factor is net
causer and net receiver when ðri − sjÞ is positive and negative,
respectively.

Step 4: Fix the cut-off value and obtain the Network Relationship Map (NRM):
Cut off/Threshold value (α) is generally selected by experts in respective
domain. Here, α is taken 0.20. Based upon this, NRM can be drawn to
show the interrelationships within dimensions and criteria (Figs. 3 and 4).

2.2 Analytic Network Process (ANP)

In this paper, ANP is only outlined briefly below in steps [11]:

Step 1: Create an unweighted supermatrix
From DEMATEL, the TC matrix is obtained. Then, normalization is
performed. Here, TC= ½tij�nxn an TD= ½tij�mxm d are calculated by criteria
and dimensions (here, clusters), respectively. Then, normalization of TC is
performed to get the ANP weights for dimensions or clusters by utilizing
TD. Then, each column will sum in order to get the normalized form.
A new matrix TCα is derived by normalizing TC by dimensions (clusters).
Then, unweighted supermatrix is calculated by Eq. (7), which is based on
transposing the normalized influence matrix TCα by clusters. Here,

W = ðTCαÞ′ ð7Þ

Step 2: Calculation of the weighted supermatrix ðWαÞ
To derive Wα matrix, each column will sum for normalization. Now, the
total influence matrix TD is normalized and a new matrix TDα is obtained.
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Step 3: Limit the weighted supermatrix
To obtain the weights of all criteria, the following calculation is
performed.

Lim
g→∞

ðWαÞg; where g is any number of power. ð8Þ

2.3 Fuzzy VIKOR

This method is explained briefly as follows [12, 13]:

Step 1: Calculate the aggregated fuzzy values of alternatives rates and then
defuzzify it by best non-fuzzy performance (BNP) calculation through
centre of area (COA) method [12].

Step 2: Determination of the worst f −j and best f *j values for each criterion.

f *i = max
i

fij
� �

and f −i = min
i

fij
� � ð9Þ

Step 3: Calculate Si and Ri.

Si = ∑
n

j=1

wjðf *i − fijÞ
ðf *i − f −i Þ ; Ri = max

i
ðwjðf *i − fijÞ
ðf *i − f −i Þ Þ ð10Þ

Step 4: Compute Qi.

S= max
i
ðSiÞ; S* = min

i
ðSiÞ; R− = max

i
ðRiÞ;

R* = min
i
ðRiÞ; Qi = fvðSi − S*Þ

ðS− − S*Þg+ fð1− vÞðRi −R*Þ
ðR− −R*Þ g

ð11Þ

where Si, Ri are considered as distance rate of i-th alternative to positive
and negative ideal solution, respectively and wj, v, and (1 − v) are the
weights for j-th criterion, maximum group utility, and individual regret,
respectively.

Step 5: Create the ranking of alternative suppliers by sorting S, R, and Q values in
an ascending order.

Step 6: A compromise solution is proposed that implies that alternative (A(1)) is
ranked first based on minimum Q value if the two conditions (C1 and C2)
are met i.e., (i) C1: It is acceptable advantage showing that
QðAð2ÞÞ−QðAð1ÞÞ≥ 1

m− 1

� �
, where m is number of alternatives, and Að2Þ is

an alternative having second position in ranking list by Q; and (ii) C2: It is
acceptable stability. From S or/and R values, Að1Þ must be the best ranked.
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This solution is stable within a range of decision making process i.e., ‘with
veto ðv less than 0.5Þ’, or ‘with consensus, v is nearly equal to 0.5’, or ‘by
majority rule, v is greater than 0.5’. If anyone of the abovementioned con-
ditions is not met, then compromise solutions are proposed. It consists of:
(1) Að1Þ and Að2Þ if condition C2 is not met, or (2) Að1Þ, Að2Þ, …, AðMÞ, if
condition C1 is not met; then with the help of relation
QðAðMÞÞ−QðAð1ÞÞ< 1

m− 1

� �
for highest value of M, AðMÞ is computed.

3 Problem Statement of the Company

This study addressed a supplier selection problem of a welding industry. The
company, under study, has been experiencing a serious threat related to suppliers in
terms of their various factors such as process capability, delivery issue, geo-
graphical location, quality of product, costing, service level, lead time issue etc. Out
of them mentioned, lead time is a serious issue. Most of the time, suppliers
undervalue the scheduled time to deliver their product, that in turn, leads delay in
manufacturing cycle of products. Under such circumstances, this company has been
trying to figure out initial basic feasible solution of ranking their enlisted suppliers
to exploit them properly to increase the overall productivity of the supply chain.

Data Collection: By questionnaire survey, the data were collected (in linguistic
form; very low, low, medium, high, very high, and excellent) from five experts
from the company under study. In this paper, six dimensions i.e., level of quality
(D1), delivery (D2), risk (D3), cost (D4), service level (D5), environmental collab-
oration (D6), and twelve criteria i.e., ingredient consistency (C1), process capability

Best supplier

Level of 
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Delivery
(D2)

Factor of Risk 
(D3)

Cost Factor 
(D4)

Service level
(D5)

Environmental
collaboration
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Ingredient
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(C1)

Process
capability (C2)

Material
(recycled)

price
(C7)

Process loss 
cost
(C8)

Response to 
demand

(C9)

After sales 
service
(C10)

Geographical
location

(C5)
Equipment

capacity
change

(C6)

Lead time 
(C3)

Delivery on 
time
(C4)

Technology
(C11)

Green
manufacturing

policy
(C12)

Supplier 1
(A1)

Supplier 10
(A10)

Supplier 2
(A2) …

… Goal

… Dimensions
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… Alternatives

Fig. 2 The hierarchy of supplier selection
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(C2), lead time (C3), delivery on time (C4), geographical location (C5), equipment
capacity change (C6), material (recycled) price (C7), process loss cost (C8),
response to demand (C9), service level after sales (C10), technological issue (C11)
used for recycling processes, and green manufacturing policy (C12) are considered.
There are ten suppliers denoted by A1, A2, …, A10 required to be evaluated based
on criteria as decided by the experts. The total hierarchical structure with ten
suppliers (i.e. alternatives), twelve criteria, and six dimensions are shown in Fig. 2
in order to select the best supplier (goal).

4 Results and Discussion

(i) From the DEMATEL method, delivery schedule (D2) is the most important
dimension with the value of 3.951, while environmental collaboration (D6) is
the least important dimension with the value of 2.369 (Fig. 3). So, there is an
urgent need for the company to get involved with the environment-friendly
activities. In contrast to the importance, risk (D3), cost (D4), service level
(D5) and environmental factors (D6)
dimensions are the net causes and are classified in the cause group. On the
other hand, quality (D1) and delivery (D2) are the net receivers and are
classified in effect group based on (r − s) values. Service level is found to
have the greatest direct impact on the other dimensions. On the other hand,
risk has very less impact on others. Delivery is found out to be a factor,
which is the most affected by the other factors. For dimensions and criteria,
NRMs are displayed in Figs. 3 and 4. From DANP method, the weights
obtained of all criteria (C1, C2, …, C12) are 0.0835, 0.0820, 0.0836, 0.0827,
0.0799, 0.0857, 0.0607, 0.1073, 0.0890, 0.0773, 0.0835, and 0.0851,
respectively (by Eq. 8 performed by MATLAB coding).

Fig. 3 Network relationship
map of the dimensions based
on the threshold value,
α = 0.20
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(ii) From the results of FVIKOR model, A6 (−0.7712) is found out to be the best
supplier. A8 supplier with rank tenth is required to work hard on its principle
to maintain the production in supply chain. In Fig. 5, the sensitivity analysis
is shown that illustrates the fact that the supplier (A6) is the best through all
combination of weights for strategy i.e., ν = 0 to 1.0.

(iii) Spearman correlation co-efficient (R) between the result of ranking of our
proposed model and that of company’s ranking is found to be equal to
0.6606, i.e., our model has a strong relationship (as R lies in between 0.60
and 0.79) with the ranking list produced by the expert in this company and
this model is found to be 66.06 % valid based on this expert judgment. If
company would stress on this proposed ranking of their suppliers, they might
attain competitive advantage over the previous selection they maintained.

Fig. 4 Network relationship map of the criteria within dimensions, α = 0.20

Fig. 5 Results of sensitivity analysis
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Like other studies, there are some limitations in our present study. One of the
limitations is that number of experts is only five whereas it could have been more
for better judgment. Furthermore, sensitivity analysis could be done with more
number of weight values to properly investigate the change in ranking of suppliers.

5 Conclusion

In this study, our proposed fuzzy hybrid method i.e., DANP and FVIKOR, which
has much more potential towards the initial solution for the problem, has been
implemented for the initial solution of the problem. In future study, any MCDM
technique such as Technique for Order of Preference by Similarity to Ideal Solution
(TOPSIS), multi-objective optimization on the basis of ratio analysis (MOORA) or
multi-objective optimization on the basis of simple ratio analysis (MOOSRA) or
ELimination Et Choix Traduisant la REalité (ELECTRE) or any other new MCDM
approach could be deployed to investigate for better ranking in the supply selection
framework as the future studies.

Appendix

See Figures 3, 4 and 5.
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Intelligent Computing for Skill-Set Analytics
in a Big Data Framework—A Practical
Approach

Sirisha Velampalli and V.R. Murthy Jonnalagedda

Abstract Over the last few decades there is considerable increase in number of

students both in Traditional as well as Online education. Especially students are

showing utmost interest to learn from advanced online systems (Moretti in EDM,

2014, [1]) such as Intelligent Tutoring systems, Massive Open Online Courses

(MOOC) and Virtual learning environments. These all systems are generating huge

amount of Data. Now it is crucial to handle Big Data in Education. If Big Data in

Education is handled properly by applying Big Data Analytics Techniques and Tools

then some Intelligent Patterns can be retrieved which helps to improve Education

process. In this paper Hadoop Framework (White in The definitive guide, O’Reily

Media, 2009, [2]) is used to handle and process data. Analytics is applied by tak-

ing Resumes Data which are the most useful and commonly available Educational

Data for Analysis and various valid Skill Inferences are drawn. Further Performance

Analysis for Experiments is done by comparing Nondistributed Environment and

Distributed Hadoop cluster by increasing the number of nodes. Stepwise experimen-

tation is provided in Appendix with screenshots.

Keywords Analytics ⋅ Big data ⋅ Education ⋅ Hadoop ⋅ MapReduce ⋅ Skill

1 Introduction and Motivation

Voluminous and variety of data is generated rapidly from all sectors including Bank-

ing sector, Telecom sector, Mobiles, Social Networking, Online shopping, Education

and Health Care. Discovering valid and hidden patterns from these Big data sources

is quite useful task. Hadoop Distributed File System (HDFS) can efficiently store

huge data sets where as Mapreduce can process and used for analysis of such huge
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data sets. User Knowledge Modeling is one of the key Application area in Educa-

tional Data Mining [3, 4] and Learning Analytics. Identifying skill set is quite a

worthy task because Industries hire the students according to their requirement. In

prior to Recruitment process if College Management or concerned Authorities are

able to give valid report to Placement authorities about Skill set of their students

then a prior estimate can be made by them, whether existing skills are sufficient or

any training on novel courses is needed. Through this research Placement process

becomes very easy and students as well as College Authorities can estimate which

skills are required further and know about existing Skill set.

2 Methodology

The Methodology followed for the entire experimentation can be explained in a step-

wise manner as follows:

Step 1: Required Resumes to be processed say R1,R2,…Rn of all formats are

taken.

[allformats.pdf , .doc, .jpeg, .png...] (1)

Step 2: Resumes of all formats are converted to Textual format (.txt) for easy

processing.

[.pdf , .doc, .jpeg, .png− > Textfiles] (2)

Step 3: Textual format files are stored in Hadoop Distributed File System (HDFS).

[R1,R2,…Rn− > HDFS] (3)

Step 4: Now content of all Text files are merged in HDFS.

[MergeR1,R2…Rn] (4)

Step 5: Preprocessing is done on merged content to process required data and

remove unwanted data.

Step 6: Finally Mapper and Reducer functions are applied on data and valid pat-

terns are retrieved.

[ProcessingR1,R2…Rn− > Mapreduce] (5)
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3 Big Data Framework

In Big Data Framework the data will be divided and mapped into Distributed sys-

tems. Apache Spark, GraphLab, HPCC Systems (High Performance Computing

Cluster), Dyrad, Hadoop [5] can be used for storing and processing Distributed Data.

In this paper Hadoop is used. The programming model [6] MapReduce popularized

by Google, which is used for parallel processing of large data sets. Processing flow

for MapReduce is shown in Fig. 1. Hadoop [7] is a MapReduce based framework

for processing huge data sets. Hadoop has two subsystems namely a Distributed file

system called HDFS and MapReduce paradigm. Architecture of Hadoop is shown in

Fig. 2. In HDFS architecture, the master node runs Namenode and worker nodes run

Fig. 1 MapReduce computation flow

Fig. 2 HDFS architecture
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Data Nodes, which manage local data storage and other information. For control-

ling and scheduling tasks, Hadoop has JobTracker, which assigns roles to the worker

nodes as Mapper or Reducer task by initializing TaskTrackers.

4 Related Work

Capability Matrix [8] and sum-scores can be used to estimate stduent skill knowl-

edge. Performance of student skill knowledge can be compared using [9] clustering

methods. Papers [10, 11] applied Learning Analytics for improving Computer Sci-

ence course quality and drawn the following inferences:

∙ In introductory courses interpreted languages are preferable to introduce than

compiled languages.

∙ It is preferable to place the course syllabus online and readily available and stu-

dents show interest to select such courses.

∙ More weightage to Homework problems and Projects increases the students per-

formance in course.

5 Results and Discussion

5.1 Dataset

Resumes of various formats are taken for Experimentation. We restricted our Dataset

to only Computer Science student Resumes as we want to analyse Programming Lan-

guages and Operating Systems Skill Set. Lot of Pre-Processing is done on Data to

extract valid inferences and remove unused Data to increase Computational Perfor-

mance.

5.2 Result Inferences:

Final Analysis of all Languages Skill Count is shown clearly in Fig. 3. The following

inferences are drawn:

∙ It is inferred that “C” is the most common skill and “perl” is the least common

skill.

∙ It is also inferred that many people are skilled in Procedural languages than Object

Oriented and Scripting Languages.

Experimentation is done by extracting various Operating Systems skills and analysis

is shown in Fig. 4.



Intelligent Computing for Skill-Set Analytics in a Big Data Framework . . . 271

Fig. 3 Language skill set statistics

Fig. 4 Operating systems statistics

∙ It is inferred that Windows Operating Systems is the most common skill and iOS

is the least common skill.

5.3 Performance Analysis

Experiments are done in a Distributed Hadoop Framework by increasing the number

of nodes. There is drastic increase in performance from Non-distributed to Distrib-

uted Framework. The performance analysis is shown in Fig. 5.
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Fig. 5 Performance analysis

6 Conclusion and Future Work

Skill Set Analytics is useful to students as well as Job Recruitment Authorities. It

helps the students to estimate their Knowledge levels. In this paper Experimentation

is done in a Big Data Framework, Hadoop to handle Big Data in Education. Similar

skills students can be clustered and they can be given required same instruction.

In this paper only Computer Science Curriculum Resumes are taken and Analysed,

similarly it can be applied to other branches and estimate their Skill sets as well.

In future we want to detect various Communities according to their skill sets and

develop a fully personalised skill Recommendation system.

Fig. 6 Screen shot for converting all files into text format
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7 Appendix

Methodology followed in entire experimentation is shown stepwise clearly with the

help of screenshots (Figs. 6, 7, 8, 9, and 10).

Fig. 7 Screen shot for placing text files in HDFS

Fig. 8 Screen shot for merged text content
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Fig. 9 Screen shot for trimmed content

Fig. 10 Screen shot for skill count
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Implication of Performance Appraisal
Process on Employee Engagement
Mediated Through the Development
and Innovation Oriented Culture: A Study
on the Software Professionals of IT
Companies in West Bengal

Manas Kumar Sanyal, Soma Bose Biswas and Rana Ghosh

Abstract In the face of stiff global competition and fast changing technology, the
sustainability of the software companies undoubtedly depends on their contented
and committed intellectual capital. To attract and retain best talents from the market,
the industry emphasizes on strategic and innovative HR practices. As the driving
force of the industry is its’ workforce, maintenance and management of skills and
potentialities of the individual employees’ and working teams are considered as the
instrument to retain talents in the organizations and also to continue to provide
quality service to the customers. Performance management hence plays a central
role in these organizations. Continuous monitoring and management of individual
competences therefore always be in focus for the HR department. The paper
investigates the performance assessment process and its’ implication on employee
engagement mediated though an HRD culture conducive of growth and innovation
in some IT/ITes/BPO companies of West Bengal.

Keywords Performance–process factor ⋅ Innovation oriented culture ⋅
Employee development ⋅ Goal setting ⋅ Monitoring
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1 Introduction

The explosion of knowledge-based industry is a reality even in the developing
nation like India. The Indian knowledge resources are now one of the largest
contributors towards providing IT solutions to their global customers. The young
knowledge capitals of the organizations are aspiring for continuous growth and
autonomy at their work. The ease of access to the information continuously gen-
erates quest and that leads to innovation. Innovation at different technical levels,
changes the demands of society very fast. As a result to combat the external threats
like competitive market and fast changing technology, the organizations also need
people who are accommodative to change. The organizations are fostering and also
capitalizing creative and inimitable idea of their human capital. Continued and
technological growth has also shortened the life span of any organizations. So, only
developing a talented workforce through training and development of individual
employees’ only is not the solution but to continue with sustainability in the market
for long term, the organization should be flexible to change through restructuring its
processes, business models, technology used compatible to the changes in market
preferences [3, 18, 21, 36]. The country is set to position herself as one of the large
supplier of young engineers and skilled workforce to the World by 2020 [6]. The
age group of workforce population less than 35 has augmented from 353 million in
2001 to 430 million in 2011 [50]. The phenomenal escalation of software industry
has accelerated the growth pace of Indian economy. Large number of proficiently
trained young job seekers with proficiency in English language and mathematical
aptitude makes India a hot destination to invest for the foreign multinationals [33].
Information Technology is defined as the management of raw data into meaningful,
workable instructions though a protocol of transmuting the machine language,
storing, transmitting and securely retrieving the information through a specific
software and hardware applications [43, 47, 48]. Indian professionals are creating
real heights of their proficiency in IT, in India as well as abroad.

The software industry has created a diverse image than the other traditional
industries of India, in different aspects like procurement of highly talented and
educated workforce, structure of employment, work culture and organizational
functionalities, transnational identity, cultural and social identity of the industry,
implementation of strategies in their work [54].

Cross cultural clients and the use of sophisticated techniques has differentiated
software industry from the others. The demand of this profession is high adapt-
ability and readiness to change. Organizations require reducing the operating time
and costing for project development as well as project delivery time maintaining the
quality of service. This increases the importance of knowledge workers and proper
cultural capital in the software industry. Consequently, identification, maintenance
and management of technology-fit—skills, socially and culture-fit human capital is
a vital requisites for any organization irrespective of its size for proper functioning
and sustainability in long run [14].
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To improve individual performances and thereby attain the organizational goal,
IT industry spends a huge attention over their HRM practice in the organization.
Big as well as small companies’ gives thrust to the strategic man management
process and integrate the imperatives to the all human resource functions. At one
side, the software companies are dealing with transnational clients and hence facing
challenges by fast technological changes causing swift skill obsolesce. On another
side being a project based industry the movements of the employees are fast across
the teams dealing with diverse skill sets required for the projects even across the
globe, different project leaders, entirely different challenges posed by the technol-
ogy and client’s demand. Adaption of the fast change hence is the most important
for the efficient organizational performance. A strategic performance management
system integrated to the broad organizational objective is always considered as a
feasible solution to problems arising out of change.

The people dimension of this talent based industry has always been a major
concern of the management professionals for effective and efficient organizational
performance. IT is a skill intensive industry. Tschang [53], examined the skill set
required for the IT organization, and reported two main skill sets: (1) Product
Development and (2) Business Development skill. Basic and advanced technical
skills, system skills like project management skills and innovative skills are within
the first skill set. The IT companies are facing challenges to maintain a reasonable
talent pool. According to [49] Attrition has increased from 13 % in 2010 to 19 % in
2011 in the Indian IT sector. It was reported by data quest survey, 2011 that during
the year, almost 70 companies had reported significant changes in their senior
(C-level) management level, including CEOs/MDs [49]. Employees often changes
jobs and join to the company’s competitors for better salary, prospect and career
growth. The reason is that in spite of a large number of manpower supply at the
junior level, there is a dearth of talented and skilled professional at the middle level
or at the top level, which increase the scope of poaching and case of attrition [10].
According to Dataquest survey to identify the best employers in IT industry, India,
it was found that long term development scope for employees and creative HR
practices are vital tool to retain their employees.

To build up a competitive talent management strategy, individual performance
management strategy must be developed and it must be integrated with the
development policy, promotion policy, reward policy and career planning. Various
components of talent Management which should be integrated together to create a
high performing team, are: recruitment, selection, performance management,
mentoring, individual development, leadership development, career planning, and
recognition and reward [25, 46]. But most unfortunately, performance results are
treated as assessment of one’s ability [42] and concentration of HR department lies
more on assessment of performance rather on management of performance.

The paper tries to study the performance appraisal practices in various software
companies and the employees’ attitude towards the transparent appraisal practices
related to appraising performances of the individual. The paper tries to study the
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effect of goal setting, evaluation process of performance of individual; and also the
feedback system on learning and development and hence establishing innovation
promoting culture.

2 Review of Existing Literatures

2.1 Assessment of Employee Performance and Its’
Implication

The holistic approach to achieve organizational excellence, identifying the rational
factors contributing to peak performance through measurement of individual and
team performances and integrating it to organizational strategic requirement
through developing the capabilities of the workforce and thus providing a sustained
competitive advantage in any equation delivering value to the customers and
society is generally defined as Performance management systems [4]. The struc-
tured and bias free method of quantification and administration of individual per-
formances towards managing the proficiencies at individual level, cohesion
between team members and organizational performance in the market has drawn
attention [24] of the researchers. Performance appraisal is being used as powerful
tool of performance management to improve skill, knowledge, ability and per-
sonality of the individual [22], though there are conflicts relating its’ process, and
mechanism to encourage inter-individual comparison (for promotions and salary
decision), intra-individual comparison (training need identification, feedback
mechanism) simultaneously [39]. Even due to several researches, it is still not be
possible to make the appraisal system unbiased. Hitherto the process in many cases
failed to achieve its’ objective and became mere annual ritual by the supervisors
measure performance of employee against the roles, objectives and expectations
typically fixed by the top level management [12]. The quest to develop a bias free
integrated and comprehensive employee assessment process is always in focus and
that resulted in multidimensional research studies in this field: some researchers
investigated to develop different exclusive techniques to assess employee perfor-
mance [45] like: people capability maturity model [30], EVA model, 360° appraisal
method [11] some researchers suggested to train the rater on ‘how to evaluate’ to
improve the quality of assessment [13] and to reduce bias while assessing
employees’ performances [38, 52] etc. The concept of performance appraisal have
now become strategic [40], emphasising on comprehensive management of per-
formances at individual levels shifting from traditional approach of only “mea-
surement the performances” [15]. Though the implications of appraisal in HR
practices are also manifold [29] including feedback management and mentoring
[19, 27, 31] training need identification or decisions related to promotional, career
planning, salary and increments, reward administration etc., [4, 16] but the process
is highly criticized about its efficient administration and utilization. The
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sophistication in using the appraisal techniques to appraise the employee perfor-
mance in IT companies is diverse from organization to organization like depending
on the size of the companies.

2.2 Goal Setting and Innovation

Performance appraisal being a part of management works in a systematic form that
follows a cycle like performance planning, performance expectation and acceptance
of performance goal communication, performance monitoring and feedback, per-
formance evaluation and implementation in HR decision making and appraisal
feedback [14]. Software companies seek to achieve the desired result through
setting the goal mutually with the subordinates; regular monitoring and mentoring
of employees’ daily activities towards achieving the result [9] and integrating
organizational—team—individual performances. To achieve excellence, these
companies are found to nurture an HRD climate conducive to innovation. Centrally
managed appraisal programs categorize the organizational objectives after identi-
fying the maturity level of the organization. The organizational objective is set
according to the strategies made at the top management level and then en route to
the individual echelon through the goals set jointly. Goal setting process promotes
participation in decision making [35] and hence also facilitates social learning [8].
The result based approach [4] promotes attainment of the business result yielded by
employees through, concrete, measurable, work achievements judged against
fine-tuned targets or goals set mutually by the subject and the assessor. Bandura
[37], proposed that the management should work as a facilitator to facilitate
employees to attain their individual goals best by directing their own endeavors
towards achieving the organizational objective. The result/outcome is expected to
generate through a climate of mutuality based on common understanding and a
process of achievement of goals/targets set and evaluated periodically jointly by
management and subordinate.

The self goal setting process endorses self monitoring of the goal approaches to
achieve result, develops self efficacy [7] among the employees and generates the
innovation stimulating behavior [23]. The knowledge of results [34] generates
confidence among the employees and develops the attitude among them for future
plan of performances.

Hypothesis 1 Goal Setting positively influence employee development and inno-
vation culture.
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2.3 Performance Monitoring and Management Support
to Facilitate Employee Development and Innovation

Extensive researches have proven the fact that one of the effective ways to develop
the skill of the employees is undoubtedly continuous monitoring of peoples’ per-
formance. Traditionally, appraisal system is used as a coercive tool to examine the
employees’ performances [2] but modern theories propounds the it should
encourage a continuous and open discussion with the job incumbent about the
hindrances and obstacles faced while performing and probable scope to improve
[51]. The researchers have provided enough authentications about the fact that the
perceived organizational support enhances the affective attachment with the orga-
nization and hence increase their commitment to the organizations [26]. The
modern organizations are more relying on the mentorship scheme to expedite
organizational learning and improve the performances of workers at operative level.
Kram and Isabella [32], advocates for peer relationship as a source of development
with mentoring practices. Prompt Guidance, management support to complex and
critical works can enhance the morale of the employees, and thus contribute to
organizational growth.

Hypothesis 2 Monitoring employee performances positively influence employee
development and innovation culture.

2.4 Effect of Performance Evaluation on Learning
and Development and Innovation

A proper and thorough evaluation of employee performances can help the job
incumbent to get accurate feedback about the areas to develop, which surely help
the employees in his further career. MindTree consulting integrated performance
management system to organizational values and objectives through CLASS
(caring, learning, achieving, sharing and social conscience) model [1]. The success
lies in measuring the performance accurately and optimized use of vital resources
and thus help the business organizations to produce result. Evaluation of perfor-
mances were integrated to defining goal, finally planning and management of
performances, performance counselling [41]. A fair, transparent and equitable
evaluation procedure increase faith of the employees in the process and hence
reduces bias. Folger et al. [20], addressed the political approach of assessing
employee performance and its conjectures, and suggested a due process to over-
come the short coming emphasizing on practice of fair and distributive justice.

Hypothesis 3 Evaluation of employee performances positively influence employee
development and innovation culture.
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2.5 Effect of Feedback on Learning and Development
and Innovation

One of the major importance of the appraisal system manifests in identifying the
area of development of the appraisee. A tailor made performance management
strategically anchored to manage the performances at individual level, team level
and organizational level, integrated with prompt feedback, continuous guiding,
responsibility based performance appraisal, development feedback, connected with
manpower planning, nurturing team work, creating operating line excellence [1].
A proper feedback can help the employees to provide their best at work place. It is
found from recent researches [17], that positive feedback on employee performance
are more accepted than the negative feedbacks during the appraisal interview.
Meriac et al. [28], have proposed that a distinct judgement and feedback on
employee performance which can help to develop the employee performances
rather concentrating on only regular, prompt and futuristic feedback mechanism to
improve employee performance [44].

Hypothesis 4 Feedback about the employee performances positively influence
employee development and innovation culture.

A seven factor model depicting the relation between performance appraisal
process factors and employee engagement is proposed as in Fig. 1.

Goal 
setting

Monitoring

Evaluation

Feedback

Develop
ment 
Policy

Innovati
on 
culture

Employee 
Engagem
ent

Fig. 1 Seven factor model describing inter factor relationship
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3 Objectives

1. To study the linkage between goal setting, employee development and inno-
vation encouraging culture

2. To study the association between performance monitoring, employee develop-
ment and innovation encouraging culture

3. To study the association between performance evaluation, employee develop-
ment and innovation encouraging culture

4. To study the association between feedback, employee development and inno-
vation encouraging culture

5. To study the influence of employee performance assessment system on
employee engagement mediated through the organizational employee devel-
opment and innovation oriented culture

4 Methodology Used

To study the research objectives the data are collected from 19 Kolkata based
software companies those are members of NASSCOM Kolkata (NASSCOM 2014).
The data are stratified into different level as: small/medium companies, major Indian
software companies and transnational firms having foreign partnerships in the
business. To obtain the result survey method was used and around 900 feedback
forms were circulated through mail or personally out of which 769 filled up ques-
tionnaires obtained. The data were selected after rejection of 78 questionnaire as they
were partly filled up. The data were further filtered on the basis at least one of
appraisal sessions attended by the respondents and 58 questionnaires were discarded.
The data set finally consisted of total 633 sample with 256 employees in the junior
grade (40.4 %), 183 employees at middle level (28.9 %), 130 at managers rank
(20.5 %) along with 60 (10.1 %) non IT executives. The data is distributed in terms
of 65.9 % male and 34.1 % female participant. The age group is distributed as: age
less than 26 years is 31.8 %, More than 26–below 31 years—42, 16.9 %: 31–below
36 years, and 36–40 years 5.8 % and the respondents in age group above 40 years is
2.5 %. 35.3 % of the respondents were found between 1–<2 years of working
experience, 43.2 % are in the range 2–<5 years, respondents having 5 years–<10-
years were 18.1, 3.3 % over 10 years experience in the same organization.
Research Instrument: The paper investigated the influence of several inde-

pendent variables along with other independent variables as gender, work experi-
ence, age of the respondents obtained from the administration of questionnaire
which are gathered from the validated set of questions from the works on perfor-
mance appraisal [5] and Organizational commitment (Meyer and Allen 1991). The
paper studies the effect of these independent variables on the dependent variable i.e.,
employee engagement/loyalty mediated through development policy and innovation
culture. The items were scaled in a five point Likert type scale with agree–disagree
poles (5 = strongly agree, 1 = strongly disagree) to conclude the study.
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Analysis and Finding: It was found that the selected 19 IT companies vary in
size, business focus, customer base, etc., the selected IT companies in West Bengal,
the data are divided on the basis of their workforce size and clustered in two groups:
employee strength above 15000 and below 15000 (NASSCOM, “Members”, 2012).
To study the opinions of the respondents, separate questions were administered
describing the association between the performance appraisal process variables and
their influence on employee development as well as on innovation oriented culture.
A chi-square testing is done in these two different groups. The hypothesis 1–4 is
tested, which establishes the association of performance appraisal process (goal
setting, performance monitoring, evaluation system, feedback process) with learning
and development and innovative climate in the system irrespective of the size of the
companies. The Pearson chi-square was calculated with p value 0.000 which is less
than 0.05 (Table 1), resulting in rejection of the null hypothesis and accepting the
alternative hypothesis (H1 to H4) that the employees of the selected IT companies
accepted that the performance appraisal process factor is significantly associated
with employee development and innovation orientation in organizations of all size.

The correlations are confirmed between the variables (Table 2):
To understand the effect of appraisal imperatives on employee engagement, an

exploratory and confirmatory factor analysis is conducted. To comprehend the
reliability of the data, the Cronbach’s Alpha is calculated as 0.937 for 41 inde-
pendent variables obtained from the administration of questionnaire, which is
adequate to progress further. Seven factors extracted show a positive and significant
association with their observed variables with very high factor loadings. The
varimax rotated component for seven factors is found as 66.703 % of the total
variance. The factors are: Goal setting, performance monitoring, evaluation, and

Table 1 Chi-square tests showing an association between performance appraisal system and
development and innovation oriented culture

Employee strength Employee development Innovation

Goal setting For all organizations 99.606** 123.472**
Above 15,000 50.194** 75.539**
Below 15,000 52.657** 76.023**

Monitoring For all organizations 74.775** 112.704**
Above 15,000 41.988** 68.707**
Below 15,000 37.327** 72.466**

Evaluation For all organizations 73.223** 110.539**
Above 15,000 39.806** 11.854**
Below 15,000 50.890** 66.865**

Feedback For all organizations 97.425** 159.306**

Above 15,000 62.624** 83.936**
Below 15,000 47.452** 106.290**

Data Source Primary **significance level 0.01 (2-tailed)
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feedback, Innovation reinforcing culture, employee development, and employee
engagement. To establish the objective of the study, a confirmatory factor analysis
is done between the seven factors (Goal setting, performance monitoring, evalua-
tion, and feedback, Innovation reinforcing culture, employee development, and
employee engagement). The results are as shown:

Number of observed variable 41
Sample moment values 861
Parameters estimated 97
DF 764
χ2 1370.076
Probability 0.000

Model fitting information

RMSEA 0.035
NFI 0.841
CFI 0.889

The RMSEA shows that the model is moderately fit and NFI, CFI values con-
firms that the data is sufficient to describe the model.

The correlations between the factors extracted are also showing a significant and
positive correlation (Table 3). The correlation matrix establishes a strong rela-
tionship between the factors as obtained from factor analysis. Empowerment
agreement establishes a strong relations innovation oriented culture and

Table 2 Correlation of performance appraisal process variables with employee development and
innovation oriented culture

Mean SD Goal
setting

Employee
development

Innovation
orientation

Goal setting 3.20 0.839 1

Employee development 3.58 0.847 0.337** 1

Innovation orientation 3.48 0.828 0.285** 0.253** 1

Monitoring 3.58 0.847 1

Employee development 3.48 0.824 0.237** 1

Innovation orientation 3.45 0.860 0.248** 0.253** 1

Evaluation 3.58 0.847 1

Employee development 3.48 0.824 0.256** 1

Innovation orientation 3.36 0.804 0.243** 0.253** 1

Feedback 3.58 0.847 1

Employee development 3.48 0.824 0.316** 1

Innovation orientation 3.36 0.804 0.294** 0.253** 1

**Correlation shows significance at 0.01 level (2-tail). Data Source Primary
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Table 3 Standardized regression estimates

Goal
setting

Monitoring Evaluation Feedback Employee
development

Innovation
culture

Clear communication of
corporate plan and
business goals

0.754**

Self acceptance of the
goal

0.793**

Mutual goals setting 0.736**

Acceptance of individual
KRA criteria

0.710**

Discussions over
constraints to achieve
KRA’s

0.737**

Scope to assert for
support to understand the
KRA’s

0.795**

Promoting performance
through Goal setting
process

0.740**

Communication of
changing intermediary
goals and expectations by
top management

0.682**

Regular review of goals 0.695**

Continuous mentoring
plan

0.726**

Prompt guidance 0.762**

Immediate resource
support

0.693**

Scope of self evaluation 0.659**

Fairness in evaluation 0.763**

Efficiency in evaluation 0.620**

Evaluation of behavior
beyond job description

0.714**

Equity in evaluating
performance

0.738**

Review of development
plan

0.701**

Reliable feedback system 0.608**

Proper attention and
time spent in review
discussions

0.764**

Careful performance
review discussions

0.650**

Open communication in
review discussions

0.737**

Identification of
individual developmental
need

0.681**

(continued)
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empowerment agreement (0.427). Reward scheme and empowerment agreement
shows influence on employee engagement.

The following table shows the standardized regression estimations (Table 4).
The covariances within the factors are as follows (Table 5).
The inter construct correlations are (Table 6).
Regression weights of observed variables are showing a significant and high

association with their constructs. The regression estimates of the observed variable
for the latent “Employee engagement” are also very high: Membership of the
organization (0.744**), Generating a feeling of motivation to see the success of the
company (0.875**), Employees involvement in the decisions that is related to them
(0.832**), Reference to friends to join this company (0.798**), Desiring to serve

Table 3 (continued)

Goal
setting

Monitoring Evaluation Feedback Employee
development

Innovation
culture

Counseling on mistakes 0.692**

Exercise SWOT analysis
for future project

0.758**

Identification of
competency area

0.729**

Promotion of continuous
learning

0.780**

Encouraging self
learning

0.584**

Focus on skill based
mentoring

0.709**

Regularity in mentoring
and guidance

0.748**

Scope of long term
development

0.750**

Positive rating on
innovation

0.786**

Practice of encouraging
the Innovative Ideas

0.774**

Management’s belief in
innovation at lower level

0.713**

Data Source Primary **significance level 0.01

Table 4 Standardized
Regression estimates among
the constructs

Development Innovation

Goal setting 0.173** 0.138**
Evaluation method 0.181** 0.109**
Feedback 0.299** 199**
Employee development 0.0 164**
Innovation
Data Source Primary **Regression weights: significance level
0.01 (2-tailed)

288 M.K. Sanyal et al.



this company till retirement (0.799**), Comfortable to share feelings, opinion
within team (0.823**). The regression weights shows the relationship with
employee development policy and innovation oriented culture as 0.466** and
0.281** (Fig. 2).

It is evident from the above discussions that the specifications are confirmatory.
The relationship between the observed variables and the latents are defined and the
observed variables are sufficient to describe the latent variables. It can be concluded
that the model fairly and accounts for the variables observed in the data. The

Table 5 Covariance among the constructs

Goal setting Monitoring Evaluation Feedback

Goal setting
Monitoring 0.191**
Evaluation 0.266** 0.206**
Feedback 0.217** 0.179** 0.021**
Data Source Primary **Regression weights: significance level 0.01 (2-tailed)

Table 6 Inter construct correlations

Goal setting Monitoring Evaluation Feedback

Goal setting
Monitoring 0.368**
Evaluation 0.541** 0.502**
Feedback 0.517** 0.511** 0.514**
Data Source Primary **Regression weights: significance level 0.01 (2-tailed)

.199**

.466**

Goal 
setting

Monitoring

Evaluation

Feedback

Development 
Policy

Innovation 
culture

Employee 
Engagement

.217**

.266** .191**

.206**

.179**

.021**

.173**

.138**

.281**

.181**

.109**

.299**

.164**

Fig. 2 Seven factor model with regression weight and covariance values
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regression weights are significant at p value less than 0.05 among all factors with
employee engagement which proves the significant relationship of all the factors
with employee engagement. Calculating the total effects of the six factors on
employee engagement, it is understood that employee loyalty is highly influenced
by the innovation oriented culture which is mostly influenced by the employee
development practices in the organizations.

5 Findings

After referring a comprehensive number of the literatures, it is evident that proper
and fair implementation of performance appraisal system undoubtedly functional in
an organization to create a work force with inimitable competence set. The IT
industry has differentiated itself from the traditional companies in many ways such
as its’ project based nature, multinational clients, multilevel projects including
offshore assignments, fast changing technology, result orientation, cross functional
teams and swift changes through projects and changes in work teams. The industry
is also suffering from external threats of large number of competitors, quality
seeking customers, and stringent Governmental laws. The industry is also unique
with its large numbers of young Executives at the top level also. The young
dynamic, talented and growth seeking knowledge worker group is delivering value
to the world with an unmatched skill set. The industry is facing two fold problems
with their workforce: 1. A dearth of right skill at senior and middle level, 2.
Retention of rightly skilled employees at middle level and top level. Smaller
organizations are facing the problem in more severe notes. Hence retention of right
skill set and employee engagement is become one of the most important issues to
ponder over for the HR practitioners at IT industry. To identify and develop proper
job—fit skill sets for ongoing/upcoming projects of the company and the to
maintain competence level of the work force at par with the skill demand, mea-
surement and management of performance occupies a pivotal role in this industry.
Testing the hypothesis has established the linkage between performance appraisal
process variables and the employee development policy as well as innovation
oriented culture. The significant regression weights are also establishing the
hypothesis, testing the association between appraisal process and employee
engagement mediated through employee development policies and innovation
oriented culture. The significant regression weights (0.466**) predicts almost 50 %
association between employee development policies and employee engagement,
which undoubtedly establishes the importance of a proper and fair employee
development policy based on fair evaluation of performances. Among the latent
variable, “Promotion of continuous learning”, Focus on Skill based mentoring,
Regularity in Mentoring and guidance, Scope of long term development have got
high scores than the others. Positive rating on Innovation, Practice of encouraging
the Innovative Ideas, Management’s belief in innovation at lower level also scored
a high estimate. Selection of the employees for increments, rewards, or
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identification of skill sets for next projects are decided based on previous perfor-
mance data. These issues are generally settled in appraisal feedback sessions.
During the field study, it is apparent from the interviews that while deciding per-
sonnel for the next projects or rewards and incentives, fair and equitable decisions
are hardly made. In many cases the choice of people are biased by the line man-
agers. The scope of innovation and empowerment is obviously low in the small
companies as impressions gathered during in depth interviews of the people. The
feedback system is also criticized by many of the respondents from big MNCs as
well as SMEs. The normalization process in the appraisal system is found to be one
major source of distrust among the executives of the big MNCs. Highly complex
activities and organizational practices has created many lacunas of distrust and
profligate power play in the companies. This environment creates distrust and they
are real cause for most deserving and potential employees.

A causal linkage between the appraisal process variables, employee develop-
ment policies, innovation oriented culture and employee engagement is found to be
significant. It is also clear from the regression estimates that innovation oriented
culture and employee development policies are exhibiting a consequential as well
as positive effect on faith among the employees, The respondents in all companies
irrespective of their size have clearly indicated a positive impact of fair and equi-
table appraisal process facilitating employees’ long term development and
encourages innovation among the work force can enhance the organizational per-
formance and can help to create a committed set of work force.

6 Implications and Conclusion

It is evident from the above discussion that though the experiential variables are
showing a high association with the latent variables and significant relationship
together but the regression weights of appraisal process factor is showing somewhat
less values on employee development and innovation culture. This implies a lack of
coordination between appraisal process and the development and innovation
encouraging HRD policy. As understood from the in depth study, that the problem
is inherent in its structure and mode of operation. The increased power politics
some time worsen the hard competition even more for the employees. Appraisal is
looked as a coercive tool and approach of reprimand. As gathered from the direct
interview of the employees and the HR professionals from the software companies’
understudy, it is implicit that, policy wise, the monitoring of employees’ perfor-
mances in these companies are continuous in nature, involving the line
managers/team leads and most of the HR payoffs are related to appraisal outcomes.
Due to the high mobility of the employees through different kinds of projects and
teams experiencing different skill requirement and also different types of leadership
practice high adaptability and high flexibility is a requisite to sustain on the job for
the employees. On the part of the employer it is also a challenge to assess the
employee performance and manage administrative formalities on the basis of the
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results. The organizations reported a quarterly system of appraisal to assess the
employee performance. Hence the appraisal process should be administered more
critically and with prudence. The team leader should be trained to handle the
appraisal data and in man management more rigorously. Continuous monitoring
and prompt guidance can develop a sustained group of work force. The organi-
zations can follow a cascading model of mentoring at all levels of work force. The
process should start from top level management. Step I: Identification of requisite
set of competences according to the organizational requirements. Step II: Clustering
of similar competency sets based on the importance to the organization, complexity
in nature, similarity and/or uniqueness Identification of competency sets at all of
work force. Step III: Mapping the Competency sets of the employees at all level.
Step IV: Identification of the best performers for each of the cluster. Step IV:
Assigning the role of mentor for the group whose competency set is aimed to
develop. The process should be continued in a continuous manner. Best mentor
award can create interest among the line managers and can motivate them to spend
time and effort creating a best pool of subordinates. Subordinate development can
be a criterion of supervisory appraisal system which will create a mutual depen-
dency and can reduce the bias.

A congenial environment of mutuality, faith, role dependency, management of
esteem and positive competition can surely provide a positive and synergy effect to
create a high performing team. Practice of clear communication from the immediate
supervisory levels, leaders’ position power, and a positive attitude of line managers
are always favorable to provide productive results. Proper attention and accounting
of the organizational citizenship behavior can augment the employee engagement
intention with the organizations.
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Part V
Device System and Modeling



Estimation of MOS Capacitance Across
Different Technology Nodes

Sarita Kumari, Rishab Mehra, Amit Krishna Dwivedi
and Aminul Islam

Abstract This paper presents an in-depth analysis of NMOS capacitances across
various technology nodes and device parameters which are extracted for different
operating regions namely accumulation, cutoff, saturation and triode, while keeping
the aspect ratio same for each transistor. Since MOS capacitances are the key
parameters for estimating process development, material selection and device
modeling, this paper enlists their variation with gate-to-source voltage (VGS) while
keeping drain-to-source voltage (VDS) constant. This paper also aims to present the
impact of capacitance variation on device performance that includes operating
speed, power consumption, delay product and so on. The simulations results have
been extensively verified using HSPICE simulator @ various technology nodes.

Keywords MOS capacitance ⋅ Triode ⋅ Accumulation ⋅ Saturation ⋅ Gate ⋅
Switching

1 Introduction

The gate capacitance is an important parameter for CMOS technologies in terms of
device characteristics and modeling. Various performance attributes are directly
related with the MOS capacitance. Hence, an extensive study of MOS capacitance
and its reliance on various device parameters and technology nodes is essential [1].
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With the increasing demand of compact devices, circuit miniaturization and
reduction in operating bias, precise and accurate analysis of the circuit parameters is
required. For understanding the basic characteristics of MOS capacitances, the
intrinsic capacitances are separated from the parasitic capacitances, overlap
capacitances and junction capacitances [2]. The overlap capacitances are deter-
mined geometrically by the gate and source/drain overlap areas. Large parasitic
overlap and intrinsic capacitances are one of the main limitations for device
application in the high frequency domain [3]. Apart from this, when the MOS is
operated in the accumulation region, the capacitances between the substrate and
source/drain are termed as junction capacitances [4, 5]. Under normal operating
conditions, these capacitances are nonreciprocal in nature since the behavior of the
MOSFET charging does not solely depend upon the two terminals between which
the capacitance is formed [6].

Several models have been already reported in the literature for extraction of gate
and overlap capacitances of the MOS. A two terminal p-substrate MOS structure
has been utilized in [7] in which the poly-silicon depletion and quantum effects are
neglected for simplification purposes. In [8], capacitance measurements have been
performed on strained Si on relaxed Si0.8Ge0.2 buffer and then modelled using
solutions of Poisson-Schrodinger equations. Statistical variations in gate capaci-
tance of subthreshold MOSFET have been analyzed using 65-nm benchmarking
BSIM4 model. Similarly, in [9] a novel model for gate capacitance has been pro-
posed which includes temperature effects and takes into account both charge
quantization and poly-Si depletion. However, in this paper the MEYER’s model of
gate capacitance has been utilized for accurate and precise determination of
capacitance values and their variation with gate-to-source bias (VGS) is studied
keeping the drain-to-source voltage (VDS) fixed at a particular value.

MOS capacitance model along with quantitative descriptions of gate capaci-
tances is stated in Sect. 2. Simulation results and discussions along with the vari-
ation of capacitances with different technology nodes are mentioned in Sect. 3.
Effects of capacitance variation on device performance have been also reported in
the same section. Finally, concluding remarks are made in Sect. 4.

2 MOSFET Capacitance Model

The various capacitances formed in an NMOS transistor are shown in Fig. 1 and the
MEYER’s model used for their extraction is shown in Fig. 2.
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2.1 Gate-to-Bulk Capacitance (CGB)

In the accumulation region,

CGB = cap ð1Þ

In the cutoff region,

CGB =
capffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1+ 4. VGS +VSB −VFB
γ2

h ir ð2Þ

In the saturation region,

CGB =
G+ .capffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1+ 4. γ VSB +PHIð Þ2 +VSB +PHI
γ2

h ir ð3Þ

In the triode region,

Cgb≈0 ð4Þ

Fig. 1 Various capacitances
formed in an NMOS transistor

Fig. 2 Capacitance model of
a MOSFET
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where, cap is the oxide capacitance and can be expressed as

cap=
A.εox
tox

=A.
εox
tox

=Leff Weff Cox ð5Þ

Here, effective channel length of the transistor is denoted by Leff, Weff is the
effective width and COX expresses the oxide capacitance per unit area. PHI is the
surface potential under strong inversion and G+ is a smooth factor having a fixed
value. γ is the body effect coefficient and can be expressed as

γ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qεsinsub

p
Cox

ð6Þ

where, q is the oxide charge, nsub is the substrate doping concentration and per-
mittivity of silicon is εsi. Also, VSB and VFB are source-to-bulk and flat band
voltages respectively.

2.2 Gate-to-Source Capacitance (CGS)

In the accumulation region,

CGS≈0 ð7Þ

In the cutoff region,

CGS =CF5.cap+
cap. VGS −VTHð Þ

0.75PHI
ð8Þ

In the Saturation region,

CGS =CF5.cap ð9Þ

In the triode region,

CGS =CF5.cap. 1−
VDsat −VDS

2 VDsat +VSBð Þ−VDS −VSB

� �2( )
ð10Þ

where, VDsat is the saturation drain voltage and CF5 is the modified MEYER
control for the capacitance multiplier for CGS in the saturation region.
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2.3 Gate-to-Drain Capacitance (CGD)

In the accumulation and cutoff region,

CGD≈0 ð11Þ

In the saturation region,

CGD =CF5.cap.D+ ð12Þ

In the triode region,

CGD =CF5.cap.max D+ , 1−
VDsat −VDS

2 VDsat +VSBð Þ−VDS −VSB

� �2( )
ð13Þ

Here, D+ is another smooth factor with fixed value.

3 Simulation Results and Discussions

The MOS capacitances are extracted @ various technology nodes (250, 180, 130,
90, 65 and 45 nm) using HSPICE simulator. Since the MOS capacitances are a
function of the transistor aspect ratio (W/L ratio) [3], the aspect ratios at all tech-
nology nodes are kept constant during analysis.

The parametric details regarding the capacitance estimation are tabulated in
Table 1 and the capacitance versus VGS plot for different technology nodes are
shown in Figs. 3, 4, 5, 6, 7, and 8.

Following observations can be made from these figures:

• In the accumulation region, the gate-to-body capacitance (CGB) is essentially
constant up to twice of flat band voltage (2φf) and then decreases exponentially.
The gate-to-source capacitance (CGS) and gate-to-drain capacitance (CGD) are
almost equal and negligible in magnitude.

Table 1 Parameters for capacitance estimation @ T = 25 °C

Technology nodes
(nm)

Channel length
(L) (μm)

Channel width
(W) (μm)

VDS (V) VGS (V)

250 30 30 0.65 −3.3 to 3.3
180 30 30 0.64 −3.3 to 3.3
130 30 30 0.60 −2.5 to 2.5
90 30 30 0.65 −2.5 to 2.5
65 30 30 0.43 −2.5 to 2.5
45 30 30 0.44 −2 to 2
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• In the cutoff region, CGB continues to decrease while CGS begins to rise steeply
and reaches a maximum value. However, CGD continues to remain negligible.

• In the saturation region, CGB as well as CGS become effectively constant and
CGD begins to increase towards CGS.

Fig. 3 Capacitance versus VGS plot @ 250 nm technology node

Fig. 4 Capacitance versus VGS plot @ 180 nm technology node
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• In the triode region, CGB decreases further and becomes almost negligible. Apart
from this, CGS decreases while CGD continues to increase. These two capaci-
tances approach each other and become essentially equal if the gate-to-source
bias is increased further.

Fig. 5 Capacitance versus VGS plot @ 130 nm technology node

Fig. 6 Capacitance versus VGS plot @ 90 nm technology node
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Some of the inferences that can be drawn as the technology generation
decreases:

• The gate-to-source capacitance (CGS) becomes essentially linear in the satura-
tion region for 65 and 45 nm technology nodes whereas it is constant in case of
other technology nodes.

Fig. 7 Capacitance versus VGS plot @ 65 nm technology node

Fig. 8 Capacitance versus VGS plot @ 45 nm technology node
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• The capacitance values increase with decrease in the technology node since a
very thin gate oxide separates the gate and source/drain electrode which
increases the effects of intrinsic and parasitic capacitances tremendously [4].

• The difference in CGS and CGD in the triode region increases with decrease in the
technology node. This is due to the decrease in the difference between VDsat and
VDS since the operating bias decreases with decrease in the technology
generation.

• The gate-to-bulk capacitance (CGB) increases considerably in comparison to
CGS and CGD due to decrease in the oxide thickness tOX with different tech-
nology nodes.

The dynamic response of a MOS transistor is dependent on the time taken by the
intrinsic and parasitic capacitances of the device and the extra capacitances intro-
duced by the interconnecting lines to charge (discharge). Hence, with increase in
device capacitance the average propagation delay (tp) increases and hence the
circuit switching and speed decreases.

For an inverter with transistors operating in the saturation region, tp can be
expressed as [10]

tp =
1
2

tPHL + tPLHð Þ= CL

2VDD

1
KP

+
1
KN

� �
ð14Þ

where, tPHL and tPLH represents the tP during high to low and low to high transitions
respectively. KN and KP are the device process parameters for the NMOS and
PMOS transistors and CL is the load capacitance.

This load capacitance primarily consists of the gate capacitance of fan-out gate,
drain diffusion capacitance of the output transistors and the interconnect capaci-
tances. Therefore, the load capacitance CL increases with decreasing technology
node due to the increase in gate capacitance and drain diffusion capacitances.

4 Conclusion

A precise and accurate extraction of MOS capacitance is presented across various
operating regions @ different technology nodes, keeping the aspect ratios constant.
Effect of capacitance variation on device switching characteristics has been also
studied. All simulation results have been done in the HSPICE simulator using
MEYER’s model gate capacitances and demonstrate that the MOS capacitance
mainly depends upon the bias voltage and region of operation.
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Cross-Coupled Dynamic CMOS Latches:
Scalability Analysis

Rishab Mehra, Sarita Kumari and Aminul Islam

Abstract This paper primarily focuses on the power dissipation of cross coupled
CMOS dynamic latches and also takes the technology scalability of the design into
account. Mainly 3 topologies namely the Cascade Voltage Switch Logic (CVSL),
Dynamic Single Transistor Clocked (DSTC) and Dynamic Ratio Insensitive (DRIS)
have been investigated. A comparative study is provided which validates the
suitability of the above latches for high-speed low power applications. Further, a
brief account regarding the use of these latches for the design of high speed edge
triggered flip-flops is also provided. The simulations results have been extensively
verified on SPICE simulator using TSMC’s industry standard 180 nm technology
model parameters and the technology scalability is tested with 22 nm predictive
technology model developed by Nanoscale Integration and Modeling (NIMO)
Group of Arizona State University (ASU).

Keywords Power dissipation ⋅ Switching ⋅ Latch ⋅ Scalability ⋅ Delay

1 Introduction

Latches and flip-flops are the most important components of sequential as well as
microprocessor based systems. They primarily decide the clock frequency of most
digital circuits since their delay needs to be taken into consideration while selecting
a suitable clock cycle [1, 2]. Hence, a major portion of the overall circuit speed and
power is affect by the type of topology of flip-flops and latches used in the design.
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Several analysis involving the delay, power and leakage characteristics of flip-flops
are available in literature. A novel analysis of leakage and delay characteristics of
19 (4 categories) nanometer flip-flop topologies is presented in [1, 2]. Apart from
this, the delay-area and delay-leakage tradeoffs have also been reported. In addition,
the work also involves the impact of layout parasitics and estimates the energy
dissipation which is contributed by the static, dynamic and short circuit parameters.
A similar analysis involving double edge triggered flip-flops is seen in [3]. Double
edge triggered flip-flops (DETs) reduce the clocking dissipation without any
compromise in speed and can be operated with a clock frequency half of that of the
conventional single edge triggered flip-flops. Variability analysis of 14 single edge
triggered flip-flops is reported in [4, 5]. Several studies involving the effect of
process, temperature and supply variations on setup and hold times of flip-flops,
propagation delay, delay sensitivity etc. have also been carried out.

This paper provides an accurate and precise analysis of the performance of
dynamic CMOS latches in terms of average power dissipation, EDP, PDP, prop-
agation delay and delay variability. Further, the technology scalability of the design
is also validated. Apart from this, an overview regarding the design of single edge
triggered flip-flops using the master-slave configurations of the above latches is also
reported. The rest of the paper is organized as follows. A brief literature review of
the Cascade Voltage Switch Logic (CVSL), Dynamic Single Transistor Clocked
(DSTC) and Dynamic Ratio Insensitive (DRIS) latches is provided in Sects. 2, 3
and 4 respectively. Their performance in terms of the above design metrics is
looked upon in Sect. 5 and the effect of technology scaling is also discussed.
Further, the design of master-slave single edge-triggered flip-flops is provided in
Sect. 6. Finally, concluding remarks are given in Sect. 7.

2 Cascade Voltage Switch Logic (CVSL) Differential
Latches

The cascade voltage switch logic (CVSL) computes both true and complementary
outputs from the true and complementary input values using a pair of NMOS
pull-down networks (n-type) and a pair of PMOS pull-up networks (p-type) [6].
The two types of CVSL latches are shown in Fig. 1. The CVSL latches have a
speed advantage over the conventional True Single Phase Clocking (TSPC) latches
but are sensitive to transistor aspect ratios (particularly the p-type latch) [7]. They
are also sensitive to temperature and process variations (Tables 1 and 2).

The n-type latch has a potential speed advantage since all of the logic switching
is performed by the NMOS transistors, leading to a reduction in the input capaci-
tance. This can be intuitively seen from Table 3 depicting the propagation delay (tp)
for the p-latch to be nearly 2.5 times of that of the n-latch.
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Fig. 1 a CVSL-p-type latch, b CVSL-n-type latch

Table 1 Specifications for CMOS n-type latches @ different technology nodes

Technology
node (nm)

PMOS
channel
length
(Lp) (nm)

PMOS
channel
width
(Wp)
(nm)

NMOS
channel
length
(Ln) (nm)

NMOS
channel
width
(Wn)
(nm)

VDD

(V)
Temperature
(°C)

22 2 × 22 4 × 22 2 × 22 4 × 22 0.8 25
180 2 × 180 4 × 180 2 × 180 4 × 180 1.8 25

Table 2 Specifications for CMOS p-type latches @ different technology nodes

Technology
node (nm)

PMOS
channel
length
(Lp) (nm)

PMOS
channel
width
(Wp)
(nm)

NMOS
channel
length
(Ln) (nm)

NMOS
channel
width
(Wn)
(nm)

VDD

(V)
Temperature
(°C)

22 2 × 22 8 × 22 2 × 22 1 × 22 0.8 25
180 2 × 180 8 × 180 2 × 180 1 × 180 1.8 25

Table 3 Design Metrics for CMOS latches @ 180 nm technology node

Latch Propagation delay
(tp) × 10−9 (s)

Delay
variability (a.u.)
(σ/μ)

Power
dissipation
× 10−7

PDP
× 10−15

EDP
× 10−24

CVSL n-type 1.99 0.062 3.84 0.76 1.53
CVSL p-type 4.99 0.192 5.80 2.95 15.61
DSTC n-type 1.98 0.060 4.08 0.81 1.62
DSTC p-type 4.30 0.157 5.81 2.53 11.30
DRIS n-type 2.03 0.048 2.33 0.47 0.95
DRIS p-type 3.08 0.043 2.51 0.77 2.39
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3 Dynamic Single Transistor Clocked (DSTC) Latches

The two clocked transistors in the CVSL p-type and n-type latches (Fig. 1) are
merged into a single transistor so as to improve the power efficiency. This design is
called the Dynamic Single Transistor Clocked (DSTC) latch (Fig. 2). However, a
charge sharing takes place in the latched state between the two input transistors
which conduct simultaneously during input transition. This charge cannot be
recovered in the dynamic latches leading to timing issues and large propagation
delays, especially for the p-type latch [7]. This can be verified from Tables 3 and 4
in which the DSTC p-type latch has the second largest tp at 180 nm technology
node and the largest at 22 nm technology node.

Hence, the n-type latch due to better switching characteristics and immunity to
transistor sizing can be used and cascaded in any form to design high-speed positive
or negative edge-triggered flip-flops. However, the same is not true for the p-type
latch due to its speed bottlenecks.

Table 4 Design Metrics for CMOS latches @ 22 nm technology node

Latch Propagation
delay (tp)
× 10−10 (s)

Delay variability
(a.u.) (σ/μ)

Power
dissipation
× 10−9

PDP ×
10−18

EDP ×
10−27

CVSL n-type 6.33 0.77 6.21 5.61 13.5
CVSL p-type 8.17 0.41 4.73 4.28 5.31
DSTC n-type 6.39 1.06 6.19 6.21 26.2
DSTC p-type 11.90 0.15 4.67 5.67 7.22
DRIS n-type 3.89 0.09 2.96 1.15 0.44
DRIS p-type 9.25 0.05 2.30 2.13 1.98

Fig. 2 a DSTC p-type latch. b DSTC n-type latch
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4 Dynamic Ratio Insensitive (DRIS) Differential Latches

The Dynamic Ratio Insensitive (DRIS) latches (Fig. 3) are the most insensitive to
transistor sizing and aspect ratios. Hence, they are the most robust out of all the
dynamic latch topologies discussed so far. This can be seen from the Tables 3 and 4
in which the DRIS n-type latch has the least delay variability at both 22 nm and
180 nm technology node followed by the DRIS p-type latch.

Apart from this, the DRIS n-type and p-type latches have the least amount of
power dissipation as compared to other latches (Tables 3 and 4) at both 22 nm and
180 nm technology nodes. Hence, verifying the technology scalability of the
design. Such characteristics are useful for the design of high-speed low-power
flip-flops which is discussed in the following sections.

5 Simulation Results and Discussions

The transistor sizing and other specifications used for simulation are tabulated in
Table 1 (for n-type latches) and Table 2 (for p-type latches). The channel lengths
and widths are selected so as to provide an optimum value of propagation delay tp.
Further, the n-type topologies were relatively insensitive to Wp/Wn ratios and work
fine for equal widths. However, the p-type latches required the Wp/Wn ratio to be at
least 6 for proper circuit functioning. This was not a necessity for the DRIS latches;
however the aspect ratios were kept same for the sake of comparison.

Fig. 3 a DRIS p-type latch. b DRIS n-type latch
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The output characteristics of the 6 dynamic CMOS latches at 180 nm technology
node are shown in Fig. 4 (for n-type latches) and Fig. 5 (for p-type latches). The
n-type latches have an active high clock input since the clock is applied to the gate
of NMOS transistors. Similarly, the clock is active low for the p-type latches due to
the clocking of PMOS transistors.

The above CMOS latch topologies were examined for various design metrics
such as propagation delay tp, delay variability, power dissipation, power delay
product (PDP) and energy delay product (EDP). The results are tabulated in
Table 3. Further, a similar analysis is carried at 22-nm technology so as to verify
the scalability of the above designs, keeping the sizing ratios constant. The results
for the same are tabulated in Table 4.

As seen, the CVSL p-type and DSTC p-type latches provide the maximum
amount of delay as compared to the other latches, whereas, the CVSL n-type and
DSTC n-type latches have minimum value of tp. Also, the n-type latches along with
DRIS p-type latch are far more robust than the remaining 2 topologies. Power
dissipation is least for the DRIS latches followed by CVSL n-type latch, whereas, it
is maximum for the DSTC p-type latch.

The circuit functionality remains fine even when the MOS is scaled down to
22 nm; however some variation in the performance of the latches is observed.
The DRIS n-type latch provides the least delay, validating its sizing independent
characteristics. However, the delay increases radically for the DRIS p-type latches
as compared to the other p-type latches. Despite this, the DRIS n-type and p-type
latches continue to remain the most robust and also have the least power dissipa-
tion. The overall circuit performance improves as compared to 180 nm which
validates the scalability of the designs.

Fig. 4 Output characteristics of n-type latches @ 180 nm technology node
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6 Design of High-Speed Edge Triggered Flip-Flops

Any of the discussed latches can be cascaded or combined suitably so as to form
master-slave type edge triggered flip-flops (Fig. 6). A general design convention
involves cascading of p-type and n-type latches. A high speed ratio insensitive latch

Fig. 5 Output characteristics of p-type latches @ 180 nm technology node

Fig. 6 Designs of edge triggered flip-flops using dynamic latches
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can be formed using DRIS p-type and CVSL n-type latch since the CVSL n-type
latch is faster than the DRIS n-type latch at 180 nm technology node (Table 3). This
is shown in Fig. 6c. Similarly, a combination of CVSL p-type and DRIS n-type at
22 nm technology node would be a good option. In Fig. 6b, a modified DSTC
p-type latch is used in which the cross coupled pair is formed by PMOS transistors.
This makes it’s functioning quite different from the conventional DSTC p-type latch
and reduces the delay as well as makes the flip-flop far more robust [7, 8].

7 Conclusions

This paper presents an in-depth analysis of the power and delay product of cross
coupled CMOS dynamic latches and also investigates the technology scalability of
the design. Primarily 6 topologies of dynamic latches are taken into consideration
and an overview of the design of edge triggered flip-flops using these latches are
provided. Through rigorous examination using SPICE circuit simulator, it is
observed that the DRIS n-type and p-type latches are the most power efficient at
both 180 and 22-nm technology node. Also, these latches are more robust and
insensitive to transistor sizing as compared to other latches. The DRIS n-type latch
also has the least PDP and EDP despite technology scaling. However, the least
delay at 180-nm technology node is provided by the DSTC n-type latch. The DSTC
p-type latch provides maximum delay at 22-nm technology node and the CVSL
p-type type is the speed bottleneck at 180-nm technology node.
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Cross-Coupled Dynamic CMOS Latches:
Robustness Study of Timing

Rishab Mehra, Swapnil Sourav and Aminul Islam

Abstract This paper presents an in-depth analysis of the propagation delay of
dynamic CMOS latches and its variability when subjected to process, voltage and
temperature (PVT) variations. Three basic topologies namely the cascade voltage
switch logic (CVSL), dynamic single transistor clocked (DSTC) and dynamic ratio
insensitive (DRIS) have been investigated for robustness and switching character-
istics. The extensive analysis provides well-defined guidelines for selection of
variation-aware CMOS latches used in digital logic design. All simulations have
been performed on 180 nm TSMC industry standard technology node using SPICE
circuit simulator.

Keywords Robust ⋅ Propagation delay ⋅ Switching ⋅ Latches ⋅ Supply
variations

1 Introduction

Latches are the basic building blocks of synchronous digital circuits and have a
substantial impact on circuit speed and power dissipation [1]. Typically, 80 % of
the total clock energy is dissipated by them [2] and they affect the performance
energy trade-off at the chip level. A system’s robustness is primarily dependent
upon sequential circuits and hence most modern—designs which are subjected to
large process/voltage/temperature (PVT) variations, require sufficient margins to
prevent timing violations [3–5].
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Various delay and variability analysis of digital circuits have already been
reported in literature. A thorough variation-aware comparison of 14 topologies of
single-edge triggered flip-flops is reported in [6] and sensitivity of each flip flop
(FF) topology to process variations is studied. Further, the impact of process
variations on performance and hold time is also analyzed. The same FFs have been
scrutinized for voltage, temperature and clock skew variations in [7]. Further,
variability of energy and impact of technology scaling has also been reported. Both
[6] and [7], use a simulation setup involving the FO4 configuration. A similar
analysis for different full adder circuits is reported in [8] and delay sensitivity is
analytically modeled with respect to supply variations. In [9], static timing analysis
(STA) of digital circuits in the presence of supply voltage and ground variations is
carried out. Apart from this, the propagation delay of static and dynamic CMOS
logic is studied under process variations in [3]. Yet, to the best of our knowledge,
no researcher has done the propagation delay and delay variability of dynamic
CMOS latches (Fig. 1) with cross coupled configurations and differential outputs.

In view of the above, this paper provides an extensive analysis of the propa-
gation delay and delay variability of dynamic CMOS latches (Fig. 1) with
cross-coupled configurations and differential outputs.

The second part of this work is structured as follows. The impact of process,
voltage and temperature (PVT) variations on the propagation delay (tp) of the

Fig. 1 a CVSL p-type. b CVSL n-type. c DSTC p-type. d DSTC n-type. e DRIS p-type. f DRIS
n-type
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dynamic latches is studied in Sects. 2, 3 and 4 respectively. Dependence of delay
variability on the above parameters is analyzed in Sect. 5. Comparative results and
the concluding remarks are made in Sect. 6.

2 Simulation Setup

International Technology Roadmap for Semiconductors (ITRS) identifies the key
technical requirements and sets near and long term objectives for the semiconductor
industry [2]. It projects variations in device parameters such as channel length (L),
channel width (W), channel doping concentration (NDEP), oxide thickness (tOX),
threshold voltage (Vt) and supply voltage (VDD), up to a range of ±10 %. For
greater accuracy of results, we run Monte Carlo simulations of 2000 iterations by
varying the above device and environmental parameters and generating different
SPICE model files for each set of parameters for considered circuits using at 180 nm
TSMC industry standard model parameters [10]. The various process parameters
including L, NDEP, tOX, and Vt are assumed to have independent Gaussian (or
Normal) distributions with a 3σ variation of 10 %, as mentioned above.

3 Impact of Process Variations on Timing

A simple model can be used for defining the propagation delay tp [3, 11]:

tp =
CL

IDS
.
VDD

2
ð1Þ

IDS = k .W . VDD −Vtð Þα ð2Þ

where, IDS is the current provided by the output transistor of width W to the load
capacitance CL, k is a technology dependent transconductance coefficient, VTH is the
threshold voltage, α is the velocity saturation index ranging between one and two
and VDD is the supply voltage.

From (1), the delay is primarily dependent upon variations in the load capaci-
tance CL and the current IDS. In particular, CL accounts mainly for the gate
capacitance of the fan out gate, interconnect capacitance and the output drain
diffusion capacitance. Variations in CL are primarily dependent on variations in the
effective channel width, the channel length, and the oxide thickness. Among these,
the most important parameter is the effective channel length [3]. Since the com-
plementary states of the differential pair are highly dependent on the switching of
the opposite MOS, tp is studied with respect to the sizing of the MOS opposite to
that whose drain gives the output state. The dependence of tp on the length and
width of the opposite transistor is shown in Figs. 2 and 3 respectively.
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The CVSL p-type and the DSTC p-type latches are most sensitive to sizing
variations and large changes in channel length and width may cause circuit mal-
functioning or lead to timing violations. The DRIS n-type latch has the maximum
immunity against channel length variations whereas the DSTC n-type latch pro-
vides the least delay for variations in width. The propagation delay for almost all
latches decreases up to an optimized value of transistor aspect ratio and increases
hence forth.

4 Impact of Supply Voltage Variations on Timing

Supply voltage (VDD) variations are an important parameter for delay and its
dependence is studied by varying the VDD and VSS values by ±10 % around 1.8 V
and 0 V respectively. The characteristic plots are shown in Figs. 4 and 5.

Fig. 2 Dependence of
propagation delay on channel
length of the opposite
transistor

Fig. 3 Variation of
propagation delay with the
width of the opposite
transistor
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The impact of voltage variations on a generic parameter ‘y’ can be characterized
using a sensitivity factor defined as [6]:

SyVDD
=

∂y
∂VDD

.
VDD

y
ð3Þ

Hence, the sensitivity of delay tp to VDD can be found as [7, 8]:

StpVDD
=

∂tp
∂VDD

.
VDD

tp
≈1− α

VDD

VDD −Vt
ð4Þ

A similar relationship can also be derived for VSS by making suitable adjust-
ments in the IDS equation. From (1) and (2), it is also clear that the delay is
proportional to VDD ð̸VDD −VtÞα and hence decreases with increase in the supply
voltage. The opposite is true for VSS values which can be verified from the plots.
The CVSL p-type and DSTC p-type latches are yet again most sensitive to VDD
variation while other latches exhibit a fairly constant response.

Fig. 4 Dependence of
propagation delay on VDD

Fig. 5 Variation of
propagation delay with VSS
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5 Dependence of Timing on Temperature Variations

The temperature dependence of tp is primarily due to variation in mobility (µ) and
threshold voltage (Vt) of the MOSFETs which in turn affects the drain current ID-.
These dependences can be modelled using the following [10, 12]:

μðTÞ= μðToÞ To
T

� �m

ð5Þ

VtðTÞ=VtðToÞ−KðT −ToÞ ð6Þ

where, To is the reference temperature (300 K), m is the mobility temperature
exponent whose typical value is 1.5 (ideally 1) and K is the threshold voltage
temperature coefficient whose typical value is 2.5 mV/K. Hence, both mobility and
threshold voltage show a negative dependence on temperature. Finally, the tem-
perature dependence of drain current ID- and hence propagation delay tp can be
represented as:

IDSðTÞ∝μðTÞ ðVDD −VtðTÞÞα ð7Þ

tp∝
CL VDD

μðTÞ ðVDD −VtðTÞÞα ð8Þ

From (8), the propagation delay tp increases with decrease in mobility (increase
in temperature), whereas, it decreases with decrease in threshold voltage (increase
in temperature). For supply voltages of around 2 V and threshold voltages of about
0.7 V, the impact of mobility degradation is more dominant and hence delay
increases with increase in temperature. However, for VDD values less than 1 V the
impact of threshold voltage decrease surmounts the mobility degradation leading to
overall positive temperature dependence [12]. This can be verified from Fig. 6 for

Fig. 6 Temperature
dependence of propagation
delay
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which the supply voltage is equal to 1.8 V. Again, the CVSL p-type and DSTC
p-type latches are most sensitive to temperature variations and provide large
amounts of delay at elevated temperatures. The DSTC n-type latch provides the
minimum amount of delay when subjected to temperature variations followed by
CVSL and DRIS n-type latches.

6 Variability Analysis of Dynamic Latches

A variability analysis of the dynamic CMOS latches is carried out at optimized
aspect ratios (least delay) and its dependence on the above parameters (VDD and
temperature variations) is studied. The relationship between delay variability and
supply voltage variations (VDD and VSS) is shown in Fig. 7.

It can be seen that the CVSL p-type and DSTC p-type latches are the most
sensitive to supply voltage variations and are the least robust as compared to the
other latches. The delay variability decreases with increase in VDD due to increase in
the current ID (from (2)) which is responsible for better switching characteristics.
The opposite is true for VSS as ID increases with decrease in VSS (more negative).
A similar analysis is carried out with respect to temperature and the obtained results
are shown in Fig. 8.

It can be seen that the delay variability increases with increase in operating
temperature of the latch. This is justified from (7), since the drain current exhibits
negative temperature dependence for circuits operating at around 2 V [12]. Hence,
leading to degradation in device performance and switching. Yet again, the CVSL
p-type and DSTC p-type latches are the most sensitive to temperature variations.
Whereas the DRIS p-type and n-type latches are the most robust.

Fig. 7 Dependence of delay variability on VDD (left) and VSS (right)
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7 Conclusions

This second part of the paper presents a precise and accurate analysis of propa-
gation delay (tp) and delay variability which is carried out for 6 CMOS dynamic
latches with cross coupled topologies and their responses when subject to process,
supply and temperature variations are examined. All designs and their simulation
results have been modeled using the industry standard 180 nm TSMC model
parameters and the claimed theory is justified using SPICE simulator. The Cascade
Voltage Switch Logic (CVSL) p-type latch is found to be the least robust and
efficient. Through rigorous examination, it is found to be most sensitive to PVT
variations and also provides maximum propagation delay. Hence, it is least suitable
for high speed and variation-aware applications. The Dynamic Ratio Insensitive
(DRIS) n-type latch provides minimum delay and is also least sensitive to aspect
ratios. Moreover, the DRIS p-type latch is found to be the most robust. Also, the
DSTC n-type latch provides the best tradeoff between circuit delay and variability.
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A Design of a 4 Dot 2 Electron QCA Full
Adder Using Two Reversible Half Adders

Sunanda Mondal, Debarka Mukhopadhyay and Paramartha Dutta

Abstract Quantum Cellular Automata (QCA) is one of the latest upcoming

technology. In the present extension we have proposed a configuration of full adder

utilizing two reversible half adders. However the proposed design contains only

majority voter gate and inverter gate. Moreover the dissipation energy, incidence

energy and effective area have been evaluated and reported also. To the best of our

knowledge such a design in the present form has not been reported in literature as yet.

Keywords QCA ⋅ MV gate ⋅ Logically reversible half adder ⋅ Full adder ⋅
Coulomb’s principle

1 Introduction

CMOS is the king of digital industry for last few decades as it has high operating

speed, low power consumption, efficient use of energy and high degree of noise

immunity [1, 2]. But day to day as our demands increases the transistor density

on a chip also grows exponentially. And while to be integrated at nano scale level

CMOS technology faces lots of problem. Mainly lithography cost and off-state leak-

age current grows exponentially when its dimension decreases. QCA is a developing

innovation which has most of the ingredients to overcome the problem of CMOS

technology.
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Using only majority voter (MV) gate and inverter gate every QCA circuit can be

designed. Also in QCA power consumption is negligible and it works at high speed

[3–5].

In case of irreversible circuit, during its operation some heat is dissipated for

each lost bit. But reversible circuit allow to recover the information. As a result its

power consumption is very low. The proposed design is verified and simulated using

QCADesigner [6, 7]. As present form of the design is not available in the existing

literature, hence we are unable to undergo any comparative study in this article.

The organization of the proposed design: The Sects. 1 and 2 describe QCA and its

utility in reversibility in computational paradigm. While Sect. 3 indicates designing

of full adder using reversible half adder, Sect. 4 indicates simulation result and Sect. 5

indicates architecture of full adder. The article is concluded at the end.

2 Preliminary Aspects of QCA

2.1 QCA Components in Brief

QCA is a square nano structure. QCA technology is built up in cell [8–10]. Four

quantum dots make a cell. The free electrons are trapped into the diagonal position

due to coulomb repulsion [11–13]. One of these two configuration represent binary

0 and other represent binary 1 as shown in Fig. 1a. These free electrons are used to

store and transmit data. Conceptually a binary wire is an array of QCA cell where

all cell have the same polarization. Here electrons don’t move between the cells. As

a result no power dissipates.

In QCA two logic gates are used as the fundamental gate—Majority voter gate

and Inverter gate.

Majority voter logic is reflected in Eq. 1.

M(A,B,C) = AB + BC + CA (1)

where A, B and C represent the inputs of the majority voter gate.

Fig. 1 a Polarity convention of QCA cell and b QCA inverter
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Fig. 2 A QCA Majority

voter gate

Cell polarization is changed by Inverter Gate as reflected in Fig. 1b. AND gate

and OR gate can be formed using MV gate by feeding binary 0 and binary 1 through

an input line respectively as illustrated in Fig. 2.

2.2 Advantages of QCA

This technology has many advantages.

1. No internal wiring is needed in QCA.

2. There is no current flowing between neighboring cell. Only when electron is lifted

from their ground state enough energy is needed.

3. QCA cells are of very tiny size. It is of only 18 nm. So it requires comparatively

less space to design a circuit.

2.3 QCA Clocking

QCA clocking is used mainly to supply power to the automaton and for control-

ling data flow direction. The clock of QCA consist of four phase—Switch, Hold,

Release and Relax (Fig. 3). In Switch phase electron potential energy start to raise.

In Hold phase electron potential energy is very high. During Release phase the elec-

tron potential energy begin to decrease and the electrons slowly start to be latched.

During Relax phase electrons are completely localized that means it get its polarity.

Also each clock cycle has four zones and each zone has four phases that is already

described. Each clock zone has a 90◦ phase difference with its previous zone.

Fig. 3 QCA clocking
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Fig. 4 a Block diagram of reversible half adder and b Full adder

2.4 Reversible Computing

In reversible computing information recovery is allowed that means we can recover

input from available output [14, 15]. There should be a unique relationship between

input vector and output vector. For example classical NOT operation is reversible that

means from available output the input can be recovered and there is unique output

vector for each specified input vector and vice-versa.

2.5 Advantages of Reversibility

There are many advantages of reversibility.

1. It consumes very low power to run a circuit that means it saves energy.

2. Its power dissipation is very low. In case of irreversible circuit, for a single bit

of information the dissipated energy is kTln 2 where k represents the Boltzmann

constant (k = 1.3806505 × 10−23 J/K) and T represents the operating tempera-

ture that is negligible but for the large number of bit this dissipated power is a

headache that can be overcome by reversibility as reversible computation do not

lose information.

3 Design and Implementation

In our previous paper a design of reversible half adder had been suggested by us

which is shown in Fig. 4a. We can draw a block diagram of full adder that has four

inputs and four outputs as shown in Fig. 4b. This full adder is designed using two

reversible half adders [16] and a Ex-Or gate as shown in the Fig. 5.

The truth table of this full adder is given in Table 1. The circuit diagram of full

adder is given below in Fig. 6a, b. In the addition section the circuit is composed of

six majority voter gate and two inverter gate. The carry section is composed of nine

majority voter gate and four inverter gate.
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Fig. 5 Full adder using two reversible half adders

Table 1 Truth table of full adder

Input Output

D A B C G1 G2 G3 G4

0 0 0 0 0 0 0 0

0 0 0 1 0 0 1 0

0 0 1 0 0 1 1 0

0 0 1 1 0 1 0 1

0 1 0 0 1 1 1 0

0 1 0 1 1 1 0 1

0 1 1 0 1 0 0 1

0 1 1 1 1 0 1 1

1 0 0 0 0 0 0 0

1 0 0 1 0 0 1 0

1 0 1 0 0 1 1 0

1 0 1 1 0 1 0 1

1 1 0 0 1 1 1 0

1 1 0 1 1 1 0 1

1 1 1 0 1 0 0 1

1 1 1 1 1 0 1 1

4 Simulation Result

The proposed design and its outcome is verified by an open source simulator, QCA

Designer 2.0.3. In this layout G3 represent SUM and G4 represent CARRY. In the

bistable approximation we follow the parameters: QCA cell dimension = 18 nm,

clock high = 9.800000e-022J, clock low = 3.800000e-023 J, Dot diameter = 5 nm.

These are the default values of the mentioned parameters of the said simulator.

Figures 6b and 7 show the circuit design and the simulation diagram of proposed

Full Adder using Reversible Half Adder. The input A, B, C and D is given at 0th

phase of 0th clock. Output Sum is evaluated at phase ‘3’ of 4th clock and Carry is

evaluated at phase ‘2’ of 7th clock (Fig. 8).



332 Sunanda Mondal et al.

Fig. 6 a Addition section of full adder and b Carry section of full adder

Fig. 7 Circuit layout of full adder

5 Architecture of Full Adder

In Table 2 Em denotes the least amount of energy to drive the architecture which

have N cells; Eclock denotes the clock energy supplied to the N cell architecture; Ediss
is the dissipated energy from the N cell architecture; v2 denotes the frequency of

dissipation energy; 𝜏2 is the dissipation time to come to the relaxed state; v1 is the

frequency of incident energy; 𝜏1 denotes the required time to attain a higher quantum

level n from a lower quantum level n2; 𝜏 is the switching time between two different

polarizations; tp denotes the time required to propagate the signal through the entire

architecture. In this table n represents the Quantum number, ℏ symbolizes reduced

Plank’s constant, the mass of electron is denoted by m, a2 denotes the area of a cell,

N denotes the cells present in the architecture (in number), k is the total clock zones

required for this architecture [6, 17]. Here, n = 10; n2 = 2; m = 18 nm and N = 402.



A Design of a 4 Dot 2 Electron QCA Full Adder . . . 333

Fig. 8 Output of full adder

Table 2 Different parameters regarding the suggested full adder using two logically reversible half

adders

Parameters Values

Em = Eclock =
n2𝜋2ℏ2N

ma2
1.4962 × 10−17 J

Ediss =
𝜋2ℏ2

ma2
(n2 − 1)N 1.4813 × 10−17 J

v1 =
𝜋ℏ

2ma2
(n2 − n22)N 2.1669 × 1016 Hz

v2 =
𝜋ℏ

2ma2
(n2 − 1)N 2.2346 × 1016 Hz

𝜏1 =
2ma2

𝜋ℏ(n2−n22)N
4.6147 × 10−17 s

𝜏2 =
2ma2

𝜋ℏ(n2−1)N
4.4748 × 10−17 s

𝜏 = 𝜏1 + 𝜏2 9.0896 × 10−17 s

tp = 𝜏 + (k − 1)𝜏2N 5.4058 × 10−14 s
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5.1 Effective Area

The 4 Dot 2 electron quantum cellular automata cells have square shape. Let us

assume the size of a cell is a × a. The full adder is constructed using 402 such cells

as reflected in Fig. 1a. So, the effective area regarding this design is 402 a2 and ver-

tically the coverage area is 31a and horizontally the coverage area is 36a. So, the

area utilization ratio is 402:(31 × 36) = 402:1116. So the index of compactness is

36.021505.

6 Conclusion

Here we highlight a methodology of full adder using reversible half adder that can be

used to implement different classical models with more efficiency and less complex-

ity than its non reversible counterpart. As we use the logic of reversible half adder

to design this full adder the number of cell increases automatically. So, horizontally

we are working to decrease the number of cell and to minimize power consumption

as far as possible.
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Secure Data Outsourcing in the Cloud
Using Multi-secret Sharing
Scheme (MSSS)

Amitava Nag, Soni Choudhary, Subham Dawn and Suryadip Basu

Abstract In the last few years, the demand of data outsourcing in the cloud has
enormously increased. However, there are some significant barriers to cloud
computing adoption. One of the most significant barriers of outsourcing data in the
cloud computing is its security issues especially when sensitive data such as per-
sonal profile, financial records, medical reports, etc. are outsourced on cloud ser-
vers. Therefore, strong security measures are essential to protect data within the
cloud. Recently, secret sharing schemes have been applied to protect sensitive data
in cloud storage. In this paper, we propose a (t, n) multi secret sharing scheme
(MSSS) for secure data outsourcing in the cloud. In the proposed scheme, t secrets
are divided into n shares, which are distributed to n cloud servers (one share per
server) and a trusted user can recover all secrets by combining shares from at least t
servers. The analysis shows that the proposed scheme can provide secure and
efficient data outsourcing system in the cloud.

Keywords Data outsourcing ⋅ Cloud storage ⋅ Secret sharing ⋅ MSSS ⋅
Trusted user
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1 Introduction

Cloud computing is achieving increasing popularity in the last few decades as it
provides a set of versatile IT services over the internet. It is a technique of usage of
various servers over the internet, often known as cloud. In cloud computing, the
client only needs internet access and any standard personal computer to access the
privileges. In recent years, with evolution of easily available internet, cloud com-
puting has become a very impressive tool in the technical world. The services such as
data storage, applications, software are available to the local devices through internet.
It can be available as online site of a company or offline storage and computing
facilities [1] such as Google Drive, Apple’s iCloud, Amazon’s cloud Drive,
Microsoft’s SkyDrive, and Samsung’s S-Cloud service. It can be used in different
fields such as marketing, education, multimedia, e-commerce as shown in Fig. 1.

Traditionally, the cloud service includes several servers which are maintained
and managed by a semi-trusted third party know as cloud provider [2]. However,
outsourcing data to a third-party administrative control needs to be well protected
especially when data owner shares their sensitive information on cloud servers [3].
Thus to preserve privacy of users’ data in the cloud, the data must be encrypted
before it is stored in the cloud server. Storing sensitive data in common encrypted
forms is a conventional approach in which only the trusted users can download the
encrypted files from the cloud and decrypt them with appropriate keys [4]. But the
high complexity of encryption-based approach has severely limited their practical
use [5]. Moreover, encrypted files are stored in a single storage. Therefore if the
server which contains the encrypted files does not act properly due to an attack or
some other reasons, then data user cannot recover the original secret. In this paper,
we propose a threshold secret sharing-based approach for outsourcing sensitive data
to cloud servers. The benefit of using threshold secret sharing for secure data
outsourcing in the cloud is that, even if some cloud servers do not work properly,

Fig. 1 Application of cloud
computing across many
industry centres
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the data user can still recover the secret if certain number of servers work
appropriately.

2 Related Works

Secret Sharing Schemes were introduced independently by Shamir [6] and Blakely
[7]. The basic idea in Secret Sharing [6] is to divide a secret data into several shares
in such a way that certain subsets of the shares can recover the original secret. The
advantage of secret sharing is its “fault-tolerance” and “availability”. For instance,
if one share is lost or damaged by an adversary, other shares can reconstruct the
secret. Thus, nowadays secret sharing is being widely used in cloud computing [5,
8]. Several recent works [8] have proposed in the cloud based data outsourcing
using Shamir’s secret sharing scheme instead of traditional encryption [1, 8].

Cloud computing systems are organized as multiple servers and data storage
devices which store distributed data of multiple users [9]. The shares of secret are
stored at multiple servers. In order to reconstruct the secret, the shares are collected
from distributed servers. Security of these data in cloud host is very much important
and must be assured. The external attacks in a cloud can be resisted by service
provider’s authentication. The internal attacks which are imposed by anyone inside
the system can also be resisted with the help of key. The inside intruder can access the
data only if the key is available to him. In this way the data is safe from both internal
as well as external attacks. But due to any physical damage to the server or due to any
natural disaster, the cloud data may be lost. So cloud computing can be mixed with
secret sharing to provide more security of data. If due to any natural disaster any
single share is lost or damaged, then the rest of the shares would still be available. As
long as threshold shares are available, the secret can be reconstructed. In [10],
Nojoumian and Stinson used secret sharing scheme in cloud computing. Takahashi
and Iwamura [11] have proposed a new mechanism of secret sharing for cloud
computing which reduces the amount of share and thus suitable for cloud systems.

Shamir’s (t, n) secret sharing scheme [6] is one of the most widely used tech-
niques for secret sharing. In this scheme n shares of original secret are created. To
reconstruct the original secret a minimum of t shares must be collected and any t − 1
or fewer shares are not sufficient to retrieve the secret. This is known as Threshold
Scheme. Therefore, when secret sharing schemes are used in data outsourcing, fault
tolerance property is achieved as even if n − t shares are lost or damaged, the
remaining t shares suffice to recover the information. Nevertheless, Shamir’s (t, n)
secret sharing scheme is not suitable to cloud systems because the size of the shares
increases n times than the size of the secret. To solve this problem, we propose a (t,
n) multi-secret sharing scheme in this paper which can be efficiently applied to cloud
systems. In the proposed scheme, t secrets {S1, S2, …, St} are divided into n public
shares yi(1 ≤ i ≤ n) and each share yi is stored on the correspondent cloud server
Ci among n cloud servers {C1, C2,…, Cn}. Therefore, the proposed scheme reduces
the size of the shares and thus it is suitable for cloud computing.

Secure Data Outsourcing in the Cloud Using Multi-secret … 339



3 System Model

Our system model consists of three parties: (1) the data owner, (2) data user and
(3) the cloud storage servers as shown in Fig. 2. The details of each party are
described as follows:

1. Data Owner: The data owner (an enterprise or individual customer) stores a set
of data files in the cloud. For security and confidentiality of the outsourced data
in the cloud, data owners can encrypt their data before outsourcing.

2. Data Users: Only trusted data users are allowed to access outsourced data. Any
user from cloud perimeter can download the data and any trusted data user has
the privilege to decrypt the downloaded data with secret key.

3. Cloud Storage Servers: The cloud storage servers provide high-quality services
to store and manage the outsourced data.

In this model, it is assumed that data owner can outsource data in a collection of
cloud servers and only trusted data users can access it.

4 Proposed Scheme

This section deals with cloud security service using multi secret-sharing scheme.
Assume that, there are t secret data files S = {S1, S2, …, St} to be shared by a data
owner. The data owner D construct n(t ≤ n) encrypted shares y1, y2, …, yn from t
secret data files S = {S1, S2, …, St} using Shamir’s (t, n) secret sharing schemes
and stores y1, y2, …, yn into n cloud servers C1, C2, …, Cn respectively. A trusted
data user can reconstruct the original secrets by downloading t shares from any t
servers. The complete procedure of the proposed scheme is illustrated in Fig. 3.

Fig. 2 System model
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The processes of share generation and actual secret recovery are described
below:

Algorithm 1: Share Construction

1. The data owner D first generates n random numbers x1, x2, …, xn.
2. Then D chooses a polynomial f(x) of degree t − 1 randomly and a prime number

p:

f ðxÞ= a0 + a1x+ a2x2 +⋯+ at− 1xt− 1mod p ð1Þ

in which a0 = S1, a1 = S2, …, at−1 = St
3. D computes the public shares y1 = f(x1), y2 = f(x2), …, yn = f(xn) and stores

y1, y2, …, yn into cloud servers C1, C2, …, Cn respectively.
4. D keeps (i, xi) secret for i = 1 to n.

Algorithm 2: Secret reconstruction

A trusted user will recover the secrets S = {S1, S2, …, St} using the following
procedure:

1. The user first requests the data owner for the private shares (i, xi).
2. D first verifies whether the user is trusted or not. If the user is trusted, then D

provides any t private share (i, xi) secretly to that trusted user.
3. The trusted user downloads t public shares from t cloud servers. The basic rule

for downloading these t shares is based on the public share yi is downloaded
from ith server.

4. The trusted user can uniquely determine the polynomial f(x) from all t xi as
follows:

Fig. 3 The detail illustration of the proposed scheme
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f ðxÞ= ∑
t

i=1
yi ∏

t

j=1, j≠ i

x− xj
xi − xj

mod p

= S1 + S2x+ S3x2 +⋯+ Stxt− 1mod p

ð2Þ

5 Security and Performance Analysis

This section discusses the security and the performance of the proposed scheme.
Table 1 compares the performances of the proposed scheme and other related
schemes [9, 12].

Data confidentiality: The public shares stored in the cloud servers are generated
by Shamir’s secret sharing scheme. Thus each share is in encrypted form and
cannot reveal any information.

Data correctness: The recovery phase of the proposed scheme is based on
Lagrange interpolation polynomials. Thus if any user downloads (t − 1) public
shares and obtain (t − 1) correspondent xi values from the data owner, he cannot
determine the (t − 1) degree polynomial f(x) and so cannot obtain any information
about the secrets.

Attack by intruder: A potential intruder can capture the public shares from the
cloud. Since the data owner uses n random numbers x1, x2, …, xn to generate n
shares and all random numbers are kept secret, so it is not possible to determine the
(t − 1) degree polynomial f(x) based on Lagrange interpolation polynomials
without the values of x1, x2, …, xn. Therefore the proposed scheme is computa-
tionally secure from an attacker inside or outside the cloud perimeter.

Fault tolerant property: The main benefit of (t, n) secret sharing scheme over
traditional encryption is that even if some shares are lost or damaged, the system
can still recover the original secret if certain number of appropriate shares are
available (known as fault tolerant property). The proposed scheme uses (t, n) secret
sharing and thus has fault tolerant property. On the other hand Yoon et al. [12] used
traditional encryption technique which is a single point of failure and hence does
not have fault tolerant property. Although Liu et al. [9] proposed (n, n) secret
sharing scheme, but it does not support fault tolerant property as it needs all shares
to recover the original secret.

Table 1 Performance comparisons

Data
confidentiality

Data
correctness

Secure from
attacker

Fault tolerant
property

Liu et al. [9] Yes Yes Yes No
Yoon et al.
[12]

Yes Yes Yes No

Proposed Yes Yes Yes Yes
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6 Conclusion

In this paper, we propose multi-secret sharing scheme in order to protect the privacy
and security of outsourced data in the cloud storage systems. Our multi-secret
sharing approach can reduce the amount of shares with respect to the number of
secrets. Also, it prevents untrusted users from obtaining the original secrets even
though public shares are available in the cloud servers. Moreover, the proposed
scheme preserves data confidentiality and correctness. The performance analysis
indicates that the proposed scheme is suitable for cloud computing.
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Design of a BCD Adder Using 2-Dimensional
Two-Dot One-Electron Quantum-Dot
Cellular Automata

Kakali Datta, Debarka Mukhopadhyay and Paramartha Dutta

Abstract A full adder is designed which in turn is used as the building block to

design a BCD adder. We have also compared the design of two-dot one-electron

QCA BCD adder with the existing four-dot two-electron QCA BCD adder variant.

The analysis of the proposed design justifies its effectiveness, in respect of energy

utilization, compactness and stability.

Keywords Majority voter ⋅ Adder ⋅ Ripple carry adder ⋅ BCD adder

1 Introduction

QCA, proposed by Lent and Tougaw [6], promises an efficient technology, with high

computation speed, small size and long lifetime. This does way with the CMOS

technology drawbacks.

Two-dot one-electron QCA [3] as it is more advantageous over four-dot two-

electron QCA. As in a cell there is only two dots and one electron, the total number

of electrons participating in an architecture is almost halved, if not less. Therefore

energy required is less. Also, there is no ambiguous configuration as in the case of

four-dot two-electron [5]. Moreover, Coulomb’s repulsion principle is obeyed while

passing information from one cell to the next, thereby reducing the wiring complex-

ity.
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The following Sect. 2, we have discussed the cell structures of two-dot one-

electron QCA, the QCA basic gates and clocking. In Sect. 3.1, we proposed the

design of a full adder which acts as the basic block of the BCD adder. We propose

a design of a BCD adder in Sect. 3.2. In Sect. 4 we have considered calculations

based on potential energy for verifying the outputs. Design analysis has been done

in Sect. 5. We have also compared the proposed two-dot one-electron architecture

with an existing four-dot two-electron architecture in Sect. 6. Finally, in Sect. 7, the

energy and power parameters are calculated, followed by conclusion in Sect. 8.

2 Overview of Two-Dot One-Electron QCA

Here, the QCA cells are demonstrated in Fig. 1a, the electrons when placed in the

dot below and above, represent binary ‘0’ and ‘1’ respectively. Similarly, as shown

in Fig. 1b, the electrons when placed in the right and left dot, represent binary ‘0’

and ‘1’ respectively. They changes position following Coulomb’s law.

Here, the clocking is quite not like the clocking mechanism of CMOS as it shows

the direction in which the signal flows and the input signals are supplied with energy

so that the signal can reach the output end [1].

In [3] clocking (Fig. 2) and the basic building blocks (Fig. 3) are discussed.

The majority voter output is

M(A,B,C) = AB + C(A + B) (1)

Fig. 1 The two-dot one-electron QCA cells

Fig. 2 The two-dot one-electron clocking
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Fig. 3 Basic building blocks

Fig. 4 The two-dot one-electron QCA implementation of a full adder

3 Designs Proposed

3.1 Full Adder

Bits Ai and Bi along with carry bit Cini is added by a full adder whose logic diagram

along with its implementation are shown in Fig. 4. The sum and carry outputs are

Sumi = Ai ⊕ Bi ⊕ Cin (2)

Carryi = Ai.Bi + Ai.Cin + Bi.Cin (3)
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3.2 BCD Adder

Figure 5 shows the logic diagram of the BCD adder. To start with, we implement

4-bit binary adder and add Ai, Bi and carry-in to get the sum Si and carry Ci. Let

SBi be the correct BCD sum and let CBi be the correct carry. If Ai + Bi + Cini < 10,

Fig. 5 The logic diagram of BCD adder

Fig. 6 The two-dot one-electron QCA BCD adder with full adders (FA) as building blocks
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SBi = Si otherwise Si must be corrected to change it to SBi. This correction can be

made by adding 6 to Si as the low-order 4-bits of Si + 6 are equal to SBi whenever

Ai + Bi + Cini >= 10. The output carry CBiis 1 whenever Ci = 1 or Si > 10. In Fig. 5,

we can see that a 4-bit ripple carry binary adder computes the sum Si which passes

through a second binary adder. It adds either 0 or 6 to it to form SBi. The two-dot

one-electron QCA implementation of BCD adder is shown in Fig. 6.

Table 1 Output determination of full adder (FA)

Index of cell Position of

electron

Total potential energy Remarks

1, 16, 26 – – Input cells Ai, Bi and Cin
respectively

2–8 – – Same polarity as of 1 (Fig. 3d)

9 – – Opposite polarity of 8 (Fig. 3c)

10–15 – – Cell 15 has same polarity as of 1

(Fig. 3d)

17–20 – – Same polarity as of 16 (Fig. 3d)

21–25 – – Cell 25 has the polarity as of 17

(Fig. 3d)

27–33 – – Cell 33 has the polarity as of 26

(Fig. 3c)

34 – – Opposite polarity of 31 (Fig. 3b)

35 – – Opposite polarity of 34 (Fig. 3c)

36 a −6.905 × 10−20 J Electron latches at a as potential

energy is least at a
b −0.294 × 10−20 J

37–38 – – Same polarity as of 36 (Fig. 3a)

39 – – Opposite polarity of 15 (Fig. 3b)

40–41 – – Same polarity as of 43 (Fig. 3)

42 a 3.329 × 10−20 J Electron latches at b as potential

energy is least at b
b 0.537 × 10−20 J

43–44 – – Opposite polarity of 44 (Fig. 3b)

45–50 – – Opposite polarity of 10 (Fig. 3c)

51 a 3.329 × 10−20 J Electron latches at b as potential

energy is least at b
b 0.537 × 10−20 J
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4 Output Energy State Determination

As simulator is not available till date, the outputs may be established by potential

energy calculations and hence determined the outputs i.e. the positions of electrons

where the potential energies are minimum [2].

In Table 1, we have obtained the potential energies of the QCA cells as numbered

in Fig. 4b. The results obtained in Table 1 are used to deduce Table 2.

5 Analysis of the BCD Adder Design

An efficient QCA architecture must be stable and maximal area should be utilized.

[4]. If all the input signals reach the majority voter gate with same clock and same

strength and the output signal is with the same or next clock then the architecture is

stable. These conditions are satisfied by our design.

Let us consider the dimension of a cell as p nm by q nm. Here, we require 505
which covers 505pq nm

2
of area and (34p + 34q) × (25p + 25q) nm

2
area is cov-

ered by the design. Hence, area utilization ratio is 101pq ∶ 170(p + q)2. Number of

crossovers here is 24.

6 Comparative Study

The comparative study of the BCD adder designs is done in the Table 3. In [5], the

values of p and q are given to be 13 nm and 5 nm respectively.

7 Energy and Power Requirements

From [7], in an architecture with N cells, Em is the energy to drive, Ediss is the dis-

sipated energy, 𝜈2 is the frequency of dissipated energy, 𝜏2 is the dissipation time,

𝜈1 is the frequency of incident energy, 𝜏1 is the time to jump from quantum level

n2 to quantum level n, 𝜏 is time the cells require to jump between two consecutive

polarizations, tp is the propagation time, 𝜈2 − 𝜈1 is the differential frequency. These

parameters are calculated in Table 4. Here we consider n = 10 and n2 = 2, in course

of the present deduction.
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Table 2 Output state of two-dot one-electron QCA BCD adder

Cell index Position of

electron

Total potential energy Remarks

1 – – Input Cin

2, 37, 67, 213 – – A inputs to FAi, i = 1, 2,… , 6
respectively

3, 38, 68, 214,

187, 177

– – B inputs to FAi, i = 1, 2,… , 6
respectively

4–35 – – Attains polarity of the sum of FA1

(Figs. 3c and 4)

36 – – Attains polarity of the carry of

FA1 and C input to FA2

39–49 – – Attains polarity of the sum of FA2

(Figs. 3c and 4)

50 – – Attains Opposite polarity of 39

(Fig. 3b)

51–65 – – Attains Opposite polarity of 50

(Fig. 3b)

66 – – Attains polarity of the carry of

FA2 and C input to FA3

69–77 – – Attains polarity of the sum of FA3

(Figs. 3c and 4)

78 – – Attains Opposite polarity of 69

(Fig. 3b)

79–95 – – Attains Opposite polarity of 78

(Fig. 3b)

96 – – Attains polarity of the sum of FA4

(Fig. 4)

97–109 – – Cells 109 Same polarity as of 96

(Fig. 3d)

110 – – Attains Opposite polarity of 109

(Fig. 3c)

111–114 – – Attains Opposite polarity of 96

(Fig. 3b)

115–117 – – Attains Opposite polarity of 114

(Fig. 3c)

118–119 – – Attains Opposite polarity of 116

(Fig. 3b)

120–135 – – Cells 120, 135 attain Opposite

polarity of 114

136–137 – – Cell 137 attains polarity of 120

(Fig. 3d)

138 a 14.102 × 10−20 J Electron latches at b as potential

energy is least at b
b 1.368 × 10−20 J

(continued)
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Table 2 (continued)

Cell index Position of

electron

Total potential

energy

Remarks

139–146 – – Attains polarity of 138 (Fig. 3c)

147 a 14.102 × 10−20 J Electron latches at b as potential energy is

least at b
b 1.368 × 10−20 J

148–149 – – Attains polarity of 147 (Fig. 3a)

150 a 3.329 × 10−20 J Electron latches at b as potential energy is

least at b
b 0.537 × 10−20 J

151–152 – – Attains polarity of 150 (Fig. 3c)

153 – – Attains polarity of the carry of FA4 (Fig. 4)

154–170 – – Cells 154, 170 attain polarity of 153

171 a −3.329 × 10−20 J Electron latches at a as potential energy is

less at a
b −0.537 × 10−20 J

172–177 – – Attains polarity of 171 (Fig. 3d)

178–187 – – Cell 187 attains polarity of 171 (Fig. 3c, d)

188 – – Attains polarity of the sum of FA5 (Fig. 4)

189–195 – – Attains polarity of 188 (Fig. 3c)

196 – – Attains polarity of the carry of FA5 and C
input to FA6

197–198 – – Attains polarity of the carry of FA6

(Figs. 3a and 4)

199–205 – – Cells 199, 204 attain Opposite polarity of

198

206 – – Attains Opposite polarity of 204 (Fig. 3b)

207 a 14.102 × 10−20 J Electron latches at b as potential energy is

least at b
b 1.368 × 10−20 J

208–211 – – Attains polarity of 215 (Fig. 3c)

212 – – Attains polarity of the carry of FA3 and C
input to FA4

215 a 14.102 × 10−20 J Electron latches at b as potential energy is

least at b
b 1.368 × 10−20 J

216–217 – – Attains polarity of 215 (Fig. 3c)

218 – – Attains polarity of the sum of FA6 (Fig. 4)

219–221 – – Attains polarity of 218 (Fig. 3c)

222 a 3.329 × 10−20 J Electron latches at b as potential energy is

least at b
b 0.537 × 10−20 J
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Table 3 Comparative study

Proposed in [8] Proposed in this paper

Cells required, N 1903 nos. 505 nos.

Area utilized 5494060 nm
2

275480 nm
2

Majority voter gate 25 nos. 25 nos.

Required energy High (as 3806 electrons are

concerned)

Less (as 505 electrons are

concerned)

Table 4 Values of different parameters

Parameter Value for design in [8] Value for this design

Em = Eclock =
n2𝜋2ℏ2N
2ma2

7.084 × 10−17 J 1.802 × 10−17 J

Ediss=
𝜋2ℏ2

2ma2
(n2 − 1)N 7.0139 × 10−17 J 1.784 × 10−17 J

𝜈1=
𝜋ℏ

2ma2
(n2 − n22)N 2.0518 × 1017 Hz 5.219 × 1016 Hz

𝜈2=
𝜋ℏ

2ma2
(n2 − 1)N 6.411 × 1015 Hz 1.631 × 1015 Hz

(𝜈2 − 𝜈1)=
𝜋ℏ

2ma2
(n22 − 1)N 1.987 × 1017 Hz 5.056 × 1016 Hz

𝜏1 =
1
𝜈1
= 2ma2

𝜋ℏ(n21−1)
N 4.873 × 10−18 s 1.915 × 10−16 s

𝜏2 =
1
𝜈2
= 2ma2

𝜋ℏ(n21−1)
N 1.559 × 10−17 s 6.130 × 10−16 s

𝜏 = 𝜏1 + 𝜏2 1.608 × 10−16 s 6.322 × 10−16 s

tp𝜏 + (k − 1)𝜏2N 2.374 × 10−12 s 1.114 × 10−11 s

8 Conclusion

We have presented a full adder design, which is used to design a ripple carry adder.

This ripple carry adder in turn is modified into a BCD adder. Analysis of the archi-

tectures has been made. Outputs of the proposed structure have been established by

calculating potential energies. The energy and power requirements of the architec-

ture have also been calculated. Last but not the least, a comparative study is also

done.
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Design Based New Coupling Metric
for Component Based Development
Environment

Jyoti Sharma, Arvind Kumar and M. Iyyappan

Abstract Software development has now days evolved into an extreme change
that uses the best modules being run in various closed and open source software.
The basic idea is to extract the best component so that it can be fitted into the
ongoing software development process. For this reason reusable and best compo-
nents are required. Merely selection of high cohesive components is not sufficient
but we have to select the components which are having low coupling as well. In this
proposal we have introduced the new coupling metric on a higher level that is at the
package level.

Keywords Component ⋅ Complexity ⋅ Coupling ⋅ Cohesion ⋅ Coupling
distance

1 Introduction

Component based software engineering is an advanced field of software engi-
neering. Coupling and cohesion is having a direct impact on the complexity of the
software. Different considerations has been proposed to reduce the complexity of
the program by dividing them into functional modules [1]. During the development
of any kind of software the design phase plays an important role and if the
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designing phase of the particular software can be done easily then the coming
corresponding phases in software development will get the good time as well.

Metrics are basically simply the measurement of a parameter. The design metrics
introduced here is based on the concept that we are having a lot of number of
packages in our code which may be an example or a commercial code. These
packages are basically having the classes and classes are having the methods so the
hierarchy which is obtained by using these three we will compute the design based
metric in component based development environment.

CBSE is an approach which is used to enhance the reusability because
reusability is a way to improve efficiency and productivity of software systems.
Component based software systems are mainly constructed from the reusable
components such as third party components and the commercial off the shelf
components (COTS). As the rapid increase of software system size and complexity,
it is very important to reduce the high software cost, time and complexity while
increasing reliability, Performance and quality so on. Various graph based tech-
niques has been proposed previously to indicate the complexity of the program [2].

In this paper we are using the concept of coupling distance to find the total
coupling of components and our proposed approach will be used for calculating the
total coupling of components and the average coupling of a project.

2 The Metric of Software

The software metrics are basically needed to measure several types of quality
issues. Software Metrics provides a measurement for the software and the process
of software production. Most of the existing metrics are applicable to small pro-
grams or components. Various number of measures has been designed previously
and to measure such complexity measure some of the measures has been taken and
it was observed that some of the complexity measures are not fulfilling the basic
criteria so there is a need for designing of new metric [3]. There are some of the
quality level attributes can be measured directly or indirectly like understand ability,
modifiability, complexity and maintainability by using the software metrics and that
is the reason that they are playing an important role in software engineering.

The coupling metric will have a direct impact on the complexity of software
because if the coupling rate can be found between the components then selection of
components will get easier for the development of software in component based
development environment (CBSD). A model was designed previously in which
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design properties such as encapsulation and modularity are related to high level
quality attribute such as flexibility and reusability [4]. We are considering the
coupling metric by using the various source codes at the package level. In this
research, we have presented a coupling metric for the various java codes by using
the concept of coupling distance.

3 Coupling Computation at Package Level with Proposed
Approach

For the computation of coupling we will consider four classes of a project named as
online course portal system. For these different 4 classes we will compute the total
coupling and at the end we will compute the average coupling for the project by
using the proposed approach. A model of software quality has been proposed
previously to indicate the quality in the software [5]. There are many complex
systems in the world like the social system, physical system etc. Most of the
systems are generally hierarchical structured like Fig. 1.

A large system is generally having the small submodules and so on.

3.1 Proposed Approach

For the new coupling metric using the concept of package in the component tree
example we will follow the following number of steps.

SYSTEM

C1 C2

m1 m2 m3 m4

Fig. 1 Ideal hierarchical
system [6]
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(1) Given an example or case study.
(2) Packages are considered as components, classes are considered as modules

and methods are considered as submodules.
(3) Draw the graphical representation of components dependency with the com-

ponent tree.
(4) Calculate the coupling distance and mostly the coupling distance is calculated

by considering the height of lowest common ancestor in the graphical view of
the component tree.

(5) Calculate the total coupling of components by using the below formula as:
Total coupling of component i = summation from j = 1 to M

Coupling distance for i
N− 1

where i and j are the symbolic number for packages.
(6) In addition the Summation from j = 1 to M followed by

Coupling of selected components
M

where M is the total Number of components.

Now the average coupling of the project and by using those values we can
deliver a quality based product.

3.2 Calculation of Total Coupling of Components
with the Average Coupling of the Project

Considering a project of online course portal system in which there are various
different classes or the components are there and these components are the appli-
cation components and other components as well. Now considering the 4 classes in
which one of them is acccou.java for the calculation of coupling metric with the
average coupling of project is as follows:

acccou.java
Number of packages in this code is = 5 and the simple class is extending the
standard httpservlet package.
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The above code or example has been taken for the calculation by using the
proposed metric given as [7].

Now calculation is as follows:

Here, total number of components in the given example = 5 as C1, C2, C3, C4, C5.
Total numbers of modules are 2 as M1 and M2 where M1 extends M2.
Total numbers of submodules are 1 named as SM1.

In the above code javax.servlet.http package is consisting of class http servlet
and this class is consisting of method do get method.

Based on this internally defined hierarchy we will make the graphical repre-
sentation of component tree with the component dependency [8].

accou is a subclass of httpservlet. The internal hierarchy can be shown as Fig. 2.
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As defined in the previous work component dependency can be defined as:
Now the graphical representation with component dependency in the component

tree will be as follows:

Component C1, C2, C3, C4, C5 all are directly related to the method M1 as shown
below.
There was an idea of receiving the feedback or the input from the user side so that
the software applications can be well understood [9]. Only component C5 is
directly related to the module M2 because M2 is only the method or the module
which is internally included in C5 component or package. A various number of
models of software complexity has been proposed [10].

And finally this M2 is directly related to SM1 (Fig. 3).
Now the coupling distance for the various components has to be calculated as

follows:

For C1 Coupling distance = 1
For C2 Coupling distance = 1

Javax.servlet.http package

Http Servlet class

do get method

Fig. 2 Internal hierarchies
for package, classes and
methods [6]

Product i.e accou.java

C1 C2 C3 C4 C5

M1 M2

SM1

Fig. 3 Graphical
representation of component
tree with component
dependency [6]
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For C3 Coupling distance = 1
For C4 Coupling distance = 1
For C5 Coupling distance = 2 (according to previously defined hierarchy).

Therefore the calculation of total coupling of component I will be as follows:
Total coupling of component

i =
1+ 1+1+1+2

5− 1
= 6 4̸

= 1.5.

4 Results and Analysis

Similarly, we can calculate the average coupling of a project by calculating the
coupling for the individual remaining classes (accreq.java, adlogin.java, aeexam.-
java) and it is shown below Table 1.

Average coupling of project can be calculated as:

1.5 + 1.5 + 1.4 + 1.6
4

= 1.5.

Now from the above table we can analyze that no of packages in a class which
are considered as components here are inversely proportional to value of total
coupling of component I. Therefore by using the proposed coupling metric we are
getting the different coupling value for the different component and the components
having the low coupling value will be selected for the production of the software in
component based development environment because always we required the low
coupling and high cohesion. For example from these above class we will select the
adlogin.java as a best class due to its low value and on an average by using these
metrics the best project or the bunch of best components can be easily selected.

Table 1 Analysis for various classes

S. no Class name Number of components Total coupling of component i

1 Accou.java 5 1.5
2 Accreq.java 5 1.5
3 Adlogin.java 6 1.4
4 Aeexam.java 4 1.6
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4.1 Conclusions and Future Work

This paper proposes metrics for improving the quality of software components in
CBSE environment based on a new strategy. During the optimal selection of
components if the coupling is calculated by using the above metric then it will helps
us to select the quality components for the development of software. Our results
verified its integrity and operability. Some of the features of the metrics are:

1. These metrics can be used as a reusability factor for the various components.
2. These metrics can be used to evaluate the quality and efficiency of components.

The coupling value calculated above helps to estimate the complexity of the
software.

In this research we are calculating the average coupling of the project by just
taking the four different classes with different number of components. The proposed
approach can be applied to other projects also.
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Scientific Workflow Management System
for Community Model in Data Fusion

Boudhayan Bhattacharya and Banani Saha

Abstract The scientific experiments handle huge amount of data from various
sources. The processing of data includes various computing stages along with their
dependency pattern. The scientific workflow for data-intensiveness is used to model
different processes. The scientific workflow paradigm integrates, structures and
orchestrates services of heterogeneity and software design tools locally and globally
to form scientific processes with complexity for enabling scientific discoveries. The
Scientific Workflow Management System (SWfMS) deploys the scientific work-
flows for data-intensiveness by means of executing parallelism and the resources
distributed in different infrastructures like grid and cloud. The community model is
a data fusion methodology which is used to fuse data from various sources with
multiplicity. The SWfMS for community model is used to describe the flow of data
in various parts of the model and their corresponding working principle. This paper
presents a data-intensive SWfMS for the community model.

Keywords Data fusion ⋅ Community model ⋅ SWfMS ⋅ Configuration
generation workflow ⋅ Analysis campaign workflow

1 Introduction

The science with data-intensiveness is posing a huge challenge for the scientific
workflows paradigm [1, 2]. The amount of data is expanding in leaps and bounds in
each passing day. These data are generated by means of the modern experiments
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and simulation results. The system also deals with the heterogeneousness and
complex nature of data, their applications and the corresponding execution envi-
ronments. A large-scale scientific experiment is usually based on scientific work-
flows to model data operations like inputting of data, processing of data, data
analysis and aggregation of output data. Scientific workflow models are used to
define the steps of data processing and their corresponding dependencies by means
of Directed Graph or Directed Acyclic Graph [3]. The scientific workflow man-
agement works in distributed, homogeneous and non-homogeneous computing
environments in organizational and geographical regions which process live data
streams in gigabytes and archived and simulation data in petabytes available in
different formats from various sources. To manage this kind of enactment, larger
storage space and faster machines are required. Moreover, it is also scalable and
diverse in terms of number of users, different applications, various data, resources
for computation and technologies. There are several SWfMSs available in literature
—Kepler [4, 5], VisTrails [6], Swift [7], Pegasus [8], Chiron [9], Taverna [10],
Triana [11], Discovery Net [12], Yet Another Workflow Language (YAWL) [13],
Business Process Execution Language (BPEL) [14], VIEW [15]. All of these
models generate an architectural inference in which subsystems are developed
through high-level organization. The organization of the paper is as follows—
Sect. 2 outlines the Scientific Workflow Management Systems (SwfMS) along with
requirements and life cycle of SWfMS, Sect. 3 explains the SWfMS architecture
and Sect. 4 discusses the Community Model based on SWfMS.

2 Scientific Workflow Management System

The Scientific Workflow Management Systems (SWfMS) defines the infrastructure
for setup, execution and monitor scientific workflow. The stages of SWfMS are as
follows—Workflow script copying of previous stage, Changing file parameters,
Running the modified script and Periodical checking of running jobs. If an error
occurs, the background is searched in the different log files produced during the
processing, the problem is solved and the steps are repeated until all the processing
succeeds [16]. The SWfMS promotes production and standardization of different
types of environment like Perl, Python or Shell scripts. The SWfMS was imple-
mented successfully in different scientific applications [17, 18]. The experiments
are managed based on the steps of the SWfMS for modeling of the processing steps
as workflows with organized enactment [19].

2.1 Configuration Generation Workflow

The Configuration Generation Workflow is a collection of files which are used as
inputs to the analysis campaigns. This collection of files is known as
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ensembles [16]. The ensemble is a collection of different configurations by a pre-
defined order having different parameters. This workflow requires coordination of
data fusion parameters, cluster parameters, grid parameters and cloud parameters.
The Configuration forms a Markov chain sequence.

2.2 Analysis Campaign Workflow

The Analysis Campaign Workflow is a set of coordinated calculations which
determines a set of specific data fusion quantities [16]. The analysis campaign
workflow usually creates an intermediate data product. The intermediary calcula-
tions of each configuration are independent of each other.

The generic requirements of the SWfMS are Workflow Templates, Workflow
Instances, Workflow Execution, Progress Monitoring, Workflow Execution His-
tory, Execution of Multiple Workflow Instances, Quality of Service Features,
Stages in Input Data Files, Fault Tolerance, Data Provenance, Campaign Execution
and Dispatch Campaigns [17, 18, 20] in sequence.

The scientific workflow is defined as a Directed Acyclic Graph (DAG) of the
transitions of state from creating a process to completing a process [19, 21, 22]. The
life cycle of scientific workflow phases involves Composition [21, 22] Deployment
[19], Execution [21, 22] and Analysis [19, 22].

3 Architecture of Scientific Workflow Management
System

The architecture of a SWfMS has five layers—Presentation layer, User Services
layer, Workflow Execution Plan (WEP) Generation layer, WEP Execution layer
and Infrastructure layer [4, 7–9]. The higher layers realize more concrete func-
tionality by means of lower layers. The Presentation layer interacts with a user in
SWfMS and the desired functions are realized at User Services layer. The Pre-
sentation layer is a tool for Interfacing with the user which interacts with users and
SWfMSs at every stage of the life cycle of the scientific workflow. The User
Services layer supports user functionalities like Monitoring and Steering of
Workflow, Sharing of Workflow Information and Workflow Attribution Data
Providing [23]. During workflow execution, workflow monitoring tracks the exe-
cution status and displays the required information [24]. The workflow monitoring
verifies the result to prove a hypothesis [25]. The WEP generation layer produces a
WEP in accordance with a design of scientific workflow based on three processes
namely Refactoring of Workflow, Parallelization of Workflow and Optimization of
Workflow. The WEP execution layer manages the execution of WEP through
Scheduling of Workflow, Execution of Task and Robustness. The Scheduling Plan
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(SP) is devised by SWfMS which use computing resources judiciously and prevents
stalling of execution [26]. The infrastructure layer works as a platform for the
SWfMS and the arrangement. This layer also maintains static or dynamic provi-
sioning. The static provisioning provides resources for SWfMSs which are fixed, in
workflow execution whereas dynamic provisioning enlarges or eradicates resources
for SWfMSs vigorously [3].

4 Scientific Workflow Management System
for Community Model

The community model [27–29] has been developed to apply the data fusion in
different application areas like radar signal processing, image processing, data
mining, decision support system etc. The Community Model paradigm (Fig. 1) is
aimed to cater different application areas irrespective of environments. The different
levels of community model ease out the burden from the master fusion filter by
comparing the fused information using the reference sensor at each level. Each

Fig. 1 Community Model
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sensor has multiple levels in this model. These multiple levels are used for
refinement of the sensors data collection. These levels use and execute different
filtering algorithms for the fine-tuning of the data. The reference sensor feeds the
data directly at each level to compare the fused data with its actual value. All filters
with parallel organization, compare their respective sensor data with a common
reference filter and calculates local states at each node. Thereafter, these locally
estimated values are passed to the filters with parallel organization of the adjacent

Fig. 2 SWfMS of Community Model
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level and this process is repeated until the last (Nth) level of filter. The global
estimates are defined depending on all the local estimates and the fused data in
master fusion filter. All the filters in the parallel form have a common state due to
the fact that all the filters share a system for common reference. The input signals
are received by the filters at different levels and the processing is done for
transmission.

The SWfMS architecture of Community Model is given below (Fig. 2).

5 Conclusion

The SWfMS of Community Model has been developed to facilitate the service
oriented architecture (SOA) for data fusion implementation. It will then be applied
to different SWfMS models like Kepler, VisTrails, Swift, Pegasus, Taverna, Triana,
Discovery Net, Yet Another Workflow Language (YAWL), BPEL, VIEW to name
a few.
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An Improved Stator Resistance
Adaptation Mechanism in MRAS
Estimator for Sensorless Induction
Motor Drives

S. Mohan Krishna and J.L. Febin Daya

Abstract A comparative study of the conventional fixed gain PI and Fuzzy Logic
based adaptation mechanisms for estimating the stator resistance in a Model Ref-
erence Adaptive System (MRAS) based sensorless induction motor drive is
investigated here. The rotor speed is estimated parallely by means of a PI control
based adaptive mechanism and the electromagnetic torque is also estimated to add
more resilience. By considering the external Load torque perturbation as a model
perturbation on the estimated stator resistance, the effects of the same on the esti-
mated parameters are observed. The superiority of the Fuzzy based stator resistance
adaptation mechanism is observed through detailed simulation performed offline
using Matlab/Simulink blocksets. Furthermore, a sensitivity analysis of the stator
resistance estimate with respect to load torque is also done to verify the effec-
tiveness of the above concept.

Keywords Speed estimation ⋅ Adaptive control ⋅ Model reference ⋅ Machine
model ⋅ Computational intelligence

Notation

iSds, i
S
qs d and q axis stator currents in stationary reference frame

ψ̂SqrV, ψ̂
S
drV d and q axis Voltage model rotor flux linkages in stationary

reference frame
ψ̂SqrI, ψ̂

S
drI d and q axis Current model rotor flux linkages in stationary

reference frame
Lr, Lm, Ls, σ Rotor Magnetising and Stator inductance, Reactance
RS, R̂S Actual and Estimated Stator resistances
ωr,ω̂r, Tr Actual and Estimated Rotor speeds, Rotor Time constant
Kp, KI Proportional and Integral gains
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1 Introduction

The indirect rotor flux oriented control implementation for a speed encoderless
induction motor was significant in many ways. The presence of the speed encoder
meant additional electronics, space constraints and cost. Besides, it would negate
the inherent robustness of the induction motor. Consequently, many research efforts
focused on the concept of sensorless speed estimation [1–4]. The speed estimation
can be classified as one exploiting the concept of rotor spatial harmonics and the
other depending on the machine model. Though the former is independent of
machine parameters and considered as an accurate speed measurement, it introduces
considerable measurement delays and cannot be used as a feedback signal for high
performance drives. This led the researchers to focus more on machine model based
speed estimation schemes, as they are relatively easy to implement, but the dis-
advantage was that, they were parameter dependent. Furthermore, the recent
research focuses on machine model fed speed estimation mainly based on adaptive
control. The classification of adaptive control based speed estimation schemes is
shown in Fig. 1. Since the onset of sensorless control, parameter estimation has
come to occupy considerable research space. Of all the parameters, identification of
stator resistance is of significance in the condition and state monitoring of the drive.
The speed estimation for a wide operating speed bandwidth is still a matter of
concern and this led to the concept of online adaptation of certain critical motor
parameters along with the speed. This was to avoid mismatching of the estimated
and real values. Thermal parameters such as stator and rotor resistance were adapted
online considering the important role they play during the operating range of the
drive. As a result, many adaptation schemes were proposed for the same.

The different categories of stator resistance identification schemes were dis-
cussed by [5]. There are ones which relied purely on the measured or the recon-
structed terminal quantities of the machine like stator voltages, currents etc. The
stator resistance was obtained by making use of the machine model (Voltage and
current model). The second category of identification schemes relied on an adaptive
mechanism which would be based on a classical PI controller or Computational
intelligence like Fuzzy Logic, Neural networks, ANFIS etc. A parallel stator
resistance estimation scheme for a MRAS state estimator where the rotor fluxes are
used to determine the error vector was implemented. Adaptation algorithms using

Fig. 1 Adaptive control based speed estimation schemes
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full order Luenberger observer were also presented where the stator current error is
input to the adaptation mechanism [6–8]. An instantaneous reactive power based
algorithm was designed for joint state estimation of rotor resistance and speed with
an extended Kalman filter and an Extended Luenberger Observer to suppress noise
[9], but the above method, though more accurate and sensitive to model distur-
bances, occupied greater computational space and increased the complexity. Many
algorithms have also been proposed for online tracking of rotor time constant,
however, Stator resistance continues to be an influential parameter due to its
dependence on the operating conditions, speed accuracy and stability of the drive
system [10–14].

Existing research made use of mutual MRAS schemes involving parallel or
sequential estimation of parameters or a comparison of different adaptation mech-
anisms. In this paper, a comparative analysis is performed on the conventional PI
based and the Fuzzy Logic based stator resistance adaptation mechanism when
subjected to load torque variations and change in the nominal value of stator
resistance, with the rotor speed also being estimated parallely by means of a PI
mechanism. In addition to it, the sensitivity of the stator resistance estimate for
variations in the external load is also shown to indicate which one of the above
gives an improved performance. The general configuration of the adaptation
schemes is based on the Rotor Flux based MRAS and combines ideas of [5] and
[14]. The work portrays the superiority and robustness of the Fuzzy logic based
stator resistance identification mechanism over the classical PI scheme in the par-
allel state estimator. The electromagnetic torque is estimated using a mechanical
model to verify the correctness and accuracy of the adaptation schemes. The model
is validated by means of offline simulation using Simulink.

2 MRAS Based Simultaneous Parameter Estimation

MRAS form the backbone of adaptive control schemes. It has a high rate of
adaptation and is easy to implement. The general configuration of MRAS is shown
in Fig. 2. The reference and adjustable models are essentially voltage and current
models fed from the machine terminals and the estimated quantity is obtained by an
appropriate adaptation mechanism. The adjustable model depends on the unknown
quantity. Depending on the output quantities of the models, the MRAS is charac-
terized. Here, the configuration is based on rotor fluxes. The adaptation law makes
use of a Lyapunov function to enable convergence.

The idea of Mutual Rotor flux based MRAS scheme is utilized here [15], where
the roles of the two models are switched depending on the parameter to be esti-
mated. The concept exploits the second degree of freedom, whereby the amplitude
difference of the estimated rotor flux vectors is used to estimate the stator resistance.
This identification scheme, in essence makes use of the speed estimate in obtaining
the stator resistance and vice versa. The mechanism is shown in Fig. 3.
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3 Structure of the Estimator

The equations and the respective mechanisms used for constructing the MRAS
estimator depicted in Fig. 3 are as follows. The estimator is constructed in the
stationary reference frame [16].

Fig. 2 General Configuration of MRAS

Fig. 3 Parallel stator resistance and speed adaptation mechanism
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3.1 Reference Model/Adjustable Model for Speed Estimate/
Stator Resistance Estimate

ψ̂SqrV =
Lr

Lm

Z
VS

qs − R̂sisqs − σLsisqs
� �

dt
� �

ð1Þ

ψ̂SdrV =
Lr

Lm

Z
VS

ds − R̂sisds − σLsisds
� �

dt
� �

ð2Þ

where, σ=1− L2
m

LsLr
.

3.2 Adjustable Model/Reference Model for Speed Estimate/
Stator Resistance Estimate

pψ̂sqrI =
− 1
Tr

� 	
ψ̂sqrI +ω̂rψ̂sdrI +

Lm

Tr

� 	
isqs ð3Þ

pψ̂sdrI =
− 1
Tr

� 	
ψ̂sdrI +ω̂rψ̂sqrI +

Lm

Tr

� 	
isds ð4Þ

3.3 Simultaneous Rotor Speed and Stator Resistance
Adaptation Mechanism [9]

To ensure asymptotic stability of the system, the Popov’s criterion for stability of
Non Linear systems has to be satisfied:

S =
Z t0

0
εTW dt≥ − γ2, for all t0 ð5Þ

where, εT = ½εdrIεqrIεdrVεqrV� and W is the non linear matrix given as:

W=
−Δωr

0 − 1
1 0

� �
0 0
0 0

0 0
0 0

Lr

Lm
ΔRS

0 − 1
1 0

� �
2
664

3
775
ψ̂drI
ψ̂qrI
ids
iqs

ð6Þ

where, J =
0 − 1
1 0

� �
, and I =

1 0
0 1

� �
and Δωr =ωr −ωr and ΔRS =RS − R̂S;
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The reduced form of the non linear matrix W is:

W=
−ΔωrJ 0

0 Lr

Lm
ΔRSI

" #
ψ̂rI
iS

ð7Þ

Equation (5) can be resolved into two inequalities given by:

S=X1 + kX2 ð8Þ

where, X1 ≥ − γ21 and X2 ≥ − γ22 and k= Lr

Lm
, γ1 and γ2 are positive real constants.

By exploiting the first inequality, the rotor speed is estimated. Here, the voltage
and the current models are considered as the reference and adjustable models
respectively. Therefore, we have:

X1 = −
Z
0t0

ΔωrðεTI Jψ̂rIÞdt ð9Þ

Here, εI =ψ̂SrV −ψS
rI and, on solving,

εTI Jψ̂
S
rI = ψ̂drVψ̂qrI +ψ̂qrVψ̂drI

h i
= eω ð10Þ

where eω is the rotor speed error. Using PI control based mechanism; the estimated
rotor speed is obtained:

ω̂r = KP +
KI

S


 �
eω ð11Þ

ω̂r is the estimated speed. By utilizing the second inequality, the stator resistance is
identified. Here, the roles of the reference and adjustable models are reversed.
Therefore, we have:

X2 =
Z t0

0
ΔRS εTVi

S
S

� �
dt ð12Þ

where, εV =ψ̂SrI −ψS
rV and, on solving;

εTVi
S
S = idsðψ̂drV −ψ̂drIÞ+ iqsðψ̂qrV −ψ̂qrIÞ=eRs ð13Þ

where, eRs is the stator resistance error.

376 S. Mohan Krishna and J.L. Febin Daya



PI Based Stator Resistance Adaptation

R̂S = KP +
KI

S


 �
eRs ð14Þ

R̂S is the estimated stator resistance.

Fuzzy Logic Based Stator Resistance Adaptation
The change in stator resistance error and the stator resistance error are taken as the
inputs to the fuzzy estimator. The output is the estimated stator resistance and the
fuzzification stage comprises of seven regions which are NH, NM, NL, Z, PL, PM,
PH corresponding to negative high, negative medium, negative low, zero, positive
low, positive medium and positive high. The triangular membership functions
shown in Fig. 4 convert the inputs into corresponding fuzzy variables.

Fig. 4 Membership functions for the Fuzzy estimator, a Stator resistance error, b Change in
Stator resistance error c Estimated Stator resistance

Table 1 Fuzzy rule matrix

eRs
NH NM NL Z PL PM PH

ΔeRs NH NH NH NH NH NM NL Z
NM NH NH NH NM Z Z PL
NL NH NH NM Z Z Z PM
Z NH NM Z Z Z PM PH
PL NM Z Z Z PM PH PH
PM Z Z Z PM PH PH PH
PH Z PL PM PH PH PH PH
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The rule matrix is a 7 × 7 matrix having 49 rules shown in Table 1. The control
range is between −5 and 40 for the stator resistance error, between −2 and 35 for
the change in error and between 0 and 0.175 for the estimated stator resistance. The
mamdani based interface is used and the fuzzy control surface is shown in Fig. 5.

3.4 Estimation of Electromagnetic Torque

Te =
3
2
P
2
Lm

Lr
ψ̂drVi

s
qs −ψ̂qrVi

s
ds

h i
ð15Þ

4 Offline Simulation Results: Analysis and Discussion

The equivalent simulation model of the drive system along with the state estimator
is constructed in MATLAB/SIMULINK and the tracking is observed and analyzed
for both, the PI and the Fuzzy Logic based adaptation schemes. The model is run
for the following cases:

(i) Step Torque perturbation which is initially at no load and stepped up to rated
load of 200 Nm after a fixed time interval

(ii) For half the rated load of 100 Nm.
(iii) At No Load, by doubling the nominal value of the actual Stator resistance of

the motor.
(iv) Sensitivity analysis of estimated stator resistance with respect to Load.

Fig. 5 Fuzzy control surface
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4.1 MRAS Speed Estimator with PI Based Stator Resistance
Adaptation Scheme

(i) See Fig. 6.
(ii) See Fig. 7.

Fig. 6 Estimation of parameters at Step Torque perturbation

Fig. 7 Estimation of parameters at half the rated Load
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(iii) See Fig. 8.
(iv) See Fig. 9.

Fig. 8 Estimation of parameters at No load by doubling the actual Stator resistance

Fig. 9 Stator Resistance Estimate with respect to the Load
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4.2 MRAS Speed Estimator with Fuzzy Logic Based Stator
Resistance Adaptation Scheme

(i) See Fig. 10.
(ii) See Fig. 11.

Fig. 10 Estimation of parameters at Step Torque perturbation

Fig. 11 Estimation of parameters at half the rated Load
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(iii) See Fig. 12.
(iv) See Fig. 13.

The specification of the motor considered is given in Appendix. The entire
analysis is carried out in motoring mode at speeds around the base synchronous
range. As it has been already explained, the stator resistance estimate depends on
the speed estimate and vice versa. In all cases of Load perturbations, the PI based

Fig. 12 Estimation of parameters at No load by doubling the actual Stator resistance

Fig. 13 Stator Resistance Estimate with respect to the Load
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stator resistance estimate settles to a relatively lower value shown in Figs. 6 and 7
than the Fuzzy estimation scheme in Figs. 10 and 11. At the instance of transition
from no load to full load, the mean of the instantaneous values of the flux levels
come down, which can be attributed to lower settling of the estimated stator
resistance in PI scheme and which, is not the case in Fuzzy Logic based scheme,
where a constant flux level is maintained. Both the rotor speeds under all loading
conditions converge to the actual value as can be seen in the figures. Since, for an
ideal drive system, the load torque and the electromagnetic must be the same, the
estimated electromagnetic torque in both the cases, more or less, follows the profile
of the Load torque, but with a slightly higher magnitude to take into account the
frictional and mechanical losses. The estimated torque is a function of the voltage
model rotor fluxes and the d-axis and q-axis stator currents. However, q-axis
component of the stator current (which is responsible for torque production) has
inherent pulsations causing relatively more oscillations in the estimated parameters
for fuzzy based adaptation as seen in Figs. 10, 11 and 12. When, the actual stator
resistance is doubled (RSNEW = 2Rs), though the Fuzzy estimated resistance in
Fig. 12 settles to a higher value compared to the PI based scheme shown in Fig. 8.
In both cases, it doesn’t reach the reference value, due to decrease in the amplitudes
of the flux levels as a result of increase in the voltage drop (due to increased value
of the nominal resistance). For a ramp Load, the sensitivity of the estimated stator
resistance is also studied and in Fig. 13, it can be observed that the Fuzzy based
adaptation scheme is relatively more consistent than the PI based adaptation scheme
shown in Fig. 9. This again, can be attributed to the amplitudes of the instantaneous
rotor flux levels which are maintained almost constant in the former.

5 Conclusions

A comparative performance analysis between two Stator resistance adaptation
schemes of Mutual MRAS based speed estimators have been presented for indirect
vector controlled encoderless Induction motor drives. The concept utilizes the idea
of simultaneous estimation of critical parameters such as the stator resistance and
rotor speed, which play a vital role in the operating range of the drive system. The
efficacy of Fuzzy Logic based adaptation mechanism is proved by the simulated
results and by the susceptibility of the estimated stator resistance to changes in the
external load. The above idea can be extended to closed loop tracking performance
with variations in speed command.
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Appendix

The motor model used in the simulation has the following ratings: A 50HP,
three-phase, 415 V, 50 Hz, star connected, four-pole induction motor with equiv-
alent parameters: RS = 0.087 Ω, Rr = 0.228 Ω, Lls = Llr = 0.8 mH, Lm = 34.7
mH, Inertia, J = 1.662 kg m2, friction factor = 0.1.
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A New Implementation Scheme
in Robotic Vehicle Propulsion
Using Brushless DC Motor

Debjyoti Chowdhury, Arunabha Mitra, Santanu Mondal
and Madhurima Chattopadhyay

Abstract This paper deals with the development of a propulsion system for a
robotic vehicle using a permanent magnet Brushless DC (BLDC) motor with
sensorless commutated drive. The proposed vehicle has four BLDC motor driven
wheels, each having separate sensorless drive circuitry but all controlled by a single
supervisory controller. The vehicle is capable of performing angular and linear
displacements, ruled by a distantly located operator. A drive/break by-wire tech-
nology is utilized for operation of the wheels. In this work, a real time system with
sensorless commutation is designed and implemented that utilizes a three phase
inverter, a microcontroller and a motor speed feedback as drive circuitry. A suitable
cost effective algorithm has also been developed to generate an appropriate six
transistor switching sequence to commute the BLDC motor. The characteristics of
the implemented drive give satisfactory outputs over a wide range of controlled
speed variation from 330 to 2440 rpm. The effectiveness of the system so designed
is demonstrated through the real time experimental data.
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1 Introduction

The advantages of Brushless DC motors over brushed DC motors and induction
motors due to permanent magnet rotor and electronic commutation technique
makes it an obvious choice in electric vehicle applications [1]. The use of BLDC
motors is expanding day by day in a wide range of applications especially in
computerized equipments, space research programs, military support, transporta-
tion, production industries and household appliances. The main reason is that it
holds high efficiency, torque, compactness over intact operating range and can be
easily controlled due to proportional variation of torque with input voltage [2, 3].
Instead of using brushed DC motor with one central drive train propelling all four
wheels in a Remote Operated Vehicle (ROV) [4], BLDC motors are mounted inside
each wheel. Also, the electronic commutation by-wire technology is used instead of
mechanical, hydraulic and pneumatic control systems. As a result, the weight of the
system is reduced and the control over the vehicle becomes easier as well. The four
wheel drive system of a commercial ROV is shown in Fig. 1. For robust traction
control on various terrains, the ROV implements drive-by-wire analogy. The entire
system comprises of a four wheel drive each incorporating a six-switch fed BLDC
[5] motor and and a supervisory controller [6]. As found in literature, due to
imperfections present in electronic commutation [7–9], each wheel drive tends to
achieve different rotation speed [10]. The propulsion presented here in this paper
tries to eliminate the foresaid problem by implementing an intelligent [11] super-
visory controller to handle each individual wheel motor drive. This paper introduces
the propulsion of a robotic [12, 13] vehicle using BLDC motor in Sect. 1. Then a
description of the sensorless [14] drive system for BLDC motor is presented in
Sect. 2. Next, Sect. 3 deals with real time implementation of the sensorless drive.
The results obtained in real time simulation are nurtured in Sect. 4. Finally, Sect. 5
explores the scope for extension and modification of the present work.

LiPo Battery

Drive/Brea
k by-wire 

Drive/Break 
by-wire 

Remote receiver

Supervisory Controller 

BLDC Motor BLDC Motor

BLDC Motor BLDC Motor

Fig. 1 Four wheel drive system for a Remote Operated Vehicle
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2 Description of the Drive System

This section puts forward the idea of controlled rotation in a three phase BLDC
motor using an external commutation circuit. The drive power is given to motor
windings via a three phase inverter consisting of six Bipolar Junction Transistor
(BJT) switches. The operation of the foresaid switches inside the driver follow a
particular sequence which depends on the rotor position [15] as well as the rotor
speed, shown by Table 1. The switching sequence is provided to the driver by a
microcontroller, which takes a continuous feedback of the rotor position and the
rotor speed. The rotor position is estimated by zero crossing the back EMFs [16]
generated in the three windings of the BLDC motor. The rotor speed is measured
and fed back to the microcontroller in order to verify the achievement of the desired
rotational speed.

The block diagram of the real time model is described in Fig. 2. The reference
speed is supplied with the help of a variable resistor. This analog value is converted
into equivalent digital form by ADC in the microcontroller. Similarly, back EMFs
[17] generated in the three windings are fed to the microcontroller, and the rotor

Table 1 Implemented sequence for operation of switches

Rotor position (°) Branch current Switch Closed Digital sequence
Ia Ib Ic D1 D2 D3

0–60 + − Off Q1 Q2′ 1 0 Off
60–120 Off − + Q3 Q2′ Off 0 1
120–180 − Off + Q3 Q1′ 0 Off 1
180–240 − + Off Q2 Q1′ 0 1 Off
240–300 Off + − Q2 Q3′ Off 1 0
300–360 + Off − Q1 Q3′ 1 Off 0

Back EMF 
processing 
circuitry 

Speed 
Measurement 

va

vb

vc

D1

D2

D3

Micro-
controller 

Motor 
driver 

BLDC 
Motor

Ref. Speed

Fig. 2 Block diagram of the implemented hardware
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speed is determined using a digital encoder. The microcontroller generates three
signals i.e., D1, D2 and D3, which are supplied to the base terminals of the tran-
sistors used. The driver gives three phase supply to the motor i.e., va, vb and vc.

3 Real Time Implementation of BLDC Motor

The implemented hardware is built around a 2 W dual bridge motor driver
(L298 N) operated by an 8-bit Atmel microcontroller ATmega328p-pu. The three
phase six switch motor drive with reduced commutation lines by using digital NOT
gates connecting transistor bases is shown in Fig. 3.

A 2 W dual bridge motor driver (L298N) operated by an 8-bit Microcontroller
(i.e., Atmel ATMEGA328p-pu) has been used to drive the said motor as shown in
Fig. 4.

The configuration of the connections of the motor driver with the armature of the
motor is shown in Fig. 3. A diode is connected in parallel to each transistor to
provide snubbed protection to the designed system. Also, three similar resistors r1,
r2 and r3 rated at 1 Ω (1 W) are connected for current protection. The designed real
time hardware with connections to the motor driver is shown in Fig. 4. An
appropriate algorithm considering a pre-defined transistor switching sequence
derived from Table 1 is written to the said microcontroller based commutation
system. The rotor speed is measured and fed back to the drive system by a photo
diode pair.

The ROV [18] drive system in order to maintain coordination among individual
motor speed controllers for four wheels, the proposed propulsion system makes use
of a supervisory controller. This supreme controller takes input from a user via a

Fig. 3 Six transistor based three phase inverter
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wireless link to decide the desired rotational speed for every wheel’s motor. The
proposed algorithm of operation for the supervisory controller is described by a
flow chart as shown in Fig. 5.

4 Hardware Simulation Results

This section puts forward the real time hardware simulation results of the designed
Brushless DC motor drive.

Start Define 
Variables 

Configure 
Controller 

Initialization of 
Controller Variables 

Start Key 
Pressed? 

I/O ports ADC 
switch function

Set Point 
Exceeded 
Positive? 

Decrease 
Switching 

Set Point 
Matched? 

Increase 
Switching 

Set Point 
Matched? Stop

No 

No

No

No

Yes 

Yes 

Yes

Yes 

Fig. 5 Proposed algorithm of operation for the supervisory controller

Fig. 4 The real time implemented hardware
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The waveform traces for back EMF generated in phase A and current supplied
are shown in Fig. 6. The technical specifications of the three ph. BLDC motor
implemented in this work are displayed in Table 2. A rotor speed ranging from 330
to 2440 rpm has been achieved.

5 Conclusion

This paper proposes a Brushless DC motor based propulsion system for Remote
Operated Vehicles. The intended scheme is innovative in terms of compactness, as
the motor drive can be implemented right inside the wheel. In this work the rotor
position is detected with the help of back EMF detection technique. The back EMF
sensing technique is always advantageous as it requires minimum hardware and
hence consumes less power thus making the system cost effective. This entire study
has been carried out as a real time implemented hardware built around a low cost
microcontroller. The output waveforms for back EMF and phase current obtained
are given by Fig. 6 respectively in the previous section. The foresaid true back EMF
detection is written in form of software algorithm inside each motor controller.
Thus, allowing the flexibility to add another supervisory controller to change back

Fig. 6 a Back EMF generated in phase A. b Phase current supplied to phase A

Table 2 Parameters of the implemented BLDC Motor

Motor parameters Values

Rated DC voltage 12 V
Rated current 110 mA
Stator resistance 1.7 Ω
Torque constant 14.5 mN m/A
Rated speed 5400 rpm
Life of working 50,000 h
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EMF detection according to the required load torque for varying terrain situations.
The real time implementation of the proposed vehicle is shown in Fig. 7, on a
custom designed robot chassis.
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Binary Fuzzy Goal Programming
for Effective Utilization of IT Professionals

R.K. Jana, M.K. Sanyal and Saikat Chakrabarti

Abstract Utilization of IT professionals in software firms is an important problem
in which vagueness is a very common factor. Most of these problems are multi-
objective in nature and contain a large number of binary decision variables. In this
work, a mathematical model is developed for allocating different categories of IT
professionals, according to the requirement of various consultancy projects, as a
binary fuzzy multiobjective programming problem. The considered objectives are
effort maximization at all phases for executing the projects, and overall cost min-
imization of the firm. A binary fuzzy goal programming technique is applied to find
the solution of the problem. A case example is presented based on the data collected
from a software firm located at the Electronic Complex of Salt Lake, Sector-V,
Kolkata, India and the effectiveness of the technique is demonstrated.

Keywords Multiobjective optimization ⋅ Fuzzy logic ⋅ Goal programming ⋅
Human resource planning ⋅ Information technology

1 Introduction

Human resources (HR) are the most valuable assets for any organization. This is
true for software firms as well. There are different categories of employees in these
firms. Information Technology (IT) professionals play an important role for the
software firms. The existence and success of these firms depend largely upon the
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class of IT professionals employed and their proper utilization. They are highly paid
as well. So, they must be effectively utilized for the benefit of the firms. It is very
crucial to assign the most appropriate IT professionals according to their skills for
successfully implementing the projects. At the same time, it must be taken into
consideration that the cost involved in utilizing them is minimized. Using Taguchi’s
parameter design, a technique [11] is proposed to solve the IT professional selection
problem for software projects. Zhou (2008) [14] proposed a technique for optimally
allocating IT professionals for software projects. Also, a constraint-driven HR
scheduling technique [12] is proposed by Xiao et al. (2008) for solving the HR
scheduling problem for IT professionals.

The IT professional utilization problems are inherently multi-objective in nature.
They involve complex and conflicting objective that are to be optimized simulta-
neously. Among several techniques, goal programming (GP) [3] has been used
extensively [6] for solving multiobjective programming (MOP) problems. Unfor-
tunately, the technique has not been used extensively for HR planning of software
projects. It is used to allocate human resources for a health care organization [7].
A recent study [5] exploits GP for utilizing IT professionals in software firms. The
problem is formulated as a GP problem with binary decision variables. Then the
difference between the target value and the achievement function for all the goals is
minimized.

The major shortcoming of the model is requirement of precise definition of target
values of the goals. Narasimhan (1980) [10] proposed fuzzy goal programming
(FGP) technique by combining fuzzy logic [13] and GP. It allows the goals to be
defined imprecisely. The technique has been used to solve different types of
imprecise MOP problems [9]. Till date, the literature reports the existence of only a
few studies [4, 8] on application of FGP to allocate HR for business organizations.
It is used to solve a multi-objective HR allocation problem [8]. In another study,
FGP technique is employed for allocating tasks to employees in teamwork [4]. In
particular, if the decision variables in a FGP problem are binary type then the
problem is known as a binary FGP problem [2].

In this paper, a binary FGP model is formulated for effective utilization of IT
professionals in software firms. Two goals are considered in this model. The first
one is the cost goal and the second one is the effort goal. Due to the uncertainties of
the decision-making environment, the goals are defined fuzzily. Triangular fuzzy
numbers are used to define the target values of both cost and effort goals. Con-
sideration of cost as a goal is always crucial for firms. The effort goal is equally
important as it has relation to the completion of the projects in time. Also, the effort
of individual IT professional is linked to rewards. Rewards are measured on a scale
of 10. So, the goals are conflicting in nature. The Branch-and-Bound solver of
LINGO 10 package is then used to obtain the most effective utilization of the IT
professionals.
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2 Fuzzy Subset, Membership Function, and Triangular
Fuzzy Number

Fuzzy set theory was introduced by Zadeh (1965) [13] to extend the concept of
ordinary set theory in which there is no partial belongingness of elements. On the
other hand, fuzzy set theory allows both complete and partial belongingness of
elements. Next, fuzzy subset, triangular fuzzy numbers, and triangular membership
function are presented.

2.1 Fuzzy Subset

Suppose that Y is the collection of distinct objects and y is an element of Y. The
fuzzy set P̃ in Y is then defined as follows:

P̃= ðy, μP̃ðyÞÞjy∈Y
� � ð1Þ

where μP̃ðyÞ is the membership function of y in P ̃ that maps Y to the membership
space [0, 1].

2.2 Intersection of Two Fuzzy Sets

For any two fuzzy sets P̃ and Q ̃, the intersection R̃=P ̃∩Q ̃ is defined as:

μR ̃ðyÞ=min μP̃ðyÞ, μQ̃ðyÞ
n o

, y∈ Y . ð2Þ

2.3 Triangular Fuzzy Number

A triplet T ̃= ðt1, t2, t3Þ is known as a triangular fuzzy number where t1 denotes the
least possible value, t2 denotes the mean value, and t3 denotes the highest possible
value.

2.4 Triangular Membership Function

Let T ̃= ðt1, t2, t3Þ be a triangular fuzzy number. The triangular-shaped membership
function μT ̃ðyÞ of T ̃ is defined as (Fig. 1):
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μT ̃ðyÞ=
0 if y< t1
y− t1
t2 − t1

if t1 ≤ y≤ t2
t3 − y
t3 − t2

if t2 ≤ y≤ t3
0 if y> t3

8>><
>>: ð3Þ

3 Binary FGP Problem

In this section, a binary FGP problem [2] and its deterministic equivalent form are
presented.

A classical MOP problem can be presented as:

min: f1ðxÞ, f2ðxÞ, . . . , fMðxÞf g
subject to grðxÞ≤ 0, r=1, 2, . . . ,R

x≥ 0,
ð4Þ

where x is vector of N decision variables; fmðxÞðm=1, 2, . . . ,MÞ are individual
objectives, grðxÞðr=1, 2, . . . ,RÞ are constraint functions.

In (4), if the decision variables are either 0 or 1, then it is classified as a binary
MOP problem [9] and is defined as:

min: f1ðxÞ, f2ðxÞ, . . . , fMðxÞf g
subject to grðxÞ≤ 0, r=1, 2, . . . ,R

x=0 or 1.
ð5Þ

If it is possible to set target values for individual objectives in (5), then the
corresponding binary GP problem [5, 6] takes the following form:

min: h1ðn, pÞ, h2ðn, pÞ, . . . , hMðn, pÞf g
sucht hat fmðxÞ+ nm − pm = bm, m=1, 2, . . . ,M

grðxÞ≤ 0, r=1, 2, . . . ,R
x=0 or 1
n, p≥ 0

ð6Þ

Fig. 1 Triangular
membership function
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where n is the vector of negative deviational variables ðn1, n2, . . . , nMÞ, p is the
vector of positive deviational variables ðp1, p2, . . . , pMÞ, and hm n, pð Þ
(m=1, 2, . . . ,M) are functional forms involving n and p.

The decision-making environment of IT professional utilization problem for
software firms is highly uncertain. Consequently, defining precise target values for
individual goals may not be an easy task. To capture the uncertainness of the
decision-making environment and to provide flexibility to the decision-maker, the
goals are expressed as fuzzy goals. The corresponding binary FGP problem can be
written as:

Find x such that the following goals and constraints are satisfied:

fmðxÞ≅ bm, m=1, 2, . . . ,M
grðxÞ≤ 0, r=1, 2, . . . ,R
x=0 or 1

ð7Þ

where the symbol ‘≅ ’ denotes ‘fuzzily equal to’, and fmðxÞ≅ bm indicates decision
maker’s partial satisfaction if fmðxÞ deviates slightly, up to some permissible tol-
erance values, from bm.

Let bLm and bUm be the lower and upper limits of deviation of m-th goal in (7).
Then following (3), the membership functions corresponding to the fuzzy goals can
be constructed as follows:

μfmðxÞðxÞ=

0 if fmðxÞ< bLm
fmðxÞ− bLm
bm − bLm

if bLm ≤ fmðxÞ≤ bm
bUm − fmðxÞ
bUm − bm

if bm ≤ fmðxÞ≤ bUm
0 if fmðxÞ> bUm

8>>><
>>>:

ð8Þ

Let μGðxÞ be the membership function corresponding to the fuzzy decision. Then
using (8), it can be written as [1]:

μGðxÞ=min μf1ðxÞðxÞ∩ μf2ðxÞðxÞ∩ . . . ∩ μfMðxÞðxÞ
n o

ð9Þ

Let, λm =max min μf1ðxÞðxÞ∩ μf2ðxÞðxÞ∩ . . . ∩ μfMðxÞðxÞ
n oh i

. Then the crisp

equivalent of the binary FGP problem (7), providing the best compromised deci-
sion, is given by:

max: λm
subject to μfmðxÞðxÞ≥ λm,m=1, 2, . . . ,M

grðxÞ≤ 0, r=1, 2, . . . ,R
x=0 or 1.

ð10Þ
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4 IT Professional Utilization Model for Software Firms

In this section, we present a mathematical model for utilizing the IT professionals in
software firms. The index, parameters, and decision variables are presented first.

4.1 Index, Parameters, and Decision Variable

The following notations are used to formulate the model:

i Index for IT professionals
j Index for IT professional category (j=1, 2, . . . , JÞ
Ij Number of IT professionals in category j (I1 + I2 +⋯+ Ij = I)
k Index for phase in a project ðk=1, 2, . . . ,KÞ
p Index for projects (p=1, 2, . . . ,PÞ
cijkp Cost of employing the IT professional i of category j in phase k of project p
Tc Targeted cost of executing all the projects in time
eijkp Effort of the IT professional i of category j in phase k of project p
Te Targeted effort for executing all the projects in time
Mkp Minimum number of IT professionals of specific category required to

complete the task in time (k=1, 2, . . . ,K; p=1, 2, . . . ,P)
Akp Available number of IT professionals of appropriate category for completing

the task k of project p
xijkp IT professional i of category j involved in phase k of project p, a binary

decision variable.

4.2 Goals of the Model

In our model, there are two goals that are presented below:

(i) Cost goal: The goal of the firm is to complete all the projects within the
stipulated time by employing the IT professionals and by spending a targeted
cost. The corresponding goal can be constructed as follows:

∑
P

p=1
∑
K

k=1
∑
J

j=1
∑
Ij

i=1
cijkpxijkp

( )
≅Tc. ð11Þ

(ii) Effort goal: To complete all the projects, the total effort of the IT professionals
involved in different tasks of the projects should reach a targeted value. The
corresponding goal can be constructed as follows:
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∑
P

p=1
∑
K

k=1
∑
J

j=1
∑
Ij

i=1
eijkpxijkp

( )
≅Te. ð12Þ

4.3 Constraints of the Model

The constraints of the model are presented as follows:

(i) Every task of the projects requires a minimum number of IT professionals to
complete in time. So, the constraint can be written as:

∑
Ij

i=1
xijkp ≥Mkp, k=1, 2, . . . ,K; p=1, 2, . . . ,P. ð13Þ

(ii) The number of IT professionals assigned in phase t should be less than the
available number of professionals of that category. So, the constraint can be
written as:

∑
Ij

i=1
xijkp ≤Akp, k=1, 2, . . . ,K; p=1, 2, . . . ,P. ð14Þ

(iii) If the IT professional i of category j is not involved in phase k of project p,
then

xijkp =0, for all i, j, k, p. ð15Þ

If the IT professional i of category j is involved in phase k of project p, then

xijkp =1, for all i, j, k, p. ð16Þ

5 A Case Example

This case example has been taken from [5] in which the goals were precisely
defined. Here, we have considered the imprecision of the decision-making envi-
ronment and the goals are defined fuzzily. The required data for this example have
been collected from a software firm. The firm is located at Salt Lake Electronic
Complex, Sector-V, Kolkata, India. The firm does consultancy and also develops
in-house products. Three broad categories of IT professionals – architect (A),
developer (D) and quality engineer (Q) are employed for executing five different
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phases (i) study, (ii) design, (iii) development, (iv) quality assurance, and
(v) maintenance for successfully completing the projects. If an IT professional is
not involved in any project, then he will be involved in developing in-house
products. The involvement of three categories of professionals in five phases is
shown in Table 1 using the symbol ‘× ’.

In the considered software firm, there are about 50 employees, among them 28
are IT professionals, and the rest are non-technical staffs. Out of the 28 profes-
sionals, 04 are architect, 16 are developer, and 08 are quality assurance engineer.
The firm is, at present, planning to execute 04 upcoming projects. The IT profes-
sional requirement for the upcoming projects is shown in Table 2 [5].

The efficiency, in the scale of 10, of all the 28 IT professionals are as follows [5]:
The efficiency of 04 architects are (8.4, 7.6, 8.5, 8.2). The efficiency of 16 devel-
opers are (8.1, 7.2, 7.8, 8.1, 8.8, 7.4, 7.7, 8.0, 7.4, 7.6, 8.2, 7.9, 7.5, 7.6, 7.8, 8.1).
The efficiency of 08 quality assurance engineers are (7.3, 8.0, 7.6, 8.4, 7.9, 7.5, 7.7,
8.1). We have also collected data for cost to company for all the IT professionals,
and time estimates on various tasks of the projects. It has been observed that the
cost to company varies with the year of experience. Due to certain restrictions, these
data are not shared here. The cost (in Rs. ’00000) and the effort data, that are
considered as triangular fuzzy numbers, are defined as (54, 60, 65) and (288, 300,
315), respectively.

6 Results and Discussion

We have solved the binary FGP problem using LINGO 10. Since there are binary
variables, LINGO uses its Branch-and-Bound solver to find the solution. In the
problem, there are 161 variables. Apart from the membership degree, all the 160
decision variables are binary in nature. The global optimal solution of the crisp

Table 1 Involvement matrix

Category Study Design Develop Quality Maintenance

A × ×
D × ×
Q × ×

Table 2 IT professionals requirement

Project Study Design Develop Quality Maintenance

1 01 01 02 01 01
2 01 01 06 02 01
3 01 01 03 02 01
4 01 01 04 02 01
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model is obtained at 2591-th iteration. The solver takes just about 01 s to give the
solution that contains 37 non-zero variables. The list of non-zero variables is pre-
sented in Table 3.

The corresponding assignment of IT professionals is shown is Table 4.
The maximum membership grade is obtained as 1.0. This indicates that both the

goals have exactly reached to their target values. As a result, following the sug-
gested assignment of IT professionals, the entire 04 project can be executed by
spending a sum of Rs. 60 lac, and also the total effort required is 300.

6.1 Comparison with the GP Solution [5]

The GP model had 164 variables. Target values for the goal are same. LINGO
solution was obtained at 3,031-th iteration with slightly longer time duration of
03 s. The assignment of IT professionals using GP is shown in Table 5.

The above table suggests that Architect 3 will be involved in Project 1 with the
Study and Design phases. Similarly, Developer 7, 10 and 13 will be involved in the

Table 3 Non-zero variables: FGP model

Non-zero variables

x1112 x2124 x3233 x4232 x5351 x7342 x10231 x15232
x1122 x2233 x3344 x4341 x6231 x7354 x11234 x16232
x1233 x2343 x3352 x4353 x6341 x8231 x12232
x1343 x3111 x4113 x5234 x6351 x8342 x13232
x2114 x3121 x4123 x5344 x7234 x9234 x14232

Table 4 Assignment of IT professionals for FGP model

Project Study Design Develop Quality Maintenance

1 A-3 A-3 D-6, 8, 10 Q-4, 6 Q-5, 6
2 A-1 A-1 D-4, 12, 13, 14, 15, 16 Q-7, 8 Q-3
3 A-4 A-4 D-1, 2, 3 Q-1, 2 Q-4
4 A-2 A-2 D-5, 7, 9, 11 Q-3, 5 Q-5
A: Architect, D: Developer, Q: Quality assurance engineer

Table 5 Assignment of IT professionals for the GP model

Project Study Design Development Quality Maintenance

1 A-3 A-3 D-7, 10, 13 Q-2 Q-2
2 A-1 A-1 D-1, 4, 5, 8, 12, 16 Q-1, 8 Q-1, 8
3 A-4 A-4 D-3, 11, 14 Q-4, 6 Q-4

4 A-2 A-2 D-2, 6, 9, 15 Q-3, 7 Q-7
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Development phase. Quality assurance engineer 2 will be involved in the Quality
Assurance and Maintenance phases of Project 1. The utilization of the IT profes-
sionals for the remaining projects can also explained in the similar manner.

The results suggest that not a single goal was satisfied completely. The total cost
for executing the entire 04 projects was calculated as Rs. 61.1238 lac, and the total
effort required was calculated as of 293.7. The FGP approach provides better
objective value for both the objectives. Therefore, it is clearly established that the
binary FGP approach provides a better solution in comparison to the GP approach.

7 Conclusions

This paper addresses a very challenging problem for utilizing IT professionals in
software firms. We have developed a mathematical model for such a problem. In
the present literature, there are not an adequate number of mathematical models
available. The problem has more than one objective and a large number of binary
decision variables. We have used a binary FGP approach to find the best solution
possible. The obtained solution recommends some change in terms of number of IT
professionals to be utilized in different phases of execution of the projects in time.
We have compared the solutions obtained with the GP solutions. It is observed that
the binary FGP approach out performs the GP approach.
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AVR Microcontroller Based Conference
Presentation Timer

Sagar Bose, Soham Mukherjee, Sayak Kundu, Utpal Biswas
and Mrinal Kanti Naskar

Abstract In this paper an implementation of an Atmel AVR based Conference
Presentation Timer (CPT) is discussed which will serve as an automatic time keeper
that keeps the track of time during presentation in a conference or seminar and
alarms the speaker accordingly. Usually the duration of conferences vary therefore
a provision of adjusting the total time is kept as well as a facility for changing the
alarm time is also kept. However this paper elaborates a prototype which has further
scopes for improvement.

Keywords Conference presentation timer ⋅ Atmel AVR ⋅ Automatic time
keeper

1 Introduction

In most of the conferences a person is employed who alarms the author to complete
his presentation within stipulated time. This process is monotonous, tedious and also
accounts for distraction. The person engaged time-keeping many times miss the
conference itself in spite of being interested in the conference matter. Our proposed
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device i.e. Conference Presentation Timer (CPT) relieves the Time-Keeper of his
duties and liabilities [3].

The CPT is pre-programmed to give a span of 15 min to present his/her lecture
or presentation. This default settings of 15 min is usually set due to the fact that
most of the conferences have a stipulated time period of 15 min. An alarm is sent
off on the completion of 12 min to remind the presenter that his/her stipulated time
is going to get over soon. However this total time of 15 min for presentation can be
increased or decreased according to any particular conference. The moment of
alarm can also be modified according to users’ requirements.

As shown in the Fig. 1 of CPT the total time is displayed in the LCD screen. The
buttons provided are for time adjustment as well as start and stop the timer. The
buzzer is to signal the alarm and the end of a session. Its main control part is the
Atmega8 Microcontroller which is programmed using MicroC.

The design of this proposed device is power efficient as a supply of +6 V DC or
4AA size batteries can power it up. Its portability is also notable as it can be easily
carried in a pocket.

2 Device Hardware Description

The detailed schematic of the device is shown in Fig. 2. The schematic of the circuit
is prepared using Cadsoft EAGLE PCB Design Software.

Fig. 1 Outlook of conference presentation timer
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2.1 Atmega8 Microcontroller Unit

Atmel ATmega8 used in this CPT is a 28-pin narrow DIP (Dual Input Package) IC.
The AVR possesses a modified Harvard architecture with 8-bit RISC single-chip
microcontroller. The low-power Atmel 8-bit AVR is chosen for this CPT because of
this RISC-based microcontroller consists of 8 KB programmable flash memory,
512 K E2PROM, 1 KB of SRAM and a 10-bit A/D converter. This available memory
is used to store total time, alarm time after each time they are saved or changed.
This MCU operates between 2.7–5.5 V which is supplied by 7805 Voltage Regulator
and supports a throughput of 16 MPS with operating frequency at 16 MHz [1].

2.1.1 Advanced RISC Modified Harvard Architecture

The basic advantages of Atmega8 Microcontroller regarding its architecture are its
vast 130 Instructions, 32 × 8 General Purpose Registers, Most instructions having
One-clock Cycle Execution, and an On-chip Multiplier [1].

2.1.2 High Endurance Memory Segments

On the other hand regarding its high endurance nonvolatile memory it possesses 8
Kbytes of Self-programmable Flashmemory, 512Bytes of E2PROM, 1Kbyte Internal
Static RAM, Data retention of 20 years at 85 °C and for 100 years at 25 °C [1].

Fig. 2 Detailed schematic of CPT
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2.2 16 × 2 LCD Unit

The LCD is interfaced with the AVR Microcontroller in 4 bit mode and is used to
show Total time, Running time and Alarm time. The 16 × 2 LCD device used can
show 16 characters per column and there are 2 such rows. In this LCD each
character is displayed in 5 × 7 pixel matrix. The LCDs are programmed with the
help of two registers namely command and data register. The command register
stores the instructions that is given to the LCD as a command such as initialization,
clearing the screen, controlling display, setting the cursor position, etc. The data
register stores the data that is to be displayed on the LCD [2].

2.3 Buzzer

In the piezo buzzer sound is produced by principle of the piezoelectric effect. The
buzzer is used as an alarm device in this CPT. When the CPT reaches alarm time it
switches on the buzzer and a warning is issued. On reaching the final time the
buzzer is switched on again and buzzes for two beeps to signal that the stipulated
time is over.

The buzzer typically uses +5 V and has a very low power consumption.

2.4 Miscellaneous Items

The switches used in this device are Tact Switches that can be presses to start/stop
or to set time. There are power LEDs to indicate that the device is in on state.

3 Working Algorithm

The microcontroller unit is programmed using Micro C PRO for AVR. The
flowchart of the program is given in Fig. 3.

4 Future Scope for Development

Throughout this paper, we have presented the idea of a portable, dedicated device.
The device may also be imagined as a handheld remote that can be used to control
an already installed CPT in a seminar room. In that case the display unit will be a
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Fig. 3 Flowchart of working algorithm
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large LCD or a LED matrix board along with a controller that will be controlled by
the Remote. Extension of the dedicated device into a multipurpose one, i.e. to keep
a provision for programming or to add a few peripherals may be an area to explore
in near future.
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A Person Identification System
with Biometrics Using Modified RBFN
Based Multiple Classifiers

Sumana Kundu and Goutam Sarker

Abstract In this present paper, we have designed and developed a person iden-
tification system with biometrics using modified Radial Basis Function Network
based multiple classifiers. Three different classifiers using the same Modified RBFN
with Optimal Clustering Algorithm, separately identify fingerprint, iris and facial
images and the individual conclusions are fused together with programming based
boosting. The conclusions from individual classifiers as well as the super-classifier
performing fusion of conclusions are fuzzy in nature. Holdout method with Fuzzy
Confusion Matrix is used to compute different performance metrics like accuracy,
precision, recall and F-score. The different performance metrics are quite satisfac-
tory. Also the learning and performance evaluation time with Fuzzy Confusion
Matrix is low and affordable.

Keywords Fingerprint identification ⋅ Iris identification ⋅ Face identification ⋅
OCA ⋅ RBFN ⋅ Programming based boosting ⋅ Holdout method ⋅ Fuzzy
confusion matrix ⋅ Precision ⋅ Recall ⋅ F-score

1 Introduction

Biometrics is the metrics related to human characteristics which can be used as a
form of identification. Single biometric systems have limitations like high spoofing
rate, high error rate, inter-class similarity and noise. Multimodal biometric systems
prevail over some of these issues where biometric traits are acquired from multiple
sources to recognize a person.

A PCA of symmetric sub-space model of neural network algorithm (SSA) for
fingerprint recognitionwas presented in [1]. In an off-angle iris recognition system [2],
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the combination of LSEF and GC technique was used for iris segmentation and
NeuWave Network was used for feature extraction. Another iris recognition method
[3] was proposed based on the imaginary coefficients of Morlet wavelet transform.
A face recognition application using Coiflet wavelets, PCA and neural network is
described in [4]. In another face recognition application [5], the training patterns are
learned incrementally. Here Gabor features and Zernike moment were used to extract
features from face images. Afingerprint and iris feature-level fusion based recognition
technique was proposed in [6] using conventional RBF neural network. Here iris
features were extracted by block sum method and fingerprint features were by Haar
wavelet method. Iris and face features were combined in [7] as new feature for rep-
resenting persons which applied on modified PUM for recognition.

A multi-classification system based on simple bagging method was developed in
[8]. In this system fingerprint, iris and face were used individually in OCA based
modified RBFN classifier. Finally, an integrator concludes the decision of person
identification based on simple voting logic or bagging method.

In this paper, we developed a multi-classification system using three different
biometrics for person identification. There are three individual Optimal Clustering
algorithm (OCA) based modified Radial Basis Function Network (RBFN) classi-
fiers for Fingerprint, Iris and Face identification and also a Super-classifier which
give the proper identification of person based on programming based boosting logic
considering the result of three individual classifiers. Fuzzy confusion Matrix is used
to evaluate the performances of all the classifiers of this person identification
system.

2 Overview of the Multi-classification System

2.1 Preprocessing of Different Biometric Patterns

All the different biometric patterns, i.e. fingerprint, eye (iris) and face images of
training and test databases have to be preprocessed [8].

2.1.1 Preprocessing of Fingerprint and Face Images

The preprocessing steps for fingerprint and face images are same. These steps are
given below:

1. Conversion of RGB images into gray scale images.
2. Noise removal—To make noise free images 2D Median filter [8] have been

used.
3. Image de-blurring—Blind deconvolution algorithm was used to de blur the

images.
4. Background elimination.
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5. Conversion of gray scale images into binary images.
6. Image Normalization—All images have been normalized into same and lower

dimension.
7. Conversion of binary images into 1D matrix.

These 1D matrix file sets of fingerprint and face images were the inputs to the
OCA of two individual classifiers.

2.1.2 Preprocessing to Extract Iris Images

In the preprocessing phase [8–10], iris images are extracted from eye images of
training and test database. The necessary steps for this purpose are given below:

1. Conversion of RGB eye images into gray scale images.
2. Iris Boundary Localization—The radial-suppression edge detection algorithm

[8–10] is used to detect the iris boundary. Then circular Hough Transformation
is used to detect final iris boundaries and deduce their radius and center.

3. Extract the iris—The other parts of the eyes images such as eyelids, eyelashes
and eyebrows have been removed to extract the iris [8].

4. Conversion into Binary images.
5. Image Normalization.
6. Conversion of binary images into 1D matrix.

This 1D matrix file set is the input to the OCA of respective classifier.

2.2 Theory of the Operation

The present system comprises of three individual classifiers for three different
biometric features, i.e. fingerprint, iris and face identification. Each classifier con-
sists of an OCA based modified RBFN [8, 11–14]. In three different classifiers,
OCA formed clusters of various qualities of fingerprints of every person and angle
(person-angle), various expressions of eyes (irises) of every person and two eyes
(left and right) and different expressions of faces of every person and view
(person-view) respectively. The mean (µ) and standard deviation (σ) of every
cluster formed by OCA of three individual classifiers with approximated normal
distribution output functions were used for every basis unit of RBFNs. Then Back
propagation (BP) learning algorithm of RBFN, in different classifiers, classifies the
“person fingerprint-angle” into “person fingerprint”, the irises of two eyes (left and
right) of each person into “person iris” and the “person-view” into “person”
respectively. Finally a super-classifier concludes the final identification of the
person combining the results of three individual classifiers based on programming
based boosting method.
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2.2.1 Identification Learning

There were three different training and test databases of fingerprint, iris and face for
three individual classifiers. In the training fingerprint database, for each person’s
fingerprint, three different qualities of fingerprints and also 3 different angular (0°,
90° and 180°) fingerprints were there. In the training iris databases, for each per-
son’s iris (eye) patterns, three different expressions of individual left and right eye
patterns were taken. Finally, in the training face database, for each person’s face,
three different expressions of face patterns and also three different angular views of
face patterns i.e. frontal, 90◦ left and 90◦ right side view were taken. (Refer to
Fig. 1).

After preprocessing, all different biometric patterns are fed individually as input
to the different RBFNs of individual classifiers. When the networks learned all the
different patterns (fingerprint, iris, face) of different qualities/expressions and of
different angles or views for all different people, the classifiers are ready for
identification of learned biometric patterns.

2.2.2 Identification Testing

The different test sets for testing of individual classifiers contains different person’s
(same person as training dataset) fingerprint, iris and face patterns of various
qualities/expressions. These patterns are completely different from training sets.
The test set to evaluate the performance of super-classifier contains pattern set (i.e.
one fingerprint, iris and face image) for different persons of various
qualities/expressions.

The different test patterns were fed to three different preprocessors of different
classifiers. The preprocessed patterns were fed as inputs to the previously trained
networks of three individual classifiers. After training, the networks of all the

Fig. 1 Samples of few training and test patterns of different biometrics for single classifiers and a
test set for super-classifier
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classifiers gave high output values for known patterns and low output value for
unknown patterns. A threshold value was required to distinguish between known
and unknown patterns. The output value above threshold was considered as cor-
responding known pattern. In different overall output units, the BP networks pro-
duce different output activation. The normalized activation of each output unit
represents the probability of belongingness of the input test pattern into the different
classes. The test pattern is considered to belong to a class for which the normalized
activation itself represents the probability of belongingness of that input test pattern
into the particular classes. Finally super-classifier concludes the final identification
of the person based on programming based boosting method considering the
decisions of three individual classifiers. In this method, the weight assigned for each
link is the normalized accuracy of that corresponding classifier. The probability of
belongingness of the input test pattern for that corresponding class concluded by
super-classifier by taking the minimum value of probability among three different
classifiers. (Refer to Figs. 1 and 2)

3 Result and Performance Analysis

We have used the training and test databases for fingerprints samples from FVC
2004 database (http://www.advancedsourcecode.com/fingerprintdatabase.asp), Iris
samples from MMU2 database (http://pesona.mmu.edu.my/∼ccteo/) and Face
samples from FEI database (http://fei.edu.br/∼cet/facedatabase.html).

3.1 Performance Evaluation of the Classifiers

We use Holdout method with Fuzzy Confusion Matrix [15] to evaluate the per-
formance of individual classifiers and super-classifier.

Fig. 2 Block diagram of multi-classification system for testing identification
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3.1.1 Fuzzy Confusion Matrix

In Fuzzy Confusion Matrix [15], each biometric pattern is considered to be a fuzzy
member of any class, if its attribute matching exceeds a certain threshold. The fuzzy
or graded members are Highly Probable (>55 %, >90 %, >85 %, >55 % respec-
tively for different classifiers), Moderately Probable (45–54 %, 80–89 %, 75–84 %,
45–54 % respectively for different classifiers) and Least Probable (35–44 %,
55–79 %, 65–74 %, 35–44 % respectively for different classifiers). The Incremental
value in each entry in the Fuzzy Confusion Matrix Σ is calculated based on the rule
given below.

Let x and y represents the column number and row number in the following table
(Refer to Table 1) respectively, where x = 1 and 1 ≤ y ≤ 3.

For Actual class = Predicted class and for Actual class ≠ Predicted class,

∑= 3− DefuzzifiedDifference betweenActual Class and Predicted Classð Þ½ � ∀x, y.

where, the defuzzified values are: Highly Probable = 3, Moderately Probable = 2
and Least Probable = 1.

From the below mentioned Fuzzy Confusion Matrix (Refer Table 2), if we
consider only two classes (say X and Y), then the accuracy, precision, recall and
F-score are,

accuracy=
A+D

A+B+C+D
ð1Þ

Precision=
A

A+B
ð2Þ

Table 1 Incremental
construction of fuzzy
confusion matrix

Actual class

Predicted class Highly probable +3
Moderately probable +2
Least probable +1

Table 2 Fuzzy confusion
matrix (2 class)

Actual class
X Y

Predicted class X High ah bh
Moderate am bm
Low al bl

Y High ch dh
Moderate cm dm
Low cl dl
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Recall=
A

A+C
ð3Þ

F − score=
2 * recall * precision
recall+ precision

ð4Þ

where, A= ah + am + al, B= bh + bm +bl, C= ch + cm + cl andD= dh + dm + dl.
The accuracy [8] of a classifier is the probability of its correctly classifying

records in the test dataset. The precision of a classifier is the probability of records
actually being in class X if they are classified as being in class X. The recall of a
classifier is the probability that a record is classified as being in class X if it is
actually belongs to class X and F-score is the harmonic mean of precision and
recall.

3.2 Experimental Results

The proposed system was made to learn on a computer with Intel Core 2 Duo
E8400, 3.00 GHz processor with 4 GB RAM and Windows 7 32-bit Operating
System.

From Table 3, we can see the Fuzzy confusion matrix for super-classifier. The
constructions of fuzzy confusion matrices are same for different classifiers. Each
grid of fuzzy confusion matrix is further divided into three grids and each grid

Table 3 Fuzzy confusion matrix for super-classifier

Actual class
Person 1 Person 2 Person 3 Person 4

Predicted class Person 1 High 3 0 0 0
Moderate 0 0 0 0
Low 8 0 0 0

Person 2 High 0 21 0 0
Moderate 0 4 0 0
Low 0 0 0 0

Person 3 High 0 0 9 0
Moderate 0 0 8 0
Low 0 0 1 0

Person 4 High 0 0 3 12
Moderate 0 0 0 10
Low 0 0 0 0

Unknown High 0 0 0 0
Moderate 0 0 0 0
Low 0 0 0 0
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represents the fuzzy belongingness for the predicted class of any biometric pattern.
From Table 4 we find that the accuracies of three different classifiers for three
different biometric features (fingerprints, iris, and face) are 86.89, 85.86, 95.00 %
and the accuracy of the super-classifier is 96.20 %. Thus, it is evident that the super
classifier is efficient for person identification than considering single classifiers
using single biometric features individually.

Also in Table 4, the multi classification system shows overall low testing time
(<1 s) for different biometric patterns. In Table 5, precision, recall and F-score
metrics clarify the performance of each class with holdout method. Hence, the
proposed system shows improvement in terms of accuracy and testing time as
compared to systems mentioned in the Sect. 1.

Table 4 Accuracy and learning time of the classifiers (in seconds)

Classifiers Accuracy
(%)

Training
time

Testing time
(single test sample)

Total
time

First classifier
(Fingerprint)

86.89 34.090 0.0526 34.1426

Second classifier
(Iris)

85.86 15.796 0.0595 15.8555

Third classifier
(Face)

95.00 160.007 0.0678 160.0748

Super-classifier 96.20 209.893 0.1803 210.0733

Table 5 Performance Measurement of the classifiers with holdout method

Performance
evaluation metrics

1st classifier
(Fingerprints)

2nd
classifier
(Iris)

3rd
classifier
(Face)

Super-classifier

Precision Person 1 1.0000 0.7941 1.0000 1.0000
Person 2 1.0000 1.0000 1.0000 1.0000
Person 3 1.0000 1.0000 0.9310 1.0000
Person 4 0.7241 0.6250 1.0000 0.8800

Recall Person 1 0.8889 1.0000 0.9259 1.0000
Person 2 0.7500 1.0000 0.8696 1.0000
Person 3 0.8181 0.7778 1.0000 0.8571
Person 4 1.0000 0.5556 1.0000 1.0000

F-score Person 1 0.9412 0.8852 0.9615 1.0000
Person 2 0.8571 1.0000 0.9303 1.0000
Person 3 0.8999 0.8750 0.9643 0.9231
Person 4 0.8399 0.5882 1.0000 0.9362
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4 Conclusion

A biometric based person identification system using multiple classifiers with
modified RBFN has been approached in the present paper. Person identification is
more accurate and reliable because of the fact that the conclusions from different
classifiers (using modified RBFN with OCA technique) acting on different bio-
metrics of the different persons are fused or integrated together in the
super-classification system with a methodology of programming based boosting.
The fuzzy conclusions from the three individual classifiers as well as the
super-classifier are more natural than hard or crisp conclusions. Performance
evaluation in terms of accuracy, precision, recall and F-score of the present person
identification system evaluated with Holdout method and Fuzzy Confusion Matrix
is quite satisfactory. Also the learning and testing time is quite low and affordable.
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An Application of GIS Techniques
Towards Pasture Land Use Studies

Urbasi Roy, Debasish Das and Mihir Bhatta

Abstract In fact the concept of land varies with the time and person concern. With
the increasing pressure of population on the earth, the scientists are compelled to
think about the land afresh. In this context, the present study involves an scientific
investigation in the upper catchment area of Kangsabati watershed situated in the
western part of Purulia district, bounded by latitude 23° 05′N to 23° 30′N and
longitude 86° E to 86° 20′E. Tributaries of Kangsabati River are the main drainage
in the area. In spite of moderate average annual rainfall (1446.4 mm) groundwater
recharge is inadequate due to lack of permeability in the country rock. Present
research involves planning pertaining to land use in a chronically drought-hit and
degraded land. The main objective of this investigation is to identify suitable
potential zones within the fallow or waste land for pasture development which will
ultimately support a livestock rearing livelihood to the local rural and tribal poor.
The different thematic layers of the area involving slope, drainage, lineament,
surface water bodies, hydro-geomorphology and land use or land cover have been
generated using SOI topographical sheets (73 I/3, 73 I/4 and 73 I/7), IRS-IB and
IRS-P6 LISSIVMX satellite data aided by field verification for ground truth. The
layers are analyzed in GIS environment and it reveals the potential pasture zones
which are suitable for grazing by local livestock community. Generated digital
maps in GIS environment have revealed many suitable areas for grazing as well as
live stock watering.
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Keywords GIS techniques ⋅ Chronically drought-hit ⋅ Hard-rock ⋅ Pasture
land-use

1 Introduction

Large number of people of Asia and African continents is involved in livestock
rearing for their livelihood. India has 0.5 % of world’s total grazing area but can
carry 18 % of world’s cattle population. As a result of poor availability of pasture
and grazing land, animal either subsists on poor quality grasses available in the
pasture and non-pasture lands or they are simply stall fed chiefly on crop residue.

In the present investigation, satellite based remote sensing and GIS techniques
have been used for the planning of land-use in a chronically drought hit hard-rock
terrain in the upper catchment area of Kangsabati [1], groundwater recharge is
inadequate due to crystalline nature of the country rock and uneven relief of the
terrain [2]. Hot summer and cold winter characterize the climate of the area under
study. May is generally the hottest month with a mean daily maximum temperature
of 40.3 °C and a mean daily minimum of 27.2 °C. January is the coldest month
with the mean daily maximum temperature at 25.5 °C and the mean daily minimum
at 12.8 °C. Agriculture is not an assured occupation in drought prone areas.
Degraded pasture or grazing land occupies 12.07 sq km in the entire Purulia district
of West Bengal [3]. Land use classification [4, 5], based on the present use of land
is aimed to be recommended towards a better land classification (based on rec-
ommended use). Attributes for proposed land classification are related to pasture
development mainly to provide an alternative livelihood, i.e. livestock rearing for
the local rural and tribal people. Development of new surface water sources will
efficiently manage the grazing distribution.

1.1 The Role of Remote Sensing and Geographical
Information System (GIS)

With the recent availability of a wide range of sensors and there is considerable
research in remote sensing that is being applied to rangeland or pastures. Over the
past decades, remote sensing, geographical information system (GIS) and global
positioning system (GPS) technologies have been integrated for detecting and
mapping the distribution of noxious rangeland plants. Interpretation of Indian
Remote Sensing Satellite (IRS) data can provide a dependable land use or land
cover classification. Demarcation and identification of streams, paleo channels and
other water bodies have been possible using satellite data in different scales [6, 7].
Use of GIS in land resource studies is at its early stage, but there have been many
successful applications as well [8].
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1.2 GIS and Its Application

Spatial information is always related to geographic space. Thus handling of spatial
data involves the process of data acquisition, storage, analysis and output. Creation
of spatial database in a GIS domain has become a very effective tool to aid and
facilitate management and decision making. Data used in GIS often come in many
types and are stored in different ways. Data sources are mainly obtained from
digitization and scanning of paper maps and satellite images etc. Satellite data and
SOI topo sheet data are very common input sources for GIS. In the present
investigation GIS techniques involve the integrated and conjunctive analysis of
multi-disciplinary spatial data within the same geo-referencing scheme. Aims of the
present study have been identifying the suitable areas for livestock grazing
including delineation of live-stock watering sites and health status of the animal as
well as to create a digital data base revealing the above mentioned areas and sites.

2 Methodology

The flowchart of the methodology (Fig. 1a) involves data collection from survey of
India toposheets (73 I/3, 73 I/4 and 73 I/7) where topo sheet no. 73I/3 in
covers major part of the study area and geo-coded satellite imageries IRS1D of
April 2001 and November 2000 through visual interpretation of standard FCC data
aided by field verifications. Map has been derived from SOI toposheet using
Wentworth method as described by Eadara and Karanam [9] also in the field slope
angle and direction has been verified in some places using clinometer and GPS
(model eTrex Garmin International, Inc). IRS P6 data were also consulted for better
visual interpretability and then preparation of the thematic maps. Lineaments
(fractures and joints) are placed in 1 m × 1 m grid and thus they offer lineament

Fig. 1 a Flowchart of the methodology for GIS, b Thematic layers, c Thematic layers in overlay
analysis (after [12])
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number per grid is known as lineament density [10]. Layers (Fig. 1b) are finalized
and subsequently digitization of different layers is done using TNT mips
(Microimages) software (ver. 7.5) and through overlay analysis in GIS environment
[11] composite maps are produced. In fact, thematic mapping is a task to produce a
map for exploring, revealing, understanding and presenting the characteristics of a
specialized phenomena and to communicate information (result) with a specific
purpose to a certain audience by means of a numeric, graphical, visual, audio or by
tactile representation [12].

FCC data (36.25 m spatial resolution) (Scale 1: 50000) dated 16th April 2001
(pre-monsoon) and 17th November 2000 (post-monsoon). IRS-P6 LISSIV MX data
(5.8 m spatial resolution) (Scale 1: 25000) of December 2007 has also been studied
for better visual interpretability towards post monsoon thematic information
extraction. However, land use map has been generated using Survey of India
(SOI) topographical sheet (no. 73 I/3, 73 I/4 and 73 I/7) and corresponding geo-
coded satellite images. Preparation of final thematic maps, digitization of the the-
matic layers or maps and subsequent overlay analysis of the pertinent layers in GIS
environment using TNT mips for delineating the suitable sites for stock watering in
the produced composite map(s) (digital data base) has been accomplished [13]. The
biochemical parameters of a grazing animal (e.g. goat) such as blood glucose, total
RBC, total haemoglobin or Hb, packed cell volume or PCV, mean corpuscular
volume, mean corpuscular haemoglobin or MCH and mean corpuscular hae-
moglobin concentration or MCHC and meteorological data such as ambient tem-
perature (°C), relative humidity (%), average annual rain fall (mm) and elevation
(mMSL) from previously published article [14] has been entered to the newly
prepared digitized map as the non-spatial data or attributes. The data have been
entered in such a manner so that, when the mouse (computing) has been ported and
clicked on any selected point subsequently opening one or more windows con-
taining the information about different non-spatial attributes [15].

3 Result and Discussion

Still there are no sound management systems of pasture development. So, the goal
of the present study has been to move towards a scientific management of pasture
land in drought hit areas like Purulia by introducing some native and exotic vari-
eties of grass species because at present India is facing a critical situation in relation
to land use planning. Shortages of pasture, firewood and fast depletion of forest
wealth are assuming serious problems. Pasture land use is recommended and
practiced where the usual agricultural productivity suffers due to drought condition,
lack of surface or ground water irrigation and degraded terrain conditions.

There are also many surface water bodies which do not come under map able
unit of the present figure (Fig. 3). Paleochannels, joints and thick weathered resi-
duum of lower region (1) (Fig. 3) are potential sites for well development aiming at
a consistent supply of water for livestock watering even during dry months. Water
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table lowers down up to 3 to 4 m from post monsoon to pre-monsoon season
particularly in the weathered residuum. Most of the high stream flows are perennial
in nature (Fig. 2c). Planar surfaces (3) with considerable spatial extent and deep
weathered residuum present in the hilly region (2) (Fig. 3) offer good grazing
potentiality and stock watering sites. Planar surfaces, inselberg or residual hill
(4) and dissected plateau (Fig. 3) are the typical geomorphic features of an ero-
sional landform. Paleochannels, joints and thick weathered residuum of lower
region (1) (Fig. 3) are potential sites for well development aiming at a consistent
supply of water for livestock even during dry months. Water table lowers down up
to 3–4 m from post monsoon to pre-monsoon season particularly in the weathered
residuum (Fig. 2a, b). Most of the high stream flows are perennial in nature. So,
those stream courses like Saharjhor R, Bandu R and Kangsabati R, which are
adjacent to the grazing ground, are suitable for stock-watering. Planar surfaces
(3) with considerable spatial extent and deep weathered residuum present in the
hilly region (2) (Fig. 3) offer good grazing potentiality and stock watering sites.
Planar surfaces, inselberg or residual hill (4) and dissected plateau (Fig. 3) are the
typical geomorphic features of an erosional landform.

3.1 Overlay Analysis

The database contains information in the form of maps that can be used to answer
the user’s problem are involved in overlay analysis. All those are necessary to
establish a link between database and output that will provide that answer in the
form of a map, tables or figures. In most geographical information system, it is
assumed that the information in the database is present in the form of points, lines
and areas and their associated attributes. The interpretation of two or more polygon
nets by overlay is a special case of a much larger set of operations that can be used

Fig. 2 a Land cover and land use map of the study area (post monsoon); b Land cover and land
use map of the study area (pre monsoon); c Kangsabati river basin and sub basin map (after [13])

An Application of GIS Techniques Towards Pasture … 429



to analyze area data. An overlay is a set of equally exclusive contiguous areas
connected with a particular area. Each overlay is defined by a given attribute
(Fig. 1c). Overlay is a concept in real world where different thematic layers in the
digital map form are the intersections of two or more polygon nets. Previously
polygon overlay in vector format was demanded enormous computing task but
presently the commercial GIS software has solved this problem. The composite
map has been produced through the overlaying process in GIS environment
involving the thematic layers like slope, hydro geomorphology and lineament
density [16] (Fig. 2c).

Since here the slope is high (>10°), the region is suitable for livestock grazing
due to its agility and sure footedness. Whereas the area belonging to low to
moderate slope suitable for grazing for both goat and cattle. Due to the presence of
low to moderate lineament density and suitable hydro geomorphic features, live-
stock watering sites may be developed for the dry months. Potential livestock

Fig. 3 Composite map depicts present and proposed potential stock-watering zones
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watering sites may be developed because of the presence of the alluvial fans and
higher lineament density. The maps of Fig. 4a, b are clearly showing marked
differences in biophysical and biochemical parameters between two seasons in
Murguma, Purulia. Here we can compare the Fig. 4a with Fig. 4b, i.e. comparing
bio-chemical parameters of goats under study of pre-monsoon season between the
two present study areas of Purulia. It has been known that the purpose of a general
system of animal health information has been to give information which subse-
quently provides better perceptive of the epidemiology of different disease and the
continuous study of goat’s bio-physical parameters such as rectal temperature, heart

Fig. 4 a Non-spatial attributes including biochemical parameters of the pre-monsoon and
b Non-spatial attributes including goat’s biochemical parameters of the post-monsoon in the study
area of Purulia; (after [15])
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rate, pulse rate and bio-chemical parameters such as blood pH, blood glucose, RBC,
PCV, MCV, MCH, MCHC values can give an idea of the goat heath in a real time
[17]. Examination of spatial component of health related animal data yields a
different significant advantage of GIS—the capability to rapidly identify the errors
of the inputted data. Lost and out-of-range data can be simply recognized while the
data are going to be incorporated into the map.

4 Conclusions

The present landmass of considerable spatial extension is not suitable for agricul-
tural practice excepting a few places which are irrigated through canals. Plannar
surfaces with presence of surface water bodies including stream courses offer a
considerable scope for livestock grazing. Generally monsoon offers green grazing
ground and several livestock watering sites. Problem lies with pre-monsoon and dry
period. High evaporation and evapo-transpiration loss of water during hot and dry
season leaves almost all the surface water bodies dry. Thematic layers on slope,
lineament density, hydro geomorphology and drainage density are prepared. Post
monsoon land cover offers many surface water storages along with perennial
streams and their confluences. These locations are most convenient for livestock
watering especially when these water bodies are adjacent to grazing ground.

While the thematic layers are overlayed in GIS environment for analysis, the
resultant composite map shows suitable sites for grazing and livestock watering.
Identification of new watering sites is needed particularly during dry months and for
this reason several attempts have been made to locate water or ground water sources
using integrated GIS and remote sensing techniques aided by filed verifications.
These integrated techniques have been worked out by many recent workers [6, 7,
17, 18]. Present investigation involves successful application of overlay analysis in
a GIS environment where the multi-disciplinary spatial data are set within the same
geo-referencing scheme [19]. Thus, GIS can be sighted as a possible tool for a
novel move towards of science [20], to maintain the animal health in terms of
monitoring, observation as well as disease management policies.
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Wavelet-Based Image Compression
Using SPIHT and Windowed Huffman
Coding with Limited Distinct Symbol
and It’s Variant

Utpal Nandi and Jyotsna Kumar Mandal

Abstract A compression technique for image is proposed that is SPIHT algorithm
based. Encoding of wavelet transformed quantized image is done using variants of
Huffman coding. Comparisons are made among the binary un-coded SPIHT,
SPIHT with Huffman coding, the proposed technique and its modified variant
which show that the proposed techniques offer better PSNRs maintaining the same
compression rates. But, the encoding time of the proposed techniques are slightly
high.

Keywords Compression ⋅ Wavelet transform ⋅ Compression ratio ⋅ Encoding
time ⋅ Decompression

1 Introduction

An effective lossy compression technique for image is wavelet-based image com-
pression technique [1, 2]. The compression technique is based on multi-resolution
analysis. Similar to the DCT-based JPEG [3], wavelet based technique considers an
image as a collection of coefficient values where maximum values are close to zero.
Thus, the image is represented with a few high coefficient values only. The tech-
nique is efficient over DCT-based JPEG since it analyzes the image without
splitting into sub-images. The technique offers best compression ratio with better
quality image. The technique has three main steps i.e. wavelet transform, quanti-
zation and encoding. The first and third steps are invertible. But, the second step is
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not. Quantization reduces the precision of the floating point values of the trans-
formed image. The wavelet transform generates huge zeros or near zero magni-
tudes. The encoding step is one of the important aspects of wavelet image
compression. Any lossless technique can do the final encoding. The SPIHT algo-
rithm [1] is a standard wavelet-based technique. In this paper, wavelet-based
techniques using SPIHT with variants of Huffman coding are proposed. The brief
discussion of SPIHT is done in Sect. 2. The variants of Huffman coding [4–6] are
discussed in Sect. 3. Then, the discussions of proposed techniques are done in
Sect. 4. The result for comparison between the SPIHT with Huffman and SPIHT
with variants of Huffman coding are analyzed in Sect. 5. The conclusion is made in
Sect. 6. The references are followed.

2 SPIHT Algorithm

Embedded Zero-tree Wavelet technique [2] is very simple and efficient. But, it is
very slow. To make encoding and decoding faster and to obtain much better results,
SPIHT [1] is introduced. It offers very high quality image and most widely used
technique. It provides a wavelet-based technique standard. It has three main parts:

1. Partial ordering of wavelet transformed values by magnitude, with order
transmission by subset partitioning that is used at the decoder end also

2. Refinement bit’s ordered bit plane transmission
3. Across different scales, finding the self-similarity of wavelet transformed image.

The partial ordering is an output of comparison of wavelet transformed mag-
nitudes to a set of thresholds T1, T2, T3 … Tn where T1 < T2 < T3 … < Tn. Here,
an element exceeding a specified threshold considers as significant. Otherwise, it is
insignificant. It keeps LSP (List of Significant Pixels), LIP (List of Insignificant
Pixels) and LIS (List of Insignificant Sets). The tree structure of the technique is
depicted in Fig. 1. Total recovery of the image can be done by encoding all bits of
the wavelet transform.

Fig. 1 Tree structure of
SPIHT
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SPIHT deserves special attention because it provides high quality image and is
optimized for progressive image transmission. It can be used for lossless com-
pression also.

3 Variants of Huffman Coding

WHDS coding technique [4, 6] is a variant of Huffman coding [7] that uses a
window buffer. The buffer keeps elements that are currently compressed. The total
elements within the buffer are not restricted but type of elements by a specified
value. The technique begins with a buffer without any elements and 0-node tree.
Now each element is read one by one and encoded and inserted into the buffer. The
tree is updated containing only elements of buffer. If the type of elements crosses
the specified value, an element is deleted from buffer based on first in first out
(FIFO) rule. The weight of the element is decremented and the tree is updated. The
algorithm is given in Fig. 2. An effective variant of the WHDS technique is
WHDSLRU [5, 6]. It maintains a window buffer to store recently processed
symbols. Similar with WHDS technique, the restriction of window size is done by
type of elements within the buffer. But, it exceeds a specified limit; least recently
used symbol is removed from the window instead of oldest one. That is, the
technique applied least recently uses (LRU) policy rather than FIFO. Initially, a
0-node Huffman tree is constructed and an empty window buffer is taken. A symbol
from input file is read as new_smbl and coded using Huffman tree. The tree is
updated by inserting new_smbl.

The new_smbl is kept in the buffer. If the type of element exceeds its specified
limit, the least recently used symbol (LRU_smbl) is deleted from buffer and the tree
is updated by removing the LRU_smbl. This is repeated until end of file.

Step 1: Initially window does not contain any element and Huffman 
tree has 0- node.

Step 2: Take elements one by one from file as new_smbl.

Step 3: Compress (or decompress) new_smbl and keep it in the 
buffer. 

Step 4: Update the tree considering insertion of new_smbl.

Step 5: If the type of element cross the limit, delete the element (ols- 
smbl) based on FIFO from buffer and update the tree 
considering deletion of element ols-smbl.

Step 6: Repeat step 2 to 5 for all elements of file.

Step 7: Stop.

Fig. 2 WHDS algorithm
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4 Proposed Technique

SPIHT is very fast and becomes more faster when omits entropy coding of the bit
stream i.e. the slow arithmetic coding. But, if this entropy coding is omitted, the
performance in term of compression rate degrades. The problem can be solved by
using entropy coding techniques that are faster than arithmetic coding. The proposed
technique uses WHDS as entropy coding and termed as SPIHT-WHDS. The
SPIHT-WHDS encoder is shown in Fig. 3. First, the encoder obtains discrete wavelet
transform of input image. The transformed image goes through the sorting pass,
refine pass and produced binary un-coded data. Finally this data are further com-
pressed by loss-less encoding technique WHDS and obtains final compressed image.
The SPIHT-WHDS decoder is shown in Fig. 4. First, the compressed image is
decoded by WHDS technique. Then, Retinex algorithm [8] is applied to the WHDS
decoded image to improve the decompressed image quality. After that, inverse
transform is applied to get final decompressed version. Then, a variant of the same is
also proposed that replaces the entropy coding WHDS byWHDSLRU and termed as
SPIHT-WHDSLRU since the performance of WHDSLRU is better than WHDS.

5 Results

For experimental purpose, a 200 × 300 gray scale image Lenna have been taken as
shown in Fig. 5. The comparisons of encoding accuracy in terms of PSNR with
increasing bit rate for Lenna image among the binary un-coded SPIHT

Fig. 3 SPIHT-WHDS
encoder

Fig. 4 SPIHT-WHDS
decoder
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(SPIHT-binary un-coded) [1], SPIHT with Huffman coding (SPIHT-Huffman) [9],
the proposed SPIHT-WHDS and its modified variant SPIHT-WHDSLRU are done
as given in Table 1.

For bit rate = 0.2 bpp, the PSNR of the proposed SPIHT-WHDS is 33.03 that is
better than the PSNRs 32.75, 32.90 offered respectively by existing SPIHT-Binary
un-coded and SPIHT-Huffman. Again for the same bit rate, the proposed
SPIHT-WHDSLRU offers more sophisticated result i.e. PSNR 33.07 than
SPIHT-WHDS also. Similarly, for bit rate = 0.4, 0.6, 0.8, 1.0 also the perfor-
mances offered by the proposed two are comparatively better in terms of recon-
structed image quality measured by PSNR. And among these two proposed
techniques, SPIHT-WHDSLRU offers better result. Then, the performance is also
measured by another metric i.e. encoding time as given in Table 2. But, the
encoding time of the proposed SPIHT-WHDS is 0.17 s for bit rate 0.2 bpp that is
higher than existing SPIHT-Binary un-coded (0.06 s) and SPIHT-Huffman (0.12 s).
Similarly for all other bit rates, the performances offered by the proposed two are
slightly poor in terms of encoding time. And among these two proposed techniques,
SPIHT-WHDS is faster.

Fig. 5 Lenna image

Table 1 PSNR in dB

Bit rate
(bpp)

SPIHT-binary
un-coded

SPIHT-Huffman SPIHT-WHDS SPIHT-WHDSLRU

0.2 32.75 32.90 33.03 33.07
0.4 35.82 36.12 36.22 36.28
0.6 37.66 37.92 37.95 37.99
0.8 38.94 39.26 39.30 39.34
1.0 40.00 40.34 40.37 40.38
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6 Conclusion

The proposed techniques try to make SPIHT faster without omitting entropy cod-
ing. Since the performance in term of compression rate degrades with omitting the
entropy coding step. The techniques reduce the problem by using fast entropy
coding (e.g. WHDS, WHDSLRU) of the bit stream instead of slow one (e.g.
arithmetic coding). The performances offered by the proposed two SPIHT-WHDS
and SPIHT-WHDSLRU are comparatively better in terms of reconstructed image
quality measured by PSNR. And among these two proposed techniques;
SPIHT-WHDSLRU offers better image quality. But, the proposed SPIHT-WHDS is
slightly slow than existing SPIHT-Binary un-coded and SPIHT-Huffman. And
among these two proposed techniques, SPIHT-WHDS is faster.
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Extraction of Distinct Bifurcation Points
from Retinal Fundus Images

Nilanjana Dutta Roy, Suchismita Goswami,
Sushmita Goswami, Sohini De and Arindam Biswas

Abstract With the immense acceptance and adoption of personal identification
using biometrics, exigency of a reliable, faster and less expensive authentication
process has arrived. In this novel work, we have attempted to exhibit some crucial
features of human retina which are sufficient to build a secured biometric template in
considerable amount of time, ignoring the other hazardous factors which may lead to
even authentication failure. Experimental results prove that this proposedworkwould
be able to identify the distinct bifurcation points in retinal fundus image, avoiding
the crossovers consciously as they are not anatomically stable and could change their
locations as an effect of some diseases. This work will reduce the complexity of any
authentication algorithm drastically by concentrating only on existing bifurcations,
ignoring tedious calculations on every junction points.
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1 Introduction

Retinal vasculature is an important feature for unique identification of an individual.
The main characteristic features of the retinal vasculature are the bifurcation and
crossover points. Normally, the blood vessels in human eye,which supplies blood and
help in vision, have these two categories of the junction points on it. Literature show
us that majority of the authors have successfully used these junction points including
crossovers also as their unique feature for biometric authentication. Theoretically,
it is feasible to identify every junction point in the fundus image which includes
even the crossovers. Even though, the retinal structure is considered as a unique
feature of an individual, yet changes may be observed in the locations of crossover
points during ocular diseases and systemic cardiovascular disease [1]. It may vary
according to the position of the high resolution fundus camera if the images are
captured from a different angle, their location may change which further affects in
the process of preparing templates.Blockage of vessel at crossover points, also known
as arterial narrowing or nicking, is a symptom of hypertension. Moreover, arteriolar
narrowing and abnormalities at the crossover points are caused by hypertension.
Hence, conclusion can be drawn that crossover points are unstable when exposed
to pathological conditions. The region where branching occurs from an existing
vessel is known as a bifurcation point. Besides, bifurcation points have a greater
distinctive power than the normal vessel segments [2, 6, 7]. Due to the instability of
crossover points, the bifurcation points are often considered as the principal landmark
in point matching image registration and authentication. The angle of bifurcation
points during formation of branches are an important criteria for image registration.
Hence, identification of bifurcation points is necessary for retinal image registration
and successful biometric authentication.

2 Proposed Method

After a meticulous literature survey, we conclude with the fact that the motive of any
personal identification process is to provide with extreme security by pointing out
some of the crucial features in human retina,mostly the junction points which include
both the bifurcations and crossovers for preparing biometric templates. Keeping
the same motivation in mind, we have also taken this initiative to point out only
bifurcation points as a relevant feature in human retina which would be competent
enough to prepare the desired template accurately in spending minimum time and
expenses.

The proposed method starts with the thinning process of any segmented fundus
image taken fromDRIVE [3] database. Initially, all the branch points(both crossover
and bifurcation points) present on the image have been pointed out (refer Fig. 2c).
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Then the normal crossover points are found from the image (refer Fig. 2d). Next, the
algorithm proceeds by grouping all the closely connected bifurcation points and their
corresponding angle calculation. In each point with acute angle and for any closely
connected bifurcation points, difference between the angles of them are calculated.
If the difference is very less (for example less than 10), we are marking the midpoint

Fig. 1 Showing the detected bifurcation points on segmented fundus images

Fig. 2 Showing the different stages of the proposed algorithm a segmented image from DRIVE
database b thinned image c all the junction points including both bifurcation and crossovers are
found d normal crossover points are found e all the crossover points including normal crossovers
and crossovers with arteriovenous nicking f distinct bifurcation points are found
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Fig. 3 Crossover point with arteriovenous nicking a normal crossovers and its thinned image b
single crossover point appeared as two closed bifurcation points due to arteriovenous nicking and
its thinned image

between these two closely connected bifurcation points as the crossover point with
arteriovenous nicking (Fig. 4b, c). After tracing all the pairs, all the crossover points
including normal crossover and crossoverwith arteriovenous nicking are found (refer
Fig. 2e). Finally, all the crossover points from detected branch points are removed
to obtain the distinct bifurcation points (refer Fig. 2f). So the result is successfully
showing the detected only bifurcation points on segmented fundus images.

Please refer Fig. 1 for the desired result. The different stages of our algorithm are
shown clearly in Fig. 2.

3 Algorithm

Crossover points are basically of two categories, one is the normal one and another
is a false situation which is often detected as bifurcation point due to arteriovenous
nicking occurs at the crossover points. Please refer the Fig. 3. A 3 ∗ 3 window is basi-
cally used here to scan image and to find out total number of neighbourhood white
pixels surrounding each branch point. The term arteriovenous is the junction where
two very close vessels meet and creates a troublesome situation. This exceptional
situation often arises in the skeleton image and always there is a common probable
scenario to identify this junction as two very close bifurcation points together. How-
ever, this process may lead to a false detection of real scenario as two bifurcation
points also as shown the Fig. 4b, c where the two bifurcation points are really close
in nature. With a hope to get a better solution here and to differentiate between true
crossovers points from spurious results, another method is applied to detect geomet-
ric features of crossovers along with notion of two closely connected bifurcation
points.
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Algorithm 1 Distinct Bifurcation point
Ensure:
Consider segmented images from DRIVE database as its input
points ← detected branch points
bifurcation_points ← detected bifurcation points
diff ← difference between the angles at two close bifurcation points
Perform skeletonization on the segmented image
for each row in the image do
find all the junction or branch points

end for
for each detected branch points do
count the no of neighboring pixels including the chosen one by considering a small rectangu-
lar window surrounding it (The window is basically scanned to find out the total number of
neighborhood white pixels surrounding the branch point)
if count == 5 then
mark the branch point as normal crossover and remove them from detected branch points

end if
end for
find the closely connected bifurcation points from the remaining detected branch points and group
them individually
for each detected closely connected bifurcation pair do
find the angle at two close bifurcation points and mark as 1 and 2 (The angles are formed by
any two vessels at the crossing are a1 and a2 shown in the following Fig. 4d)
if α1 <= 90 and α2 <= 90 then
diff = abs(α1 − α2)

else if diff < threshold (approximately 10) then
mark the midpoint of the two closely connected bifurcation points generated due to arteriove-
nous nicking as a single crossover that is represented by two closely connected bifurcation
points in the thinned image, refer Fig. 4d

end if
end for
Then the result sets are found after the crossover points has been detected
(In the evaluation process, all crossovers within the closed region of optic disc, are excluded from
evaluation. In addition, the very small tiny vessels may cause some errors while calculating the
no of crossover points from a fundus image which are negligible)

Fig. 4 Showing the different detected points on input images a Detected normal crossover points
b Showing arteriovenous nicking c Showing arteriovenous nicking d Mid point of two closely
connected bifurcation points detected as a single crossover point eAll the crossover points detected
through the above steps
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4 Experimental Result

Due to inadequacy of the real data sets, all the experiments are essentially done on
the segmented fundus images of a standard database called DRIVE [3]. The utmost
outcome of this experiment is the detected prominent bifurcation points only which
are very clearly and distinctly shown on the results, leaving a small portion of the
Optic Disc region. On the contrary, the crossover points are also shown on the same
images as a different view in order to substantiate the claim. Table1 shows glimpses
of results on a few images from DRIVE database and Table3 claims the overall
performance on DRIVE [3]. The performance evaluation is done based on number
of bifurcation points which have been identified by the proposed method as true
positives and the bifurcation points that are missed out and the number of false
detection(spurious bifurcation points). The following formula helps to compute the
performance of the proposed method (Fig. 5).

Table 1 Performance Evaluation on few images of DRIVE

Image 12 Image 26 Image 19 Image 3

Actual bifurcations present 73 64 42 84

Detected bifurcation points 75 63 42 83

Correctly detected points 73 63 41 83

Bifurcation points not detected 0 1 1 1

Incorrect 2 0 0 0

Sensitivity 1 1 0.976 0.988

Specificity 0 0 0 0

Accuracy (%) 97.33 98.41 97.6 98.8

Fig. 5 Showing the different detected points on input images a segmented images from DRIVE
database b detected distinct bifurcation points c reverse image showing distinct crossover points
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Table 2 Formula to evaluate performance

Experimental result Present Absent

Positive True positive (TP) False positive (FP)

Negative True negative (TN) False negative (FN)

Table 3 Overall result on DRIVE database

Database Sensitivity Specificity ROC Accuracy (%)

DRIVE 0.98 0 0.9882 98.8

Performance = (
(truly detected points − (spurious points + missed out points))

ground truth points
) ∗ 100.

5 Performance Evaluation

If the outcome from a prediction is P and the actual value is also P, then it is called a
True Positive (TP); however if the actual value is N then it is said to be a False Pos-
itive (FP). Conversely, a True Negative (TN) has occurred when both the prediction
outcome and the actual value are N, and False Negative (FN) is when the prediction
outcome is N while the actual value is P (Tables 2 and 3).

Sensitivity = TP

(TP + FN)
(1)

Specificity = TN

(TN + FN)
(2)

Accuracy = (TP + TN)

(P + N)
(3)

6 Conclusion

Detection of only bifurcation points in a fundus image is a challenging task in true
sense. The purpose of the work aims to avoid numerous unnecessary hazards of
appraising crossover points as one of the crucial feature for authentication. So to
focus on only bifurcation point which is anatomically stable and never changes
[4, 5], is an important issue. We have tried to accomplish this work successfully and
acquired a satisfactory result. But, due to inadequacy of real data, we have done the
experiments in an available database named DRIVE [3].
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Automatic Measurement and Analysis
of Vessel Width in Retinal Fundus Image

Suchismita Goswami, Sushmita Goswami and Sohini De

Abstract The unexpected changes in the width of retinal blood vessels can be

recognized as one of the significant characters during the proliferation of several dis-

eases. Clinical studies verify that width of retinal blood vessels may undergo changes

during diabetes, hypertension, Retinopathy of prematurity and Proliferative Diabetic

Retinopathy. Optical vessel swelling or Papilledema and optical neuritis are promi-

nent ocular diseases that contribute to changes in the width. In this approach, width

of retinal blood vessels has been determined to benefit the identification of such dis-

eases. Every retinal fundus images exhibits several unique bifurcation points. The

bifurcation points ensure stability and are not subject to any change even when prone

to diseases. Identifying these points, our algorithm attempts to find the ratio of the

width of a parent vessel with its corresponding child vessels at the bifurcation points.

Experimental results prove that this ratio lies in the range of 1.1–1.8. Abrupt changes

in the ratio ensures the probability of existence of ocular diseases.

Keywords Width ⋅ Optical vessel swelling ⋅ Parent vessel ⋅ Child vessel

1 Introduction

Human eye exhibits two categories of blood vessel, namely artery and vein. The oxy-

genated blood is carried by the arteries while the veins carry the deoxygenated blood.

Despite their functional differences, structurally they both display several common

features. They divide to form child nerves from a parent nerve and these points of

division are termed as bifurcation points. Another structural feature is the crossover
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point where one vessel crosses the other. However, literature review indicates that the

crossover points are not anatomically stable and may deviate during ocular diseases

and systemic cardiovascular diseases. Due to diseases like hypertension, diabetes and

ocular surgery the crossover points may change their positions. Moreover, a patho-

logical condition named arterial narrowing or nicking exists which indicates block-

age of vessel at crossover points. It is caused by hypertension. Hence, our approach

considers only the bifurcation points because they ensure stability. After identifica-

tion of the bifurcation point, we attempt to measure the width of the parent nerve as

well as the child nerves at these points. Theoretically it is not feasible to measure the

width of every parent nerve. Moreover, as nerves move away from the optic disk their

width tend to decrease. Hence, the nerves near the optic disk exhibit a larger width

than the ones which are further away. As a result, manual attempt to measure the

width of nerves can be a tedious task. Moreover, this may be utilized in diagnosing

one of the severe retinal diseases, called Proliferative Diabetic Retinopathy. At the

advanced stage of Proliferative Diabetic Retinopathy, lack of sufficient circulation of

blood causes lack of oxygen in the retina. Growth of new fragile blood vessels are

predominant in the retina as well as the vitreous, the transparent gel filling the inte-

rior of the eye. These abnormal vessels are prone to rupture and bleeding which may

lead to hemorrhages in the retina. Further damage occurs when scar tissues develop

in the retina. Clouding of the vision may also occur due to the fluid leak into the

macula causing swelling of the macula, termed as macula edema. As the disease

progresses, rise in the eye pressure is noted causing severe threat to vision. During

Proliferative Diabetic Retinopathy the blood vessels become frail and the determi-

nation of width of the nerves will help us to identify any abrupt changes. This work

will count and keep track of the number of normal vessels around the optic disc upto

a certain distance. In this way, we may define a general statistics of the number count

of blood vessels in a healthy human eye. It would be easier for any automated system

to go in favor of PDR (Proliferative Diabetic Retinopathy) if any deformities found

in the number and width around the optic disc abruptly.

2 Proposed Method

The algorithm starts with the segmented images from DRIVE [1] database as its

input.

The segmented image is being thinned by using a standard morphological thin-

ning operation of Matlab. Bwmorph function with the thinning operation works as

follows: thinning is a morphological operation that is used to remove selected fore-

ground pixels from binary images. It shrinks every object by reducing all lines to

single pixel thickness without changing its structure and provides the binary image

as output. Then all the branch points of the thinned image are calculated using

another morphological function bwmorph along with the operation branchpoints [2].

Bwmorph function with the branchpoint operation works as follows:
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M =

⎡
⎢
⎢
⎢
⎢
⎣

0 0 1 0 0
0 0 1 0 0
1 1 1 1 1
0 0 1 0 0
0 0 1 0 0

⎤
⎥
⎥
⎥
⎥
⎦

becomes

M =

⎡
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0

⎤
⎥
⎥
⎥
⎥
⎦

The term branch points includes both bifurcation and crossover points.

As the crossover points are not anatomically stable and could change their location

as an effect of some diseases, all the crossover points are removed from the previously

detected branch points and the bifurcation points are successfully identified [3].

Then in order to find out width of the parent and child vessel near each bifurcation

point, around every bifurcation point in the thinned image, a 3 ∗ 3 window is taken

and whenever a white pixel is found, that pixel is being considered as the current

pixel to find the next neighbourhood pixel. A 3 ∗ 3 window is taken because it is

the optimum size to measure the connectivity around any branchpoint. A smaller

window will fail to accommodate both parents and children, while a larger window

will increase the search time. At the same time, the previously traversed pixel in the

thinned image is removed to indicate that this pixel has been traversed. This process

is repeated until a predefined no of pixels i.e., threshold value from the bifurcation

point have been traversed for all the three branches. Result will give distinct point

on the parent nerve and both the child nerves generated from the bifurcation point.

Anatomically, there are two possible scenarios of the vessels exist which are ema-

nating out of the Optic Disc, i.e., either they tend to move along the horizontal direc-

tion, or they are prone to the vertical direction. So, to measure the width of any vessel

at any point, careful steps has been taken about the directions and this could be done

unerringly by comparing the number of white pixels along the vertical direction with

the number of white pixel in the horizontal one. Then the minimum count of these

two will be considered as the width of the present vessels at that point.

Start tracing the vessel horizontally by counting the number of white pixel until

a transition takes place from white to black pixel. The same process is repeated for

both the left and right directions from that point in the original segmented image,

see Fig. 1a.

Then, vertical tracing is done again by counting number of white pixels until a

transition takes place from white to black pixel. The process continues for both the

upward and downward directions from that point in the original segmented image.

Please refer Fig. 1b.
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Fig. 1 Comparing this two count and as count along vertical direction is greater than the count

along horizontal direction hence we can predict that tendency of the nerve is along the vertical

direction. so the width of the nerve at that point is equal to the count along the horizontal direction

a Counting the no of pixel while moving along the vertical direction i.e. upward and downward

direction from the point b Counting the no of pixel While moving along the horizontal direction

i.e. along left and right from the point

Fig. 2 The tendency of a vessel is to move along a vertical direction b horizontal direction

And then, the minimum count between horizontal and vertical directions is being

selected as the width of the specified vessel (Fig. 2).

Finally, at each bifurcation point ratio of the width of the parent nerve to each

child vessels are calculated (Fig. 3).
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Fig. 3 Showing width calculated around two bifurcation points

2.1 Algorithm

3 Experimental Result

Due to inadequacy of the real data sets, all the experiments are essentially done on

the segmented fundus images of a standard database called DRIVE [1]. The utmost

outcome of this experiment is to measure the vessel width and to show a ration

between parent and child vessels (Table 3). Tables 1 and 2 show the width mea-

surement results from both DRIVE [1] and VARIA [4] database (Table 4).

Table 1 The width of individual major vessels around the optic disc from DRIVE database

Vessels Image1 Image2 Image3 Image5 Image6

1 3 2 5 7 2

2 4 5 7 3 4

3 7 11 5 10 3

4 9 10 4 16 8

5 12 6 3 5 16

6 6 6 11 4 3

7 2 6 9 3 1

8 2 5 2 3 11

9 3 8 22 7 10

10 4 6 2 8 6

11 10 5 2 9 6

12 3 5 3 6 2
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Algorithm 1 Width calculation for individual vessels

Ensure:
nv ← number of pixels in vertical direction
nh ← number of pixels in horizontal direction
nv ← 0
nh ← 0
width ← total width of vessel
width ← 0
parent ← width of the parent vessel
child1 ← width of one child vessel
child2 ← width of another child vessel
for each bifurcation point do

mark three distinct point on the three branches around it

for each of these points on the respective three branches do
repeat

move along the upward vertical direction

nv ← nv + 1
and move along the downward vertical direction also

nv ← nv + 1
until white to black transitions occur

repeat
move along the left horizontal direction

nh ← nh + 1
and move along the right horizontal direction

nh ← nh + 1
until white to black transitions occur

if nv > nh then
width ∶← nh

else
width ∶← nv

end if
nh ← nh + 1
nh ← nh + 1

end for
calculate ratio1 ∶← parent∕child1
calculate ratio2 ∶← parent∕child2

end for

The experimental results show around 97 % of the performance while perfor-

mance is measured based on the calculation

Performance = (
(truly detected points − (spurious points + missed out points))

ground truth points
) ∗ 100
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Table 2 The width of individual major vessels around the optic disc from VARIA database

Vessels Image1 Image3 Image6 Image9 Image14

1 8 3 4 7 5

2 11 5 10 11 15

3 12 2 6 5 7

4 8 5 3 12 5

5 14 2 9 13 13

6 2 12 8 9 9

7 1 4 6 12 7

8 1 3 12 15 3

Table 3 The Parent-child ratio at each bifurcation point from DRIVE database

Bif. points Parent Child1 Child2 Parent:child1 Parent:child2

350, 204 5 3 4 1.666667 1.25

350, 239 4 3 4 1.333333 1

352, 198 4 3 3 1.333333 1.333333

352, 210 4 3 4 1.333333 1

353, 137 5 3 3 1.666667 1.666667

354, 273 7 4 6 1.75 1.166667

355, 137 5 3 5 1.666667 1

355, 201 4 3 4 1.333333 1

392, 234 4 3 3 1.333333 1.333333

Table 4 A comparative study

Papers Features Time (in seconds)

Paper1 [5] Laser techniques 10 approximately

Paper2 [6] Utilizing electric field theory

and graphicał approach

9 approximately

Proposed aforementioned algorithm 7 approximately

4 Complexity Analysis

Identification of Bifurcation points require linear amount of time for execution i.e.,

O(n) where n denotes number of branch points remaining after removing all the

crossover points. While calculating the width of the parent nerve and the child ves-

sels, for each three distinct points in the above mentioned algorithm, we are moving

in left and right direction from that point horizontally until a white to black tran-

sition occurs and similarly in vertical directions also. Both the cases, it consumes

linear amount of time, i.e., the above algorithm results into a time complexity of
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O(n). Apart from this there would be obvious need of O(n2) amount of time while

scanning the entire image for processing. And as there is no additional space or stor-

age are required, we conclude that the space complexity is constant.

5 Conclusion

With the objective of Diagnosis of Proliferative Diabetic Retinopathy in its early

stage by separating the newly generated fragile tiny vessels with the original ones

and detection of any abnormality in the fundus image in mind, we have executed the

proposed algorithm on 32 bit Matlab R2013a version on 32 bit Windows 7 running

on Intel Core2 dual processor with 2 GB RAM. Experimental results show the width

of individual major vessels around the Optic Disc and throughout the whole image.

Additionally, from the experimental result we have found that the ratio of each parent

to child vessels at every bifurcation point is within the range of 1.1–1.8. Also, for the

images which are severely affected by the final stage of PDR, this method would be

able to diagnose them effortlessly by keeping track width of the vessels around the

optic disc. We hope this work would be worthwhile for the ophthalmologists also in

analyzing the retinal images to diagnose PDR even at the initial stage.
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Recognition of Handwritten Indic Script
Numerals Using Mojette Transform

Pawan Kumar Singh, Supratim Das, Ram Sarkar and Mita Nasipuri

Abstract Handwritten Digit Recognition (HDR) has become one of the chal-
lenging areas of research in the field of document image processing during the last
few decades. It has wide variety of applications including reading the amounts in
cheque, mail sorting, reading aid for the blind and so on. In this paper, an attempt is
made to recognize handwritten digits written in four different scripts namely,
Bangla, Devanagari, Arabic and Telugu using Mojette transform. The Principal
Component Analysis (PCA) is then applied for dimensionality reduction of the
feature vector and also shortening the training time. Finally, a 48-element feature
vector is tested on CMATERdb3 handwritten digit databases using multiple clas-
sifiers and an average overall accuracy of 98.17 % is achieved using Multi Layer
Perceptron (MLP) classifier.

Keywords Handwritten digit recognition ⋅ Indic scripts ⋅ Mojette transform ⋅
Principal component analysis ⋅ Multiple classifiers

1 Introduction

Handwritten digit recognition is the technique of identifying handwritten digits 0–9
(for a particular script) by the machine without human interaction [1]. The recog-
nition of handwritten numerals is a difficult task due to the different handwriting
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qualities and styles those are subject to inter-writer and intra-writer variations. Due
to this, building a generic recognizer that is capable of recognizing handwritten
digits by infinitely large writers is almost impossible. Many recognition systems for
various applications are proposed till date where higher recognition accuracy is
always desired and achieved. Typically, the recognition systems are adapted to
specific applications to achieve better performance. Digit recognition has applica-
tions in various fields, ranging from recognizing amounts from cheques to recog-
nizing postal codes on postal envelopes. However, the extraction of the most
informative features with high discriminatory power to improve the classification
accuracy and reduction of its computation time still remain one of the most thrust
areas.

From the literature review, it is observed that most of the good works [2–8] are
done for digit recognition on Roman script, whereas relatively few works [9–12]
have been reported for the digit recognition written in Indic scripts. This review also
revealed that the methods described in the literature suffer from larger computa-
tional time mainly due to complexity in feature extraction and presence of various
pre-processing stages, viz, size normalization, noise removal, skew correction,
skeletonization, etc. In addition, the said recognition systems fail to meet the
desired accuracy when exposed to different scripts. In this paper, we have inves-
tigated the effectiveness of feature extraction approach based on Mojette transform
to capture discriminative features of handwritten digits written in four different
scripts namely, Bangla, Devanagari, Arabic and Telugu.

2 Present Work

In the present work, a two-stage approach is proposed for estimating the feature
vector towards the recognition of handwritten digits. In the first stage, a set of 190
features is extracted after the application of Mojette transformation on each hand-
written numerals. In the second stage, PCA is applied for reduction of the
dimensionality of feature vector. Finally, a 48-element feature vector is chosen for
the classification of handwritten numerals. In the subsequent subsections, detail of
work is described:

2.1 Mojette Transform

Mojette transformation [13] transforms an original two-dimensional image into a
set of discrete one-dimensional projections. To our knowledge, the Mojette trans-
form has not been applied before for recognizing the digit either in printed or
handwritten form.

Mojette transform can be considered as a more general and strictly mathemati-
cally defined transformation for feature extraction from images which is equivalent
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to the so called projection histograms features. This transform, defined as a discrete
version of Radon transform, can be expressed as a set of vectors whose each
element (called a bin) is calculated as the sum of the value of pixels centered on a
projection line defined by m and θi. Here θi is the projection angle and is defined as:

θi = tan−1 qi ̸pið Þ ð1Þ

where, m is an integer that determines which of the various projection lines at the
angle θi is being represented by the element. For each value of m and θi, the
corresponding element of the Mojette transform vector [14] is given by

Projpi , qiðmÞ= ∑
∞

x= −∞
∑
∞

y= −∞
f x, yð Þδ m+ qiy− pixð Þ ð2Þ

where, x, yð Þ defines the position of the pixel, f x, yð Þ represents pixel value of the
image, pi and qi define the projection angles, m determines the particular line of
projection at the angle θi, and δ is the Kronecker delta function defined as below:

δðwÞ=1 if w=0

= 0 otherwise
ð3Þ

For example, if pi =1, qi =0 and m=1, the projection angle is 0° and the
transform bins are the sums of pixel values in every row of the image; if pi = − 1,
qi =1 and m=0, the projection angle is 135° and the corresponding bins of the
transform vector are the sums of pixel values on every diagonal of the image.
Figure 1 illustrates the concept of the Mojette transform applied to images of 3 × 3
and 4 × 4 pixels respectively. The Mojette transform can reduce very significantly
the size of the characteristic vector needed for adequate image representation, and
thus the computational load for recognition. As the image size increases, the
transform vector increases only linearly, while the number of pixels increases as the
square of image dimension. By using the Katz formula, the number of bins Bi for
the projection pi, qið Þ for a digital image of size N × M is given as:

Fig. 1 Illustration of Mojette Transform for an image of size a 3 × 3 pixels and b 4 × 4 pixels
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Bi = M − 1ð Þ pij j+ N − 1ð Þ qij j+1 ð4Þ

For the present work, each of the digit images are transformed at different angles
of θi = 0°, 45°, 90° and 135°. Given the size of the digit image as 32 × 32 pixels,
the number of transform bins for each of the above mentioned projection angles are
calculated as 32, 63, 32 and 63 respectively. Hence, a set of 190 features is
extracted after the application of Mojette transformation which is much lesser than
total number of image pixels.

2.2 Principal Component Analysis (PCA)

In the second stage, PCA is applied for feature dimensionality reduction. PCA [15]
is a statistical method of converting a set of observations of possibly correlated
variables by means of an orthogonal transformation into a set of values consisting
of linearly uncorrelated variables, known as principal components. The number of
principal components should be less than or equal to the number of original vari-
ables. The algorithm for PCA can be described as follows:

Step 1: Compute the d-dimensional feature mean vector considering the whole feature
dimension

Step 2: Calculate the scatter matrix (or covariance matrix) considering the entire feature
dimension

Step 3: Compute the eigen vectors e1, e2, . . . , edð Þ along with their corresponding eigen
values λ1, λ2, . . . , λdð Þ

Step 4: Sort the eigen vectors by decreasing eigen values and choose k eigen vectors with
the largest eigen values to form a d × k dimensional matrix

Step 5: The d × k eigen vector matrix is then used to transform the features onto the new
feature subspace of dimension k ×1

For our experiment, 190 features extracted using Mojette transform is trans-
formed onto a 48-element feature vector which is chosen as the principal compo-
nent for the current handwritten digit recognition purpose.

3 Experimental Results and Discussion

The present approach is tested on the database CMATERdb3 [10]. The testing is
presently done on four versions of CMATERdb3, viz., CMATERdb3.1.1, CMA-
TERdb3.2.1, CMATERdb3.3.1 and CMATERdb3.4.1 representing the databases of
handwritten digit recognition written in four major scripts namely, Bangla,
Devanagari, Arabic and Telugu respectively.
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Each digit images are first preprocessed using basic operations of skew cor-
rections, and morphological filtering [16]. These images are then binarized using an
adaptive global threshold value which is computed as the average of maximum and
minimum intensities in that image. Gaussian filter [16] is applied to remove noisy
pixels from the binarized digit images. The edges of the binarized digit images are
then smoothen with the help of a well-known Canny Edge Detection algorithm
[16]. Finally, each digit image is normalized to 32 × 32 pixels. A sample of
handwritten digit images written in four scripts used for the current work is shown
in Fig. 2. The said databases are freely available in our CMATER website (www.
cmaterju.org) and at http://code.google.com/p/cmaterdb.

For Devanagari, Arabic and Telugu scripts, the datasets consist of 3000 digit
samples for each script. The experimentations on these datasets are done by con-
sidering 2000 samples as training set and the remaining samples as test set where
equal number of digits from each class is taken. For handwritten Bangla digits, a
dataset of 4000 training samples are considered by choosing 400 samples for each
of 10 digit-classes and the rest 2000 samples are selected for the testing purpose.
The proposed approach is then applied on the preprocessed digit images of each
script separately and evaluated using seven well-known classifiers namely, Naïve
Bayes, Bayes Net, MLP, Support Vector Machine (SVM), Random Forest, Bagging
and MultiClass Classifier. The graphical comparison of the identification accuracies
of the said classifiers on the four databases is shown with the help of a bar chart in
Fig. 3.

It is evident from Fig. 3 that MLP classifier achieves the highest recognition
accuracies of 98.27, 97.5, 98.8 and 98.1 % on CMATERdb3.1.1, CMATERdb3.2.1,
CMATERdb3.3.1 and CMATERdb3.4.1 respectively. The present work also cal-
culates detailed error investigation (illustrating the average values for all the
numerals of a particular script of MLP classifier) with respect to different
well-known parameters namely, Kappa statistics, mean absolute error (MAE), root

Fig. 2 Sample handwritten images of numerals taken from CMATERdb3 database written in:
a Bangla, b Devanagari, c Arabic, and d Telugu scripts
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mean square error (RMSE), True Positive rate (TPR), False Positive rate (FPR),
precision, recall, F-measure, and Area Under ROC (AUC) on all the four databases.
Table 1 provides a statistical performance analysis of MLP classifier for numerals
written in each of the aforementioned scripts.

Although the recognition accuracies achieved by the MLP classifier is quite
convincing, but still the present technique suffers from some misclassifications.
After observing the misclassified digits, it can be believed that the majority of
misclassifications are seen in digits that are ambiguous either by noise, distortion,
segmentation problem or peculiar writing style. Figure 4 shows some samples of
misclassified digit images.

Fig. 3 Graph showing the recognition accuracies of the digit recognition technique using seven
well-known classifiers on Bangla, Devanagari, Arabic and Telugu databases respectively

Table 1 Statistical performance measures of MLP classifier along with their respective means
(styled in bold) achieved by the present technique for four handwritten script numerals

Scripts Kappa
statistics

MAE RMSE TPR FP R Precision Recall F-measure AUC

Bangla 0.9807 0.0046 0.0559 0.983 0.002 0.983 0.983 0.983 0.996

Devanagari 0.9722 0.0064 0.0631 0.975 0.003 0.975 0.975 0.975 0.992

Arabic 0.9867 0.0039 0.0458 0.988 0.001 0.988 0.988 0.988 0.997

Telugu 0.9789 0.1601 0.2719 0.981 0.002 0.981 0.981 0.981 0.997

Mean 0.9796 0.0437 0.1092 0.9817 0.002 0.9817 0.9817 0.9817 0.9955
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4 Conclusion

Handwritten digit recognition has received substantial attention from the OCR
research community during the last few decades. In this work, we have assessed the
efficacy of Mojette Transform for handwritten digit recognition problem. This is
done by capturing local discriminative features from handwritten digit recognition
for attaining higher classification accuracy. The strength of the proposed method is
assessed on the CMATERdb3 handwritten digit database using multiple classifiers.
Finally, MLP classifier is found to produce the highest recognition accuracies of
98.27, 97.5, 98.8 and 98.1 % on Bangla, Devanagari, Arabic and Telugu numeral
scripts respectively. The attained accuracies confirm the suitability of Mojette
transformation to handwritten digit recognition for scripts. Among the most
important advantages of this feature extraction algorithm is that it does not require
any normalization of digits where the most of the published works need digit
normalization, which degrades the image quality. These features are also very
simple to implement compared to other counterparts. The future scope of this work
will be to append some structural features like concavity analysis which will help to
remove some of confusions among similar digit classes. The present scheme will
also be extended to more number of official Indic scripts which in turn would be a
footstep towards a complete multi-script OCR system.
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A Survey of Prospects and Problems
in Hindustani Classical Raga Identification
Using Machine Learning Techniques

Sreeparna Banerjee

Abstract In this paper we present a survey of current research in Music Information

Retrieval in North Indian Classical Music and describe all the characteristics of ragas

used for classification. We then describe Bhatkhande’s classification scheme and

show how it can simplify the classification process of 100 ragas to 10 categories. We

also discuss the issues that need to be addressed and the similarities and differences

between Hindustani classical music and Western Classical music. Current research

efforts on Raga identification are also described.

Keywords Pattern recognition of raga ⋅ Music information retrieval ⋅
Audio descriptors ⋅ Audio signal processing

1 Introduction

Music Information Retrieval (MIR) [1] is a relatively new field in Information Tech-

nology that has generated a lot of interest in the last two decades due to its applica-

tions in music generation, indexing, processing, recording, reproduction and music

oriented services in multimedia. Extensive studies are being conducted in Western

classical music [2–5] and notable efforts are also being made in Indian classical

music [6–16]. There are two distinct traditions in Indian classical music, namely,

Hindustani or North Indian music [6, 7, 9] and Carnatic or South Indian Music [8].

Although they are two distinct genres in Indian music, there are several similari-

ties between them, the most important ones being the concepts of ragas and Talas.

The initial work on MIR in Indian classical music has focused on raga identification

using soft computing approaches like Support Vector Machine (SVM) [6], swara
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histograms [7], data mining algorithms [8] and exponential series analysis [9]. Hin-

dustani Classical Music (HCM) has characteristics described below, some of which

resemble Western Classical Music (WCM).

∙ A raga is essentially a melodic structure in HCM, which conforms to certain rules

which dictate its usage of melodic notes (swaras) as well as govern the route of

its ascent (arohan) and descent (abarohan) along a musical scale and also possess

some preferred patterns or motifs (pakads) during its exposition. These ragas are

meant to convey particular emotions. During the presentation of a raga, there are

portions of the raga referred to as “gat” that are played using particular rhythms

called the Ta ala and in a particular tempo for each of these rhythms.

∙ Like in Western music, Indian music is also tonal, where one tone, the tonic,

provides an anchor around which other tones are organized. However, Western

music expresses in tonality through harmony, whereas in Indian music the same is

expressed through these musical forms, viz., the ragas. Furthermore, three factors,

namely tonal hierarchy, harmonic functions of chords and modulation frequency

[2] contribute to Western classical music (WCM). On the other hand, Indian music

lacks both modulations and harmonic chord function.

∙ Tonal hierarchy does exist in Indian music with the melody being organized

around the tonic referred to as Sa, which is a solfege of Do, and the fifth note,

or sometimes the fourth note being the second most stable note. There is also a

predominance of certain notes called the vadi swara followed by the samabadi

swara which is generally a perfect fourth or fifth above the vadi swara. There are

also anuvadi swaras which exist in the raga as well as vivadi swaras which are

foreign to the ragas.

∙ The ragas must consist of at least five of the twelve notes (swaras) of the musical

scale including the tonic and the fourth (Ma corresponding to the solfege Fa in

the Western scale) or fifth (Pa corresponding to the solfege So). Indian music uses

an additional mechanism called drone [2] which is a continuous sounding of the

tonic and usually the fifth scale tone.

∙ Unlike its Western counterpart, where the musical scores of the composers have

to be adhered to, Indian classical music allows ample scope for improvisation. In

fact, the beauty and complexity of Indian classical music, be it Hindustani Clas-

sical Music (HCM) or Carnatic, is that, shown in Fig. 1, once the rules for raga

composition are followed, the performer has complete freedom to compose and

render the exposition.

However, this fact has made the job of identifying a raga extremely challenging as

no two compositions, even by the same performer, are alike. Since ragas are meant

to convey emotions, they have a certain character (devotional, erotic, bold, poignant,

etc.,), have preferred times for rendition and can also be seasonal.
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Fig. 1 Circular block

diagram of Thats

2 Characteristics of Hindustani Ragas

2.1 Characteristics

Hindustani or North Indian Classical Ragas can be composed from twelve notes or

swards Any Raga must have at least five notes. A Raga with five notes (pentatonic) is

called an Orabh raga, with six notes (hexatonic) is called Swarabh raga and all seven

notes (septa tonic) is called complete or Sampurna. This characteristic of a Raga is

called the jati.

Another important feature of a raga is its anga, which depicts whether the first

half of the saptak (or octave) is more important in its rendition, in which case its is

Poorvanga, or the second half, in which it is Uttaranga. Poorvanga ragas are generally

played or sung during the latter part of the day whereas Uttarang ragas are generally

sung in the first half of the day. Nyas swara is a stay note which has a prominent role

in the ending of the raga.

Most of the melodies are composed in three octaves, namely, the mandra saptak

(lower octave), madhya saptak (middle or most prominent octave) and tar saptak

(higher octave). Ragas are built on scales consisting of seven tones. These scales are

referred to as thats. The correspondence of the seven notes with the scale notes and

their Western solfege syllables of the No major diatonic scale are given in Table 1.

Keeping the tonic (Sa) and dominant (Pa) fixed, there other five notes, the remaining

five that notes may be altered in one direction only. Re, Ga, Ha and Ni may be lowered

by half a step while Ma may be raised by half a step. This gives rise to 32 possible

seven note scales [2]. Since these pitch restrictions are absent in Carnatic music there

are 72 possible scales known as Melakartha ragas.

The typical rendition of a raga consists of an alap which is free of metrics which

invokes the mood of the raga followed by a gat based on a metric pattern. The gat can

have different tempos which can conform to different tempos. An additional feature



470 Sreeparna Banerjee

Table 1 Scale notes/Swaras

Note Indian note Ratio to Sa (C)

C (Tonic) Sa 1

D (Super tonic) Re (shudh) 9/8

E (Mediant) Ga (shudh) 5/4

F (Sub dominant) Ma (shudh) 4/3

G (Dominant) Pa 3/2

A (Submediant) Dha (shudh) 5/3

B (Sub tonic/Leading note) Ni (shudh) 15/8

Table 2 Scale notes/Swaras

That Note Vadi Sambadi

Bilawal C, D, E, F, G, A, B A (Ni) E (Ga)

Khamaj C, D, E, F, G, A, Bb E (Ga) B (Ni)

Kafi C, D, EbF, G, A, Bb G (Pa) C (Sa)

Asavari CDEb FGAbBb Ab (Dha) Eb (Ga)

BhairavI CDb Eb F GAb Bb Ab (Dha) Db (Re)

Bhairav CD bEF # GAb B Ab (Dha) Db (Re)

Todi CDb Eb F# GABb A (Dha) Eb (Ga)

Marwa CDb EF # GAbB Db (Re) Ab (Dha)

Purvi CDb EF # GAB G (Pa) Db

Kalyan CDEF # GAB E (Ga) B (Ni)

of Hindustani Ragas, is the presence of Shrutis. Subtle nuances of a Raga can be

expressed through minor variations (fixed in number for each of the notes) of a note

(swara). These variations along with the twelve main notes give rise to 22 shrutis.

2.2 Bhatkhande’s Classification

The most notable and most popular attempt at classification of ragas has been made

by V.N. Bhatkhande. He had made the classification based on the swaras used by

the ragas and called them thats. He claimed that the 32 thats mentioned above can

be re binned into ten thats which have been named after the popular raga belonging

to the that. The ten thats which is described in Fig. 1, their tones and their vadi and

samavadi are listed in Table 2. According to Bhatkhande, no two versions of the same

note (e.g. B and Bb) can occur during aroha or abaroha. Here b denotes komal (flat)

and # denotes tibra (sharp).
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3 Problems to Be Addressed in HCM

Some of the concerns that need to be addressed in order to develop suitable raga

identification techniques for Music Information Retrieval (MIR) are mentioned in

this section.

In addition to the seven notes given in Table 1, Hindustani Classical music ragas

use ten micro tones in addition to five semitones corresponding to altered notes of

Re, Ga, Ma, Dha and Ni giving rise to a total of 22 Shrutis.

The use of a drone instrument like the tanpura which provides the tonic or absolute

frequency along with the fifth (Pa) or fourth (Ma) which provides a continuous pitch

reference is an added consideration in HCM.

The presence of melodic motifs called bandish [17] in vocal music and asthayi

in instrumental music are provide key phrases used for raga identification. HCM is

homo-phonic in nature. Matching of timbre [18] of the vocal or instrumental perfor-

mance with the accompanying instruments is an important aspect of music identifi-

cation.

4 Comparison Between HCM and WCM

In both musical genres, the tonic plays a crucial role [19]. However, WCM is based

on harmony, in which a group of notes called chords are played simultaneously [20].

HCM is based on melodic structures called ragas. These ragas can be rendered in

several sub-genres like Dhrupad, Khayal, Thumri, etc., The micro tonal scale form

based on a natural harmonic series reflects the mood of the raga.

The sub-genres of WCM include symphony orchestra and chamber music. Sym-

phony is a musical composition with several movements, usually four, with each

movement having a different tempo. Symphonies are usually orchestras with multi-

ple instruments and sometimes, voices are included. Chamber music is composed of

a small group of musical instruments.

HCM belongs to the chamber music category with one or two performers along

with an accompanying background drone from the tanpura to provide fundamental

frequency (pitch) reference and also an instrument to provide the tala or rhythm,

which can be played with different layas (or tempo).

5 Music Information Retrieval(MIR)

As ragas form the backbone of HCM, MIR consists essentially of their classifica-

tion, performed by first extracting low level features or audio descriptors [21] and

subsequent identification using high level features [22], a process called audio data

mining and use of metadata [23]. A typical low level search process could use LPI

combined with a high level process like LSI [24].
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After signal acquisition and signal thumb nailing to extract the most repetitive

portion of the musical piece, which could provide a representative summary of the

raga, feature extraction [25] is carried out. This feature extraction consists of low

level features and high level features referred to as music content and music context,

respectively [26].

The low level features [25] or music content are features that can be extracted

directly from the audio signal can be classified as follows:

1 Time domain features like mean energy, zero crossings, number of silent frames.

2 Frequency domain based features like spectral centroid, roll-off, spectral flux,

etc.,

3 Coefficient based features like MFCC (Mel frequency cepstral coefficients) LPC

(Linear Predictive Coding), etc.,

4 Time-frequency domain features like pitch. This is the most widely used feature.

Loudness and timbre are low level features. Also sometimes referred to as the color

or quality of sound. Timbre is related to three main properties of music signal. These

are spectral envelop of shape and time variation of spectrum and time evolution of

energy [27]. Audio descriptors are also a special set of low level features. High level

features or musical context cannot be obtained directly from the audio signal but can

be derived from it. These features include genre, melody, mood, rhythm and timbre

in context of the melody and artist identification.

Some of the subfields of MIR [26] are feature extraction, similarity search, clas-

sification and applications like audio fingerprinting, which is a compact signature

for content based audio retrieval. Feature extraction involves processes like tim-

bre description, music transcription and melody extraction. Query based approaches

fall under the similarity search category. Classification embraces emotion and mood

recognition, genre classification, instrument classification, composer and performer

identification among other techniques. Content based query and retrieval is another

example of applications.

6 Related Work

The related work can be classified as work related to raga identification and works

addressing concerns of Sect. 3.

6.1 Raga Identification

Since MIR in Indian Music is a relatively new field there is a small amount of liter-

ature available. One of the initial attempts was by Sahasrabuddhe and Upadhye [10]

who used finite state automata to model a raga based on its swara constituent pat-

tern. Pandey et al. [11] used the Hidden Markov Model (HMM) on swara sequences,
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treating them as word sequences based on swara alphabets in their Tansen raga

recognition system. A Gaussian Mixture Model based on HMM using three features,

namely, Chroma, MFCC (Mel Frequency Cepstral Coefficients), was used by Dighe

et al. [12]. By combining these three features, they obtained a 62 dimensional feature

vector. Pitch-class profile distribution with K-NN classifier and K-L divergence was

used in [13]. Some of the research focused on a particular characteristic of a raga like

[14] who compared the arohan and avarohan, [15] who studied vadi and samavadi

and [16] who studied pakar.

6.2 Works Addressing Issues of Section 3

Attempts made to address the problems discussed in Sect. 3 are described below.

The harmonium is a keyboard system like the piano, but, unlike the piano where

there are pauses between musical notes, the notes from the harmonium linger, thus

producing continuous swaras. In [28], a novel method for raga recognition by utiliz-

ing the continuous sound producing property of the harmonium has been presented.

At first, audio signals from the harmonium were segmented into separate frames for

note detection purpose. Because the swaras are played continuously, proper onset

and end-point detection is very critical for identification and this was done using two

approaches, namely spectral flux determination and fundamental frequency estima-

tion in the time-frequency domain analysis of each frame. Raga identification was

treated as a template matching problem using a database of ragas to match the query

audio signals with the prototypes in the database.

The homo-phonic aspect of HCM and timbre, whereas single melody line is

accompanied by instruments like tanpura or harmonium was explored in [29]. The

authors separated the singer from the accompanying instrument using a hybrid selec-

tion algorithm applied to six audio descriptors, namely, attack time, attack slope,

zero crossing rate, roll-off, brightness, roughness and MFCC with 20 coefficients

from the MIR toolbox of MATLAB. The k-means and a statistical classifier k near-

est neighbors are used to identify and differentiate between human voice and instru-

ment, although they have similar timbres. Since tonic is important in HCM, its iden-

tification should be the first step in automated raga identification, and this has been

attempted by [29]. They used a four step process for music extraction. In the first

step spectral peaks were isolated from the audio signal. Then the salience function

determination was performed using the sum of weighted energies extracted at inte-

ger multiples (harmonics) of that frequency, followed by tonic candidate generation

obtained from the pitch histogram of the entire audio signal and finally selecting the

tonic as the highest peak. Classification was performed using the C4.5 decision tree

of the Weka software.

Tuning of HCM was studied by [30] Stable fundamental frequency collection was

done followed by construction of interval histogram. Their objective was to detect

the twelve notes of the octave as well as further subdivisions of the octave to look for

the presence of micro tones. Reference [24] extracts formants from audio files using
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LPC for detection and then term document matrix which is decomposed using Single

Vector Decomposition for Latent Semantic Indexing (LSI). The detected formant

(query) is matched with the document.

Vocal expressions like glides (meend) and vibrato (andolan) can play an important

role in raga identification. An example is the distinction between ragas Bhupali and

Shudh Kalyan. An algorithm has been described by [27] to perform this operation.

Firstly, the pitch curve was estimated and singing voice frames were identified. A

pitch envelope was used to develop a canonical representation and, finally, templates

were used for identification of expressions for creating a transcription of an audio

signal.

7 Prospects

In summary it might be remarked that, although MIR in Hindustani Classical Music

is in a nascent state, specially as compared with its Western counterpart, there has

been a lot of progress in the past decade and, so, it is hoped that the future will

witness remarkable progress in Raga identification, which is the mainstay of MIR in

HCM.
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A Neuro Fuzzy Based Black Tea
Classifying Technique Using Electronic
Nose and Electronic Tongue

Sourav Mondal, Runu Banerjee(Roy), Bipan Tudu,
Rajib Bandyopadhyay and Nabarun Bhattacharyya

Abstract This paper presents a neuro-fuzzy classification technique using elec-
tronic nose, electronic tongue and the fused response of electronic nose and elec-
tronic tongue for the evaluation of black tea quality. In the tea industries an
automated, neutral and low cost instrumental system to determine the overall tea
quality is in great requirement. A general fuzzy rule based and neural network
model can produces accurate predictions. But both models have some weakness. In
this pursuit, Pseudo outer-product based fuzzy neural, a kind of fuzzy neural net-
work classifying system has been attempted to classify tea grades. Results show that
above model can classify in a better way compared to other models.

Keywords Electronic nose ⋅ Electronic tongue ⋅ Black tea analysis ⋅ Fuzzy
c-means ⋅ Fuzzy neural network ⋅ POPFNN

1 Introduction

Tea is one of the most demanding beverages worldwide with an expanding market
because of its certain flavor and aroma. Tea leaves processing techniques are one of
major factor of determining the final marker price of tea. So before tea leaves are
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sold in the market, they need severe monitoring and analysis. In spite of favorable
economic figures, tea industry follows orthodox method of tea testing by human
panel known as ‘Tea tasters’. The different varieties of tea are graded by tea taster
based on color, taste and strength of the tea sample. However, this method is highly
subjective with various human factors such as individual mental state, reduction of
sensitivity due to infection, etc. Electronic nose and electronic tongue have the
potential to classify tea samples in a more repetitive and accurate way.

Mimicking the sense of smell led to the development of Electronic Nose [1] and
electronic tongue [2] has been developed for measures and compares taste. Previ-
ously authors have worked with fuzzy based classifiers [3]. In this work, FCM is
used to get the significant information from the sensor responses as extracted
features for individual sensory systems and those features are used to the next level
classifier. These features are in the form of membership function vectors. The
membership function vectors are fed into Pseudo Outer-Product based Fuzzy
Neural Network (POPFNN) [4, 5] which analyze features and classify black tea
according to their gradation.

2 Experimentation

Sensor responses of four different classes of tea samples obtained from electronic
nose and electronic tongue are used for experimentation purpose, 12 samples for
each class. Each sample consists of transient response from 5 sensors. Each tran-
sient response consists of 66 data points and 694 data points for electronic nose and
electronic tongue, respectively.

An array of five MOS sensors [6] has been used to developed electronics nose
and a three electrode potentiostat system with the working electrodes made up of
five different noble metals are used to set up the electronic tongue system. A Plat-
inum and an Ag/AgCl act as counter and reference electrode, respectively. Details
description of sensor used in electronic nose and tongue are given in [7, 8].

3 Data Analysis

Data analysis from electronic nose and tongue is difficult because of innumerable
compound present in the tea. These data can be analyzed by various pattern
recognition models. In this work, POPFNN model is used with certain modifica-
tions as per our datasets along with other three classifying techniques. Among these
four, POPFNN gives the best result compared to the fuzzy and Neural Network
based model.
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3.1 POPFNN Model Framework

Hybrid, POPFNN is a combination of neural networks and fuzzy systems. So it has
the ability to eliminate the imperfections of the both techniques. POPFNN uses a
self-organizing algorithm to learn and initialize the membership function of the
input and output variables from a set of training data. The similar details of
POPFNN used in this work are described in [9]. It is actually a Multi-Input
Multi-Output (MIMO) system with a five-layer neural Network. As defuzzification
layer is not required for our experiment so, a four layer POPFNN is shown in
Fig. 1. Each layer in POPFNN performs a particular fuzzy operation. The number
of neurons in the condition and the rule-base layers are defined in as:

l2 = ∑
l1

i=1
Ji

l3 = ∏
l1

i=1
Ji

where, Ji is the numeric labels for the ith input, l1 is the number of inputs, l2 is the
number of neurons in the condition layer, and l3 is the number of rules neurons,

An overall description of each layer of POPFNN is given as follows:

Input Layer: First layer is called input layer where sensor responses from nose and
tongue are given to the condition layer. Sensor responses from nose and tongue are
fuzzified using FCM at the second layer.

Net input: f Ii = ni
And Net output: OI

i = f Ii
Where: ni = value of the ith input

Condition Layer: FCM is used in the first process to obtain the fuzzy information
in the form of membership function vectors at the condition layer. The FCM [10]
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employs fuzzy partitioning such that a data point can belong to all groups with
different membership values. This iterative algorithm is used to find the cluster
centers by minimizing following objective functions in Eq. 1:

Im = ∑
F

i=1
∑
S

j=1
μmij ni − sj

�� ��2, 1≤m<∞ ð1Þ

where, m is the any real number greater than 1 which is weighting coefficient
denoting the fuzziness of the cluster, μij is the degree of membership of ni in the
cluster j, ni is the i-th of d-dimensional measured data, sj is the d-dimension cluster
center, and ni − sj

�� �� denotes the Euclidian distance between ni and sj. Fuzzy par-
titioning is accomplished via an iterative optimization process of the objective
function shown in above equation, with the update of membership µij and the
cluster center sj by the following equations:

μij =
1

∑
S

k=1

ni − sjk k
ni − skk k

� � 2
m− 1

ð2Þ

sj =
∑
F

i=1
μmij .ni

∑
F

i=1
μmij

ð3Þ

where, F number of samples and S is the number of classes.
In the Fuzzy neural network as in Fig. 1, M1 to Mi is the membership values of

classes of the electronic nose or electronic tongue respectively with respect to their
cluster centers.

Net output: OII
k =max μ½u× v�½w× x�

� �
∀½u× v�½w× x�; 1≥ u, v≥ 4 and u, v∈ I

where, μ½u× v�½w× x�
= Membership value from FCM

[u × v] = [no. of cluster center × no. of class]
[w × x] = [data reading × no. of sample]
I = each element of a matrix containing membership values from condition layer.

Rule base Layer: The next layer is to create the fuzzy rule base for four classes. By
retaining the rules with highest membership value, the rule base is formed. For each
class with respect to their cluster center, highest value is determined from its
membership values.

Net input: f IIIk = μII½u× v�½w× x�

For individual sensory system rule base is formed by multiplying the maximum
value of each element of every row of OIII

k . For each class with respect to their
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cluster center we get four rule bases. Rule bases from training are compared with
unknown sample at Consequence Layer for classification purpose.

Four rule bases are formed using POP (Pseudo Outer Product) learning method
during training:

RBn = multiplying the maximum values of every rows of OIII
k matrix form rule

base with respect to 4 cluster center.
where n = number of rule base and n varies from 1 to 4.

For combined sensory system we multiply two highest membership value of
same class of nose and tongue.

Net Combined output: OIII
kC =max μIIN½u× v�½w× x�

� �
×max μIIT ½u× v�½y × z�

� �
;

and u, v∈ I
where, μIIN½u× v�½w× x�

= output of the Condition Layer node that forms the antecedent

conditions for the nose response.
μIIT ½u× v�½y × z�

= output of the Condition Layer node that forms the antecedent

conditions for the tongue response.
4 combined rule base is formed using same principle which is applied to form

rule base for individual sensory system during training.

Consequence Layer: classification is done at Consequence Layer. Test sample
should test simultaneously through both the sensor systems and for each individual
sensor system rule bases are generated from the proposed model of Fig. 1 and fused
rule base should compare with training model rule base with the help of Eq. (4).

Classification rate = ðDegree of Testing−Degree of TrainingÞ ̸Degree of TrainingÞ×100

ð4Þ

In our system, POPFNN has two fundamental modes. First is learning mode and
second is classification mode. Black tea samples are used to train the POPFNN
during learning mode. After training, membership function vectors (feature vectors)
are extracted. These feature vectors are then used to initialize and adjust the
parameter in POPFNN. Similarly during testing, feature vectors are extracted.
Degrees are calculated from both training and testing data set by applying proper
rule base technique. Procedure to classify samples is explained in Table 1.

3.2 Fuzzy Model Framework

For solving the problems based on pattern recognition Fuzzy framework described
by Wang and Mendel [11] has been favored choice for the researchers. This fuzzy
classifier model is a MIMO model framework which adopts the Takagi-Sugeno
model where the antecedents are in the form of fuzzy and consequent is in crisp
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form. Wang Mendel method is applied on data from electronic nose and tongue for
generating preliminary rules. Details of this work are described in [3].

3.3 Neural Network Framework with BP-MLP Topology

A three-layer BP-MLP model [12] with one input layer, one hidden layer and one
output layer has been used in this work. Input layer has five nodes denotes transient
response from five sensors. Only one hidden layer has been considered which has
eight nodes and the number of output nodes is four as four different class of tea has
been consider for correlation study.

3.4 Fuzzy Neural Network Framework (FNN)

This FNN model has four layers. First layer is called input layer which have five
nodes. Second layer is used for generating membership function from sensors
responses. Next layer represents BP-MLP neural network which is used for real-
izing fuzzy rules. Output layer is the last layer which gives the gradation of tea.
Details of this work are described in [3].

Table 1 POPFNN algorithm Step 1: Input (Input layer)
Sensor responses are given as input
Step 2: Minimize the objective function for S number of
classes and F number of samples (Condition layer)
Step 2a: Randomly initialize the membership function
Step 2b: Calculate the cluster center
Step 2c: Updating the membership function with the help of
cluster center
Step 2d: Evaluate the objective function
Step 3: Rule base is formed using POP learning method
(Rule base layer)
Step 3a: Weight of the highest membership values is determined
for each class with respect to their cluster center
Step 3b: Degree is calculated by multiplying the maximum
values of every rows of OIII

k matrix

Step 4: Rule comparison and classification rate declaration
(Consequence layer)
Step 4a: Degree of training and testing is obtained from sensor
responses for both known and unknown tea samples by
following the steps 1 to 3
Step 4b: Classification rate calculated by Eq. (4)

482 Sourav Mondal et al.



4 Results

Data analysis on 48 tea samples of four different class of tea of electronic nose and
electronic tongue has been performed by fuzzy neural network analyses. Out of the
total data set, 60 % of the data have been used for training, and the rest of 40 %
were used as testing set. The summary of POPFNN results is given in Table 2.

Result shows that, for POPFNN classifier, the electronic tongue can classify
better to a small degree than electronic nose. Average results from POPFNN are
compared with other models of electronics nose, electronic tongue and combined
sensory system which is shown in Table 3.

Study shows, our new improved fuzzy neural network model gives better
assessment for tea quality analysis. Results also show that combined sensory
response is quite improved than individual sensory system. So, this fast, accurate
and effective fuzzy neural classifier has the ability to classify tea quality more
precisely.

Table 2 Comparative results of POPFNN classifier for different sensory systems

Trials Electronic nose Electronic tongue Combined sensory system

1 83.69 87.82 95.44
2 86.34 85.42 94.80
3 88.42 83.24 95.77
4 74.33 88.75 97.05
5 82.38 80.60 98.05
6 89.50 85.71 93.14
7 88.34 92.32 96.41
8 90.12 89.04 95.51
9 82.67 74.78 92.18
10 81.16 83.70 91.94
Average 84.69 85.14 95.03

Table 3 Comparative results of classification rate between Fuzzy, neural network, FNN and
POPFNN model for different sensory systems

Sensory system Average classification rate (in %)
Fuzzy Neural

network
FNN POPFNN

Electronic nose 74.60 75.14 76.52 84.69
Electronic tongue 79.41 77.34 81.61 85.14
Combination of electronic nose and
electronic tongue

85.33 79.40 89.50 95.03

A Neuro Fuzzy Based Black Tea Classifying … 483



5 Conclusion

In this paper one fuzzy based model, one neural network model and two topologies
of fuzzy neural networks based models are used to predict the tea quality. Four
models are compared. It has been observed that fuzzy neural networks have ability
to overcome the weakness of fuzzy and neural network model. But, this new
POPFNN system outperformed all other models. Overall, the classifiers which are
described here have the ability to assess the aroma, flavor and taste quality of black
tea. This technique can be used for other similar applications also.
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Design of Novel Feature Vector
for Recognition of Online Handwritten
Bangla Basic Characters

Shibaprasad Sen, Ankan Bhattacharyya, Avik Das, Ram Sarkar
and Kaushik Roy

Abstract In the present work, a new feature vector has been designed towards
recognition of handwritten online Bangla basic characters. At first, Center of
Gravity (CG) of a particular character sample is determined. After that a circle
enclosing the character sample is drawn whose radius is estimated as the distance of
farthest data pixel from that CG. From this circular region, a 136-element feature
vector is generated considering both the global as well as local information of the
character sample. The feature set has been tested with several well-known classi-
fiers on 10,000 isolated Bangla basic characters. Finally, Support Vector Machine
(SVM) has produced 98.26 % recognition accuracy.

Keywords Online character recognition ⋅ CG-based circle ⋅ Global feature ⋅
Local feature

1 Introduction

Online Handwriting Recognition (OHR) is now becoming an upcoming area of
research due to exponentially increasing popularity of devices like Take Note, iPad,
Smartphones etc. Also individuals from major part of the society are becoming
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habituated to write information freely on those devices in their natural handwriting
style. In these devices, written data are saved as online information. Not only this
saves extra time but also it reduces the chances of mistyping that may happen while
writing with a keyboard. Hence, researchers are showing interest about OHR.
Though some good research works are available for Devanagari [1–4], and English
[5–8] scripts but while, talking about the Bangla script, researchers has paid a little
attention which is evident from the limited research materials available in the
literature. Authors in [9] have prompted an approach for estimating the features in
an unsupervised way, based on disparity space that embeds the local neighborhoods
surrounded by the pen positions in the trajectory. In [10], Bhattacharya, N. et al.
have reported segmentation as well as recognition techniques for cursive online
Bangla texts. In this work, after passing through segmentation module, texts are
broken into set of primitives. Such primitives may represent the character or parts
from basic or compound character set. A method for recognition of those primitives
has been devised then. A different technique based on combination of online and
offline feature extraction procedure, have been applied for segmentation of hand-
written online Bangla text is presented in [11]. Here, authors have considered
directional feature for recognition of those segmented strokes. Another approach is
mentioned in [12], where Roy, K. et al. have obtained elemental strokes from the
character information and the sequential and then dynamic information at stroke
level are collected from writing devices on the basis of pen movements. These
information are served like feature values for their work. Bhattacharya et al. [13]
have concentrated on annotation for unconstrained online Bangla handwriting
samples and also have developed a substantial annotated dataset for those hand-
writing specimens. A graphical user interface oriented semi-automatic path has
been adopted towards annotation for character boundary levels. Authors in [14]
have mentioned a challenging issue for unconstrained Bangla handwriting recog-
nition i.e. large number of alphabet set of the Bangla script (around 300 different
pattern considering the compound character set), which are complex enough in
nature. In this paper authors have stated the fundamental observations for cursive
Bangla handwriting on confined vocabulary set by combining Multi-Layer Per-
ceptron (MLP) and Support Vector Machine (SVM). Authors in [15] have proposed
a new approach for the recognition of cursively written Bangla word samples by
describing feature estimation technique at sub stroke level and also proposed a
Hidden Markov Model (HMM) model for recognition the same. Mondal et al. [16]
have explored direction code histogram and point-float feature extraction approa-
ches for Bangla alphabets. Soundness of the scheme was validated by HMM,
Nearest Neighbor and MLP classifiers. According to authors in [17], features could
be calculated from sequential as well as dynamic information which are found from
the writing device. Produced feature values have been passed through quadratic
classifier for recognition purpose. Sen et al. [18] have combined online (point based
and structural features) and offline (quad tree based longest run and convex hull)
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feature extraction techniques towards handwritten Bangla characters recognition.
Authors in [19] have discussed about a simple but effective feature extraction
approach towards online handwritten basic Bangla characters called, distance based
feature. Considering the number of speakers of Bangla languages, more research
attention is required to develop the OHR system for Bangla script. In the current
work, a new feature set is designed considering global as well as local information
from CG-based circle generated over a character sample of the Bangla script.

2 Bangla Script

Bangla is the second most and fifth most popular language in India and in world
respectively. This is also recognized as official language in Bangladesh. Bangla
script is rooted from ancient Brahmi script. Writing pattern of Bangla has certain
similarities with Dravidian languages, especially while considering the shape of
vowels. But this script has more closeness with Aryan scripts, especially with
Devanagari script. In Bangla script, every consonant serves as a syllable involving a
built-in vowel written from left to right. Bangla alphabet set contains 39 consonants
and 11 vowels. The concept of upper and lower case is absent in this script.

3 Database Preparation

A total of 200 specimens for individual Bangla character written by 100 distinct
persons have been collected. The writers in this data collection drive have been
selected from different sections of society considering their age groups, educational
background, gender etc. 50 different character shapes belong to Bangla basic
alphabet set, thereby form 10,000 total data samples. While collecting data, no
constraint was imposed on the individuals without one thing; we requested that
constituent strokes must be the part of basic stroke database for the script [12]. Take
note device was used to store data. Representation of those data is described as a
collection of pen points pt, where t starts from 1 to M. pt represents pen point having
x coordinate xt and y coordinate yt with pen up or pen down information. Here, M
describes total pen points for specimen character. During preprocessing stage firstly
duplicate or repeated points have been removed from sample character as those were
adding redundancy only. If pi and pk represents two successive pen positions, then
ith point pi is taken into account against kth point pk if the Eq. (1) is satisfied.

x2 + y2 >m2 ð1Þ

Design of Novel Feature Vector for Recognition … 487



where x = xi – xk and y = yi – yk and m yields the value 0 for all duplicate
positions. After that characters have been normalized into 64-points without
hampering the number of strokes and their structural patterns. The all these nor-
malized patterns have been scaled to fit in a window of size 512 × 512.

4 Feature Extraction

4.1 CG-Based Circle

In this paper, we have mainly focused on combining both the global and local
information of a character sample to represent it in the high-dimensional feature
space. In both the cases, CG-based circle is drawn over a character sample and then
different feature values are estimated from therein.

4.1.1 Global Information

In this feature extraction approach firstly, the CG of each character sample has been
computed. Then the distance of farthest data pixel of the character sample from that
CG is determined. This distance is then considered as radius of the circle enclosing
the entire character sample. After forming the circle, we have computed the ratio of
the radius of the circle and the distance between the CG of the character sample to
the data point pk, where k = 1, 2, …., 64, as all character images are normalized
into 64 points. In this way, we have estimated 64 ratios, and these values are used as
feature for the recognition of said Bangla basic characters. Close observation
revealed that these feature values have the power to explain the shape information
of a character meticulously. Figure 1a, b show the formation of the CG-based circle
and the computation of the one such ratio. Here G is the CG, K is the farthest data
pixel from CG, R is the radius and p1 is the arbitrary pixel point of that character.
We have calculated the ratio of distances p1G and R. The character is also rotated
by 90° clockwise directions (see Fig. 1) and same procedure is repeated. As a result
we have obtained 128 (i.e. 2 × 64) features for each character sample. The
algorithm is described in Algorithm 1.

STEP I: BEGIN
STEP II: Calculate the CG of the character sample.
STEP III: Find the distance R from CG to farthest distant pixel from the CG.
STEP IV: Consider this distance R as radius and form the circle.
STEP V: For each pixel point, calculate the ratio of the distance from the pixel
under consideration to CG and radius.
STEP VI: END

488 Shibaprasad Sen et al.



Algorithm 1. Algorithm to compute global information from the CG-based
circle.

4.1.2 Local Information

In this feature extraction technique, we have started with the CG-based circle
estimated in the previous section. In Fig. 2a, b, we have described the situations for
0° and 90° clockwise rotational effect. Then we have divided the circular region
into 4 sub-regions based on CG. We are basically interested about pixel distribution
of the character sample in each sub-region. In Fig. 2a, b, yellow, red, green and
blue colored portions describe the mass distribution of the character sample in each
sub region. In each such region, we have calculated the ratio of the number of
colored pixels to the background pixels. These ratios act as feature values in our
current experiment. Algorithm 2 describes the steps used to calculate local feature.

STEP I: BEGIN
STEP II: Calculate CG of the character sample.
STEP III: Find the distance R from CG to the farthest data pixel point from the CG.
STEP IV: Consider this distance R as radius and form a circle.
STEP V: Circular region is divided into four sub-regions based on CG.
STEP VI: For each sub region, find the ratio of the number of data pixels to
background pixels.
STEP VII: END

Fig. 1 CG-based circle generation enclosing the character ত for the estimating global feature at
a 0° and b 90° rotations
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Algorithm 2. Algorithm to compute the CG-based local feature.
From this procedure, we have computed 4 feature values considering 4 sub-regions
which basically describe the mass distributions in the said sub-regions. The char-
acter sample is rotated by 90° in clockwise direction and Algorithm 2 is applied is
similar fashion. Hence, we have designed 8 (i.e. 2 * 4) feature values from local
information.

Therefore, combining both global and local information, each character sample
is represented by a 136-element feature set (i.e. 128 + 8). The strength of global,
local and combined feature sets while recognizing the character set of Bangla script
are tested separately.

5 Result and Discussion

It is already mentioned that there are 50 different character shapes in Bangla script
and 200 samples for each character are collected for the current experiment.
Standard classifiers like SVM, Sequential Minimal Optimization (SMO), MLP,
NaiveBayes, BayesNet, and Simple Logistic are used. As described in previous
section that, a total of 136 (128 global and 8 local) features are calculated for the
recognition purpose. We have then applied the approach called Principal Compo-
nent Analysis (PCA) to estimate the most discriminating feature vector. In this way,
18, 14 and 5 features are selected when we consider the combined, global and local
features respectively. Then we have applied 5-fold-cross validation scheme on total
dataset. Success rates of different classifiers are enlisted in Table 1 for all these
situations. Figure 3 graphically represents the behavior of different classifiers for
these 3 cases. In Table 1, gray cells represent the highest recognition accuracy. The

Fig. 2 Dissection of an image into four sub-regions to estimate local features at a 0° and b 90°
(clockwise rotation)
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recognition rate for SVM is 98.26 % (maximum) when the combined feature vector
is applied. C-SVC type SVM has been selected from LibSVM library and kernel is
accessing radial basic function; exp (−gamma * |u−v|^2) having eps = 0.001 and
gamma = 0.0. In Fig. 3 blue, brown and green lines represent the results obtained
by said classifiers for global, local and combined features respectively.

It is evident from Fig. 3 that the green line is always above the blue and brown
lines, which indicates the performances of all the above mentioned classifiers are
better for the combined feature than considering only global/local features. This is
because the combined feature vector rightly estimates the shape information of the
specified character. Though the result is promising, still some error cases are
observed. We have listed (see Table 2) few some cases where misclassification
among each other is major. Apart from this list, we have also found some other

Table 1 Accuracies of different classifiers in recognizing online handwritten Bangla characters

Classifiers Success rate (%)
Global feature Local feature Combined feature

SVM 96.56 50.68 98.26
SMO 88.71 40.55 94.23
MLP 86.50 47.68 91.50
NaiveBayes 84.30 41.42 89.59
BayesNet 82.89 37.40 88.24
Simple logistic 80.32 39.02 90.00

Fig. 3 Graphical representation of the success rates produced by different classifiers towards the
recognition of online handwritten Bangla basic characters
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misclassified characters but as they are very few in numbers, so we have not listed
the same. After looking into samples minutely we can say that cursive nature of
Bangla script and strong structural similarities between character samples are the
reasons for the misclassification.

Authors in [19] fragmented the sample alphabets into few numbers of segments
for the dataset used in current experiment and then calculated the distances among
all pixel points from each other which were considered as feature values. Authors
achieved maximum success rate of 98.20 % which is marginally less than the
success rate achieved by the present technique (i.e. 98.26 %). Distance based fea-
ture tries to describe the shape structure whereas feature set, applied in the present
work, not only keeps track the structural information of the characters but also
considers the pixel distribution of the same in different zones of the character which
makes the actual difference in achieving better recognition accuracy. The work
mentioned in [12] extracted point based as well as structural feature towards
recognition and achieved 92.9 % success rate. Sen et al. [18] combined online and
offline information for online isolated Bangla character recognition with 83.92 %
accuracy. As these two approaches were tested on separate datasets hence it is not
possible to correlate their outcomes with the present approach, still we have
mentioned the past works only to highlight the efficiency of the present work.

6 Conclusion

In the current work, we have focused on designing a new feature set based on
CG-based circle drawn over a character sample for the recognition of the online
handwritten Bangla characters. The newly generated feature vector produces rea-
sonably good result on limited dataset. But again few errors have been observed
during recognition of some characters especially where the characters have almost
similar pattern of strokes. Therefore, one of the possible future scopes of the current
work would be finding out some feature values to cope up with this misclassifi-
cation. We also plan to provide a scheme for stroke based recognition approach
towards online handwritten Bangla character/word recognition. We are also aiming
to apply this feature on Gurumukhi and Devanagari script.

Table 2 Few misclassified
characters observed by the
present technique (tested with
SVM)

Original character along with sample count Misclassified
as

ম(200) স(8)
চ(200) ঢ(7)
ঋ(200) ঝ(5)
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An Eigencharacter Technique
for Offline-Tamil Handwritten Character
Recognition

R.N. Ashlin Deepa and R. Rajeswara Rao

Abstract Accuracy in handwritten character recognition system is a challenge in
the area of pattern recognition because of a variety of writing styles. Eigenface is a
method that has been widely used in face recognition systems. This method is
proposed in the field of handwritten character recognition, in this paper. Here,
Eigencharacters are created from a 2-D training set of images and weight vectors
are generated. These weight vectors are used as feature vectors for classification.
The classification is performed using Euclidean Distance, k-NN and SVM classi-
fiers. Experimental results proved that the proposed Eigencharacter method using
Euclidean distance produced good classification accuracy.

Keywords Pattern recognition ⋅ Handwritten character recognition ⋅ Eigen-
character ⋅ Weightvector ⋅ Classification

1 Introduction

Handwritten character recognition system is a branch of pattern recognition with lot
of challenges. Many character recognition systems have been developed to increase
the accuracy in the classification of character images. Off-line handwritten character
recognition involves the automatic conversion of scanned document image into a
static representation of character image [1]. In on-line handwritten character
recognition [2], the coordinates of pen-tip movements are stored as
one-dimensional vector, and are converted into feature vector for recognition.
Selection of feature extraction method is probably one of the most important
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characteristics for achieving high performance [3]. Feature extraction phase is
followed by recognition phase.

Eigenface is the method which has been frequently used for the facial recognition
system [4]. Apart from the traditional approaches, where object geometry is used for
recognition, eigenvalues and eigenvectors for a collection of images were generated
that determines the eigenspace [5]. The input image is projected to this eigenspace
and is recognized. In many pattern recognition problems, Eigenface method is used.
In [6], a set of two-dimensional training images are used to generate and vectorize
eigenfaces, then the data set undergoes Singular Value Decomposition (SVD). Then
the associated eigenvectors having higher values with the most vital principal
components are retained, and thus constructs the “eigenfaces”. Eigenvectors are also
used in clustering, an important technique in machine analysis [7]. The eigenvectors
of affinity/similarity matrix is derived from the dataset and is used for clustering the
data using a special clustering algorithm. They also have analyzed the eigenspace
characteristics that, in a data affinity matrix, not every eigenvector is relevant and
informative for clustering. Thus the selection of eigenvectors is very critical because
irrelevant/uninformative eigenvectors may lead to poor clustering.

In [8], the generalized eigenvectors of the class is used for feature extraction and
these features are invariant to linear transformations of the input. Then the subset of
the generalized eigenvectors are selected from each class. The eigenvalues far from
1 shows highly discriminative features. The top few eigenvectors are selected as top
eigenspaces that are cheaper to compute than bottom eigenspaces. The feature
extraction using eigenvectors needs to be analyzed as the true class-conditional
second moment matrices have shown low effective rank [9]. General dimensionality
reduction approach, PCA uses eigenvectors to select best features [10]. There are
many applications where eigenvalues and eigenvectors are used as a significant part
and are greatly used in dimensionality reduction.

2 Motivation

From the above discussions it is known that eigenvectors play an important role in
object recognition and feature extraction. In facial recognition, eigenfaces are
widely used, and produces very good accuracy. The method can show a better
performance in other pattern recognition areas too. In this paper, we would like to
examine how eigencharacters can be analyzed in aiding handwritten character
recognition. In Eigencharacters method, few variables can represent largest vari-
ances in image characteristics.

In this paper, Sect. 3 describes the methodology, Sect. 4 describes Experimen-
tation and Analysis of the result, Sect. 5 describes the Conclusion and References.
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3 Methodology

In this research, a fast, simple and more accurate computational model of character
recognition system is developed. When an input character image is represented as a
vector or a pattern, the system must determine to which character class the input
character image belongs to. The eigencharacters technique, utilizes PCA and relies
on information theory. The principal components used in eigencharacters are
eigenvectors of the covariance of the matrix of character images, while each char-
acter is a point in n space where n is the number of pixels in each character image.

The pertinent information of a character image needs to be extracted and kept as
feature vector and is compared against an existing database of character images.
Most variation in the images of different classes in the dataset is depicted by the
largest eigenvalues and corresponding eigenvectors. These eigenvectors describe
the features that characterize the variation between the character images, and each
character image can be represented as a linear combination of all the eigenvectors.

Based on the above idea, the procedure used in this work is given in Algorithm1.

3.1 Algorithm1

Suppose that the database consists of M images. Each image is represented by i × j
matrix. The algorithm follows the steps in [1].
Step1: Transform the M images into column vectors of length n, where n = I ×

j is shown in Fig. 1a. Now concatenate the columns of M1 to transform
Image in column vector Γ1 as Fig. 1b.

Step2: After transforming all images of training dataset, we will get the following
set I:

I = Γ1,Γ2,Γ3, . . . . . . ..Γmf g ð1Þ

Step3: Generate mean image ψ from each Γm where 1≤m≤M. Ψ is computed as
follows.

ψ =
1
M

∑M
i=1 Γi ð2Þ

Fig. 1 a Column vector of
Images. b Concatenated
column vector
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Step4: Calculate the difference of each Γi, i ∈ M, 1 ≤ i ≤ M, and Ψ the
mean-subtracted value.

Φi =Γi −ψ ð3Þ

where i = 1, 2, 3,…….M and a set of matrix is obtained which is rep-
resented as A.

A= Φ1,Φ2, . . . ,ΦM½ �n × M matrix ð4Þ

Now this collection of data form the normalized training set which defines
the character images i.e. n space for character images. In order to reduce
the dimensionality while preserving the variance (information of interest),
we need to construct a covariance matrix C for each Φi where 1≤ i≤M.

C=
1
M

∑M
i=1 ΦiΦi′, an n × nmatrix ð5Þ

By applying transformations, the covariance matrix obtained C will be
equal to the following.

C=AA
0
where C is n × nmatrix,A is n × Mmatrix and A

0
isM × nmatrix

ð6Þ

Step 5: Find eigenvector matrix and corresponding eigenvalues from the covari-
ance matrix C and sort the eigenvectors by highest eigenvalues. These
eigenvectors give Eigencharacters Ei of the training set images.

Step 6: From the eigencharacters generated in the above step, the projection
matrix or weight matrix P is generated for each image in training set as
given below.

Pðφi, EjÞ=Φi ⋅Ej , 1≤ i≤M, 1≤ j≤M ð7Þ

Step 7: If linear combinations of each of the Eigencharacters are used, it is
possible to roughly reconstruct the database images. It is possible using
the following formula. Let Ri be the reconstructed image.

Ri= ∑M
n=1 ΦiEnwhere i = 1, 2, 3 . . . . . .M ð8Þ

Step 8: From the Eigencharacters, the weight vector is generated for each training
image in the dataset

Wi=Ri
0 ðΓi−ψÞwhere i = 1, 2, 3, . . . . . .M ð9Þ

These weight vectors form feature vector FV = {W1, W2……WM}.
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Step 9: When an input character image is received, it is normalized and is
subtracted from the mean image generated in Step 3. Then the weight of
the subtracted input image with each of the Eigencharacters is calculated
and this forms the feature vector of the input image F. Use Euclidean
distance to find the minimum distance between F and the weight vector
generated in Step 8. The index i of Wi, having minimum distance with the
weight of input character image is used for determining the class of the
input.

4 Experimentation

In this work, the dataset used contains handwritten Tamil characters with 200
character images. Out of these, 150 character images are considered for training and
50 images are considered for testing. The dataset is formed using an optical scanner
which digitizes the images with an appropriate resolution of 300 to 1000 dots per
inch. Each character image is preprocessed (noise removal, binarization, edge
detection and thinning). The preprocessed images in the training dataset is given to
the Algorithm1 as discussed in Sect. 3.1. The input character images are also
preprocessed and kept in the database as test dataset.

The implementation of the algorithm is done in MATLAB. For the purpose of
displaying the output in this paper, only 5 classes are considered, each with 5
character images and thus the total number of images in the training set becomes
25. To reduce the error due to lighting conditions, each character image in the
training set is normalized. To normalize the character image the standard deviation
and mean of each image was normalized to mean standard deviation and mean. The
value of mean standard deviation and mean used in the experiment was 80 and 100
respectively. Let mean value of pixels in the image is m and the standard deviation
of the pixels in the image is std, then the normalized image is calculated by,

The normalized image= image−mð Þ * 80 ̸std+100

The mean image is calculated from all the training dataset images. Figure 2
gives the training set character images and mean image. Each normalized image in
the training dataset is subtracted from mean character image and set A is generated
with 25 subtracted images A = {Φ1, Φ2, …, Φ25}. Table 1 gives the Eigen values
and the corresponding Eigencharacters.
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Using the Eigencharacters Ei created, the weight vector W is generated
W = {W1, W2….W25}. When an input character image is received, it is normalized
and the subtracted image is generated by subtracting from the mean image of the
training set. Now, weight vector Wt is calculated with respect to all the 25
Eigencharacters as shown in the Table 2. The input image and reconstructed image
from the weight vector is shown in Fig. 3. Then the normalized Euclidean distance
Dist(i) is calculated between Wt and Wi where i = 1, 2, 3,…. 25.

Finally for classification, index of the training character image, with min(Dist) is
recovered that recognizes the class of the input character image. The input shown in
Fig. 3 belongs to class 2. The training set is organized such that images from 1 to 5
belong to class 1, images from 6 to 10 belong to class 2, images from 11 to 15
belong to class 3, images from 16 to 20 belong to class 4 and images from 21 to 25
belong to class 5. The Table 2 shows the weight vector generated by Φ8 i.e. the
subtracted image8 in the training set, with each of the 25 Eigencharacters. The
Euclidean distance between the weight of the input image Wt and weight of each of
the training image is calculated as Dist(i). It is shown that the min(Dist) =
41240.6865660360, with Rank = 1, which belongs to the image8 in the training
dataset. The image8 belongs to the class 2. Thus the input character image is
classified to the respective class.

Figure 4 gives the pictorial representation of Table 2. The classification rate can
be calculated using the following formula. The accuracy for 10 classes is shown in
Table 3.

Fig. 2 a Training dataset of Tamil alphabets (Row 1: ‘AH’ Row 2: ‘AAH’ Row 3: ‘E’ Row 4:
‘EE’ Row 5: ‘U’. b Mean Image
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Table 2 Classification of input character image showing minimum distance as Rank

S.
no

W8 = weight of 8th
training image w.r.t.
25 eigencharacters
W8=R8

0 ðΓ8−ψÞ

Wt = Weight of
input image w.r.t.
25 eigen characters

Normalized Euclidean
distance Dist(i) = norm
(Wi) − norm(Wt) where
i = 1–25 character images
in trainingset

Rank
(minimum
Euclidean
distance)

1 33583.3149617131 −804.278306281754 44195.2881748533 25
2 2210.43477073423 863.740097060812 43783.1846247561 20
3 3216.43213839671 1845.04556342332 44022.9183009512 23
4 −7916.74392124914 −1872.89200478926 43499.2105940432 15
5 −5119.94459893754 −1154.45006355428 43796.3717405141 21
6 −1296.73574542512 −463.986841693624 41702.9897436268 2
7 42.0746184583586 964.392016654172 42908.9518274501 3
8 13657.1502168239 2822.62676901556 41240.6865660360 1
9 5701.03819335059 1260.59448027981 43154.9748310210 4
10 9340.37483843989 390.888574974326 43182.8693932593 7
11 −2259.98565138188 −1040.30940490628 43567.5151620835 16
12 −761.982805273231 −140.398221891933 43317.3089457852 13
13 −11137.1780585846 −429.374277778779 43309.7738765573 12
14 7020.09844000009 254.550424231885 43223.6166132643 10
15 −956.529857167489 −527.393485257671 43185.6418512871 8
16 2224.16586204357 −193.733459561314 43180.4347696610 6
17 −1557.03693941740 −250.259633659507 43467.5299547714 14
18 −5657.03429323119 52.7627361719196 43765.6360010378 19
19 3242.09525705100 −393.794943673880 43732.1225637856 18
20 845.962433989053 202.412629502224 43212.1646380453 9
21 3394.71174132402 −191.921195061879 43302.2782953869 11
22 1788.61060546031 −568.156187918784 44103.0426861925 24
23 3103.01344372280 458.806552731795 43175.0213654764 5
24 −2349.01756412409 −995.435155153510 43694.6788159210 17
25 −534.983176570472 −815.189386340303 43929.2970243021 22
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Accuracy=
total number of correctly classified objects

total number of classified objects
*100

The experimentation is done with 150 character images of 10 classes for training
set and 50 for testing set.
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Fig. 3 Input image (Tamil alphabet ‘AAH’) and reconstructed image
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Fig. 4 Classification based on minimum Euclidean distance. (Left) The weight of the input vector
w.r.t training set. (Right) The minimum Euclidean distance 4.1241e + 04 w.r.t 8th image in the
training set which belong to class 2 (Tamil alphabet ‘AAH’)
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5 Conclusion

In this study, we have used Eigencharacters to generate feature vector for hand-
written character images. The features are extracted and used for classification. The
classification is done using Euclidean Distance, SVM and k-NN classifier. It is
observed that the our method provides good accuracy in all three methods. But
future work can be considered for improving the accuracy rate using the same
feature vector.
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Text and Non-text Separation
in Handwritten Document Images
Using Local Binary Pattern Operator

Showmik Bhowmik, Ram Sarkar and Mita Nasipuri

Abstract Development of an automated system for handwritten document analysis
is being considered as an important research topic since last few decades. Digitized
documents, either handwritten or printed, contain a mixture of text and non-text
elements which need to be separated for designing a document layout analyzer or
even an Optical Character Recognizer. In this paper, a technique is described to
separate the text objects from the non-text objects present in a handwritten docu-
ment image. For this purpose, a Rotation Invariant Local Binary Pattern (RILBP)
based texture feature is used to represent the said components, at the feature space.
Finally, the classification is carried out using an Artificial Neural Network based
classifier called, Multi-layer Perceptron (MLP). The system provides an impressive
result on a database comprising of 100 handwritten document images.

Keywords Text/Non-text separation ⋅ Rotation invariant local binary pattern ⋅
Handwritten document images

1 Introduction

A significant number of researches are going on to develop an efficient document
analysis system to transit from a paper-based document environment to its elec-
tronic counterpart due to its several advantages. Such system provides a means for
converting the information (either text or non-text) present in a document to a
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digital form, suitable for interactive graphics and text editing. The primary goal of a
document image analysis system is to interpret the text and graphics (or non-text
data), appear in a digitized document separately to carry out the subsequent pro-
cessing. The separated text can be fed to an OCR system for later retrieval and a
required set of processing can be carried out on the non-text data to make them
usable in their digitized form.

Varied type of components present in document images makes the text/non-text
separation a challenging task. Generally, two categories of documents are there
namely, Structured documents and Unstructured documents. Among them, printed
ones are considered as the structured documents. Text data and non-text data
present in a printed document have uniform style, which makes the separation task
a bit easier, compared to the handwritten documents. Handwritten documents are
basically the unstructured documents, which contain components of varied shapes
and styles. In the proposed work, a method is reported to isolate the text compo-
nents from non-text ones, appeared in a handwritten document image using textured
based feature.

2 Related Work

Segmentation of a page into text and non-text objects, is a necessary preprocessing
stage before the elements are fed to a suitable OCR engine. Okun, et al. presented a
method in [1] for document zone classification using connected component and
run-length information. In [2], Roy et al. discussed a set of improvements (like
overlapping region handling, color separation) to text/graphics discrimination task
to make it suitable for Map. Bukhari et al. [3] offered a segmentation schema
involving connected component classification based on shape and context infor-
mation as a feature vector. In [4], Sarkar, et al. described a technique for
text/non-text separation using Spiral Run Length Smearing Algorithm (SRLSA),
which is basically the modified version of traditional Run Length Smoothing
Algorithm (RLSA). In [5], Zirari, et al. reported a method for text and graphics
classification using graph based modeling and structure analysis. In [6], Delaye
et al. presented a well-explained review of contextual information modeling for the
categorization of text and non-text strokes in online handwritten documents using
conditional random field.

3 Motivation

Due to the non-uniformity regarding the shapes and sizes of the components, the
discrimination of text and graphics components in a handwritten document image is
more complex than a printed document image. Generally, the OCR system is
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designed to process the document images having only text data. Therefore, the
separation of these two types of components needs to be done primarily. Beside
this, sometimes the texts need to be separated and extracted from natural images or
from the videos to identify street signs, license plates of the vehicles etc., to build
up an image and video indexing and retrieval system [7]. These can also be useful
in various applications like automation of navigation system, traffic control and
other systems. In this work, a method is constructed to isolate the text components
from the non-text components (like table, figures etc.) in handwritten document
images.

4 Present Work

In this work, at first, the connected components are identified from the gray level
handwritten document images and then the histogram of the RILBP is computed for
each component to represent them in the feature space. The final classification is
carried out using MLP to recognize the components as text or non-text (see Fig. 1).

4.1 Component Extraction

In this work, the LBP based texture feature is estimated on each component present
in the handwritten documents, which are extracted from the gray level images. To
extract the components from the gray level document images, the 8-way CCL
algorithm [8, 9] is applied.

4.2 Feature Extraction

In the current work, feature extraction is carried out on each of the gray scale
components. The text and non-text components reside in an image may have dif-
ferent texture and as the RILBP proved itself well in texture classification, it is used
in this work to separate text and graphics components.

Fig. 1 Diagrammatic representation of the present work
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Rotation Invariant Local Binary Pattern (RILBP)
Ojala et al. proposed Gray scale and RILBP in [10] for the purpose of rotation
invariant texture sorting. The simplicity and efficiency of this operator magnetized
the attention of researchers from various domains of image processing. It has
achieved impressive results in texture classification [11], face recognition [12], and
shape localization etc.

For a pixel in any gray scale image, LBP code of the same is computed by
estimating the gray level difference with its neighborhoods.

Let, N represents the total number of circularly symmetric neighbors present on
a circle of radius R, centered at the pixel under consideration. If the coordinate of
the pixel under consideration is (0, 0), the coordinates of the pth neighbor pixel can
be computed as

ðR * cosð2πp N̸Þ,R * sinð2πp N̸ÞÞ
where, p = 0, 2, . . . . . . . . . , N− 1.

ð1Þ

Now, the gray scale invariant LBP code for the pixel under consideration can be
computed as follows,

LBPN
R = ∑N − 1

p=0 sðGLp −GLcÞ2p ð2Þ

s xð Þ= 0, x<0
1, x≥ 0

�
ð3Þ

Here, GLc is taken as gray level intensity of the center pixel and GLp is the gray
level intensity of the pth neighbor (see Fig. 2).

The LBPN
R operator yields 2N distinct values, representing the 2N different binary

patterns which could be generated by the N pixels lie in the neighboring set. In case,
the image is rotated, then the gray values GLN would respectively move along the
perimeter of the circle approximated around GL0. If we rotate a specific binary
pattern (except all 0’s or all 1’s), it will result in different LBPN

R values. The
outcome of rotation is detached by defining the LBPN

R as follows,

LBPri
N,R =minfROR LBPN

R , i
� �ji=1, 2, . . . ,N − 1g ð4Þ

Fig. 2 a Illustration of the circularly symmetric neighbor set and b LBP code computation
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Here, ROR(x, i) does a circular bit-wise i number of right shifts on any N-bit
number x.

‘U’ value of any pattern represents the number of spatial transition (0 to 1
changeover) in the pattern. This can formally be defined as,

U LBPN
R

� �
= s GLN − 1 −GLcð Þ− s GL0 −GLcð Þj j+ ∑N

p=1 s GLp −GLc
� �

− sðGLp− 1 −GLcÞ
�� ��

ð5Þ

The ‘Uniform’ LBP pattern represents the pattern with limited transitions
(U LBPN

R

� �
≤ 2) in the circular binary presentation. The improvement of rotation

invariance of the LBP is achieved by considering ‘Uniform’ patterns as follows,

LBPriu2
N,R =

∑N − 1
p=0 s GLp −GLc

� �
if U LBPN

R

� �
≤ 2

N +1 otherwise

�
ð6Þ

Superscript riu2 imitates the application of rotation invariant ‘uniform’ patterns
having U value of at most 2.

After the computation of LBP code for all the pixels in the image, a histogram of
the generated LBP code is built. Suppose the size of the image is RxW. The
histogram can be estimated as,

Hist lð Þ= ∑R
i=1 ∑

W
j=1 f ðLBPriu2

N,Rði, jÞ, lÞ ð7Þ

where, l Є [1, k].
Here, k represents the maximum LBP pattern value.
In the present work, during the computation of RILBP (LBPriu2

N,RÞ for each pixel
in the identified connected component, 8 circularly symmetric neighbors are con-
sidered (N = 8) with radius R = 1, which produce 10 feature values (10 compo-
nents of the calculated histogram) for each connected component.

5 Experimental Results

The current technique is evaluated on a dataset of 100 handwritten document pages.
These documents are collected from various sources such as classroom notes,
homework and assignments etc. of the students of different
Schools/Colleges/Universities of West Bengal, India. The contents of the docu-
ments are topics from various subjects. After collecting the data, we have scanned
the same at 300 dpi and the scanned images are stored as 24 bit color images in
BMP format. The database consists of 34,439 text and graphics components in
total. For the evaluation task the entire database is grouped into 3 sets namely,
Training, Validation and Test sets. 70 % of the total components are used to build
the Training set and the remaining components are equally divided into two sets to
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build Validation and Test sets. The distribution of text components and as well as
non-text components in the said sets is given in Table 1.

For the classification task a neural network based classifier, called MLP, with
one hidden layer is applied in the present work. The classifier is trained with the
learning rate of 0.3. First, the performance of the classifier is observed by varying
the number of hidden layer neurons and it is found that the classifier performed well
when the number of neurons in the hidden layer is set to 10. Then the experiment is
carried out with 10 hidden layer neurons for different number of iterations to check
the performance. Figure 3a shows the overall accuracy of the system by varying the
number of neurons in the hidden layer whereas Fig. 3b displays the outcome of the
model at various iterations. The recognition accuracies achieved by the classifier are
90.7, 91.3, 90.6 and 90.8 % in training, validation, testing and overall evolution
process respectively (see Table 2).

Figure 4 shows the confusion matrices for training, validation and test sets
respectively. In these confusion matrices ‘1’ indicates ‘class 1’ means ‘Text’ and ‘2’
indicates ‘class 2’ means “Non-text or Graphics”. In Fig. 5 the corresponding
Receiver Operating Characteristics (ROC) curves are given.

Table 1 Distribution of text components and non-text elements in Training, Validation and Test
sets

Training set Validation set Test set
Total Text Non-text Total Text Non-text Total Text Non-text

24107 23045 1062 5166 4935 231 5166 4931 236

Fig. 3 Overall accuracy of the proposed text and non-text separation technique for different
number of hidden neurons, b System performance for various epochs of MLP

Table 2 Accuracy achieved by the proposed system

Training set (%) Validation set (%) Test set (%) Overall evolution (%)

90.7 91.3 90.6 90.8
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6 Error Case Analysis

In most of the cases the proposed system performs reasonably well but there are
also cases in which system fails to identify the component’s true class. Figure 6
shows some error cases, where encircled components are wrongly classified. In this
figure ‘green’ is used to show the text and ‘red’ is for non-text components.

Fig. 4 Confusion matrices for a Training, b Validation and c Test sets respectively

Fig. 5 a ROC curve for a Training, b Validation and c Test sets respectively

Fig. 6 Some wrongly classified components
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7 Conclusion

Isolating text from graphics present in a document image is one of the essential
steps of the document image analysis. The reason for this is that the OCR systems
cannot handle the document if it contains both text and graphics components. The
discrimination process is quite difficult in case of handwritten documents as the
components do not have any specific shape/size/layout. In this work, a method is
presented, which uses RILBP based texture features for text/non-text classification
of the components present in handwritten document images. Though the system
performs quite well but to cope up with small components which are misclassified
frequently by the present technique, a suitable post-processing module needs to be
added. Another frequently occurring issue, component overlapping, is not consid-
ered here, which is also required to be addressed in future. With minor modifica-
tion, the proposed scheme could be suitably applied to printed documents too.
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Page-to-Word Extraction
from Unconstrained Handwritten
Document Images

Pawan Kumar Singh, Sagnik Pal Chowdhury, Shubham Sinha,
Sungmin Eum and Ram Sarkar

Abstract Extraction of words directly from handwritten document images is still a
challenging problem in the development of a complete Optical Character Recog-
nition (OCR) system. In this paper, a robust word extraction scheme is reported.
Firstly, applying Harris corner point detection algorithm, key points are generated
from the document images which are then clustered using well-known DBSCAN
technique. Finally, the boundary of the text words present in the document images
are estimated based on the convex hull drawn for each of the clustered key points.
The proposed technique is tested on randomly selected 50 images from
CMATERdb1database and the success rate is found to be 90.48 % which is
equivalent to the state-of-the-art.

Keywords Word extraction ⋅ Handwritten documents ⋅ Harris corner point ⋅
DBSCAN clustering ⋅ Convex hull ⋅ Cmaterdb1.1 ⋅ Bangla script
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1 Introduction

Page segmentation is an important preprocessing step for any Document Image
Analyzer (DIA). It is a mechanism to segment documents into meaningful entities
like paragraphs, text lines, words, and finally separating each character constituting
the word images. Therefore, extraction of words is one of the key modules of the
DIA before the character set is to be processed by the OCR system. Hence, isolating
individual words accurately would make significant contribution towards devel-
oping suitable OCR system. Evidently, better correctness of segmentation result
yields lesser errors in recognition. But, due to inconsistency of handwriting styles
from varied writers belonging to different backgrounds, segmenting the handwritten
word images accurately is always an exigent task [1].

In the OCR research fraternity, it is a common methodology to perform the text
line extraction which immediately follows the word extraction procedure. Wide
variation in inter-line gaps, or even multi-level skewness of the text-lines make the
process more challenging. Furthermore, if the words are touched in the successive
text lines, this problem becomes more unsolvable as the entire text lines would be
segmented erroneously [2]. The said problems are very much common in the
unconstrained handwritten text documents. Similarly, when words are extracted
from each text lines, this error multiplies due to added approximations in the word
extraction process. This elevates the chances of a particular text word not being
extracted properly. But, if it is possible to develop some methodology to extract the
word directly from the document images then the possibilities of error propor-
tionally decreases. This concept inspires us to build up a direct page-to-word
segmentation procedure for unconstrained handwritten documents.

From the literature survey performed in [2], it can be seen most of the works
addressing on segmentation of handwritten text line, word or character have been
focused on either Roman, Chinese, Japanese or Arabic scripts. Whereas a limited
amount of work described in the state-of-the-art [3] has been done for uncon-
strained handwritten Bangla documents. Sarkar et al. [4] used Spiral Run Length
Smearing Algorithm (SRLSA) for word segmentation. The algorithm first seg-
mented the document page into text lines and then smears the neighboring data
pixels of the connected components to get the word boundaries which merges the
neighboring components and thus word components in a particular text line is
extracted. Saha et al. [5] proposed a Hough transform based methodology for text
line as well as word segmentation from digitized images. Ryu et al. [6] considered
word segmentation of English and Bangla scripts as a labeling problem. Each gap
in a line was labeled either as inter-word or intra-word. A normalized super pixel
representation method was first presented that extracted a set of candidate gaps in
each text line. The assignment problem was considered as a binary quadratic
problem as a result of which pairwise relations as well as local properties could be
considered. In [7], initially the contour of the words present in a given text line were
detected and then a threshold was chosen based on Median White-Run Length
(MWR) and Average White Run-Length (AWR) present in the given text line.
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After that the word components were extracted from the text lines based on the
contour and the previously chosen threshold value. At last, these words were
represented in bounded boxes. A few more works [8–11] for word extraction was
already done for other Indic scripts like Oriya, Devanagari, Kannada and Tamil
handwritten documents. It can be observed from the literature study that for the
above mentioned word extraction approaches, the text lines are first considered and
then words were extracted from them. But, till date there is no work available which
addresses the direct page-to-word segmentation for unconstrained Bangla script.

2 Proposed Work

The proposed work is a two-stage approach to extract the words directly from the
handwritten document images written in Bangla script. In the first stage, the key
points are estimated using Harris corner point detection algorithm. In the second
stage, the estimated key points are grouped into clusters using DBSCAN clustering
algorithm. Finally, a convex hull is formed considering the corner points belonging
to a particular cluster which ultimately helps to determine the required word
boundary. Both the stages are described in detail in the following subsections:

2.1 Harris Corner Point Detection

A point having two dominant and distinct directions of an edge in a local neighbor-
hood of that point is defined as a corner. The Harris corner detector [12] is a widely
used point detector in the domain of image processing. This is so because of its strong
invariance to rotation, scale, illumination variation and noise present in the image. The
Harris corner detector is ideally based on the neighboring auto-correlation function of
an image. This auto-correlation function measures the local changes of an image with
patches which move a small amount in various directions. It is based on the Moravec
Operator [13] which is used to compare the error between shifted patches with the
original image using the sum of squared differences. The key to Harris detector is the
variation of intensitywithin a slidingwindowwðx, yÞ (with displacement u and v in the
x- and y-directions respectively) written as:

E u, vð Þ= ∑
x, y

wðx, yÞ I x+ u, y+ vð Þ− I x, yð Þ½ �2 ð1Þ

where, w x, yð Þ is the window weighting function at position x, yð Þ, I x, yð Þ is the
intensity at x, yð Þ and I x+ u, y+ vð Þ is the intensity at the moved window
x+ u, y+ vð Þ. The aim is to maximize E u, vð Þ. Applying Taylor’s expansion and
some arithmetic operations, Eq. (1) can be written as follows:
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E u, vð Þ≈∑
x, y

w x, yð Þ u2I2x +2uvIxIy + v2I2y
� �

= u, vð Þ ∑
x, y

w x, yð Þ I2x IxIy
IxIy I2y

" # !
u

v

� �
= u, vð ÞM u

v

� � ð2Þ

Here, Ix, Iy
� �

is the gradient at position x, yð Þ. Matrix M is known as structure
tensor of a pixel which is actually an unbiased estimate of the covariance matrix of
the gradients for the pixels within the window. It actually provides a characteri-
zation of information of all pixels within the window. Then, the eigen values λ1 and
λ2 of the matrix M are calculated to determine if window corresponds to a corner or
not.

• If Rj j is small, that is, λ1≈ 0 and λ2 ≈ 0 then the pixel ðx, yÞ has no features of
interest and the region is flat.

• If R<0, that is, λ1 ≈ 0 and λ2 has large positive value, then the region is an edge.
• If R is large, that is, λ1 and λ2 have large positive values, then the region is a

corner.

In order to avoid computing the eigen values which are computationally
expensive, in original Harris detector, the authors suggested using the following
score R defined by:

R= λ1λ2 − k λ1 + λ2ð Þ2 = det Mð Þ− k trace Mð Þð Þ2 ð3Þ

Figure 1 shows the execution of Harris corner points on a portion of the doc-
ument page written in Bangla script. Harris corner detector is used due to its
robustness to textured images and it detects only strong shifted corner positions
such as those with an “L” shaped or “T” junction. This technique is also compu-
tationally inexpensive.

Fig. 1 Detection of Harris corner points for a portion of a sample document written in Bangla
script
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2.2 DBSCAN Clustering

The feature points generated from Harris corner point detection are passed on to the
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm
[14], where the feature points are grouped based on minimum number of points to
form a cluster and minimum distance of a feature from another feature. For a given
set of points, it forms a cluster considering the points which are close to each other,
marking as outlier, points that lie alone in low-density regions. DBSCAN requires
two parameters: the distance up to which points are to be checked i.e., eps (ε) as
well as the least number of points needed to form a dense region (minPts).
Neighborhood of this point up to distance ε is retrieved, and if there are sufficient
number of points, a starting cluster is formed. We have determined the values of ε
and minPts on trial-and-error basis while executing the DBSCAN algorithm. The
advantage of using DBSCAN algorithm is that it is not required to know the
number of clusters in the dataset a priori, as opposed to the other popular clustering
algorithms such as k-means. Moreover, it considers the noise present in the data and
it is also robust to outliers.

2.3 Extraction of Word Images

After realizing all the points belonging to each cluster, a convex hull is drawn
considering all the key points belonging to a particular cluster to approximate the
word boundary. Convex hull [15] is defined by a set of points which forms the
outermost boundary of the said point. The set of points used to draw convex hull is
used to define the boundary and its centroid is calculated. Centering this centroid, the
region of the convex hull is extrapolated by 20 % to accommodate the outer part(s)
of the word on which the Harris corner points are not detected. Figure 2 shows the
circumscribing convex hull drawn over the cluster of key points to extract the word
images for a piece of a document image written in Bangla script.

Fig. 2 A portion of handwritten Bangla document illustrating the convex hull drawn based on the
set of points attained after DBSCAN clustering algorithm for extracting the word images
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2.4 Removal of Over-Segmentation
and Under-Segmentation Errors

A simple post-processing technique has been applied to cope up with the two major
error cases: over-segmentation and under-segmentation of the words. The possible
causes of these errors are either wrong detection of Harris corner points or improper
clustering of the corner points around the word images. If a single word component
is erroneously broken down into two or more parts (two or more words are rec-
ognized as a single word), then it is considered as over-segmentation (under-
segmentation) error. To combine over-segmented components, the spatial distance
between two neighbouring convex hulls are measured to verify their closeness and
the two convex hulls are merged if they are close enough. For under-segmented
errors, the vertical histogram of the word image is considered and the minima valley
is calculated which considers the gap in between two or more consecutive words.
This gap is taken into consideration to separate the word images. Figure 3 shows the
scenarios of over-segmentation and under-segmentation. Though this technique is
found to be useful, but there still exists a lot of over-segmentation and under-
segmentation errors.

3 Experimental Results and Discussion

For the experimental evaluation of the present methodology, a set of 50 document
pages are randomly selected from CMATERdb1 handwritten databases [16].
CMATERdb1.1.1 contains 100 document images written solely in Bangla, whereas
CMATERdb1.2.1 contains document images written in Bangla mingled with some
English words. For manual evaluation of the accuracy of word extraction technique,
we have considered the errors produced due to under- and over-segmented word
images. In both the cases, such extracted words are also treated as wrongly
extracted words. The performance evaluation of the present technique is shown in
Table 1. Figure 4 illustrates the present word extraction technique on a sample
document page.

Fig. 3 Illustration of over-segmented and under-segmented word images
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4 Conclusion

In the proposed work, we have designed a direct page-to-word segmentation algo-
rithm for unconstrained Bangla handwritten document images. In general,
researcher in this domain first identifies the text lines and the extracted text lines are
fed to the word extraction module. Considering the typical complexities of the

Table 1 Performance
evaluation of the present word
extraction technique on
CMATERdb1 handwritten
databases

Database CMATERdb1

Number of document pages 50
Actual number of words present (T) 6761
Number of words extracted experimentally 7472
Number of over-segmented words (O) 361
Number of under-segmented words (U) 350
Success rate ðT − ðO+UÞ * 100Þ T̸½ � 90.48 %

Fig. 4 Illustration of
successful word extraction
from a sample handwritten
Bangla document page
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unconstrained handwritings, we have decided to avoid the text line extraction
module which otherwise would have generated unwanted errors, cumulative in
nature; in due course which would lessen the recognition accuracy of the word
extraction module. Experimental result on the CMATERdb1 handwriting databases
has shown that the proposed technique yields the state-of-the-art performance.
Another advantage of this technique is that it could handle the skewness present the
in the text line to some extent as we have extracted the words directly from the
document images. Though the results are encouraging. The proposed technique still
suffers from over- and under-segmentation issues even after we tried to rectify these
errors to some extent. Appropriate post-processing modules need to be developed to
cope up with these situations. Finally, we could say that with minor modifications,
this technique could be successfully applied to other Indic scripts documents too.
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A Computer Vision Framework
for Detecting Dominant Points on Contour
of Image-Object Through Thick-Edge
Polygonal Approximation

Sourav Saha, Saptarshi Roy, Prasenjit Dey, Soumya Pal,
Tamal Chakraborty and Priya Ranjan Sinha Mahapatra

Abstract This paper presents a computer vision framework for detecting domi-
nant boundary-points on an object’s contour through polygonal approximation of

the shape without loss of its significant visual-interpretation. The proposed frame-

work attempts to approximate a polygonal representation of the contour with each

polygonal-side having a meaningful thickness to handle noisy curvatures with irreg-

ular bumps. The vertices of the polygon are extracted through a novel recursive

strategy. The merit of such a scheme depends on how closely it can represent the

shape with minimal number of vertices as dominant points without losing its inher-

ent visual characteristics. As per our observation, the proposed framework seems

to perform reasonably well in approximating the shape of an object with a small

number of dominant points on the contour.

Keywords Shape representation ⋅ Polygonal approximation ⋅ Regression line
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1 Introduction

Computer Vision researchers have always been interested to extract key descriptive

characteristics from an object’s contour for effective shape modeling. Detection of

dominant contour points for extracting meaningful segments is a critical aspect of

automated shape analysis as it helps in representing contours efficiently with reduced

redundancy. Some of the notable efforts put in by the researchers so far towards

extracting dominant points are discussed below.

1.1 Related Work

Dominant points are commonly identified as the points with local maximum cur-

vatures on the contour. There are many algorithms developed to detect dominant

points. Most of them can be classified into two categories: (1) Polygonal approxi-

mation approaches and (2) Corner detection approaches. We shall confine our dis-

cussion to polygonal approximation approach as the proposed method is primarily

developed based on it. The most popular polygonal approximation algorithm pro-

posed by Ramer [1] recursively splits the curve into two smaller pieces at the point

with maximum deviation from the line segment joining two end points and a thresh-

old value for the maximum deviation is preset to terminate the recursive process.

For sequentially partitioning a curve, Wall and Danielsson [3] developed a method

by finding the point at which the deviance of area per unit length surpasses a stip-

ulated value. Kankanhalli [5] and Masood et al. [7] offered an iterative mechanism

which starts with a set of probable dominant points and then deletes most redundant

dominant points at each iterative step. The detection of an optimally approximated

polygon using a dynamic programming strategy was demonstrated by Dunham [4].

Huang and Sun [6] proposed a genetic algorithm to find the polygonal approxima-

tion. Kolesnikov used ISE-bound estimation to construct shortest path as polygonal

approximation in a feasibility graph comprising of contour points as its nodes [8].

Most of these polygonal approximation schemes perform fairly well on smooth con-

tours but fail to treat bumpy contours satisfactorily.

In this paper, we propose a computer vision framework for detecting dominant

boundary-points on an object’s contour through thick-sided polygonal approxima-

tion. The proposed framework attempts to find a polygonal representation of the

contour with each polygonal-side having a thickness. The thickness is sensibly cho-

sen to handle contour curvatures with irregular bumps. The experimental results

show that the method is effective in detecting dominant points. In Sect. 2, we will

illustrate the basic principle of the proposed framework. The experimental results

are discussed in Sect. 3. Some concluding remarks are made in Sect. 4.
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Fig. 1 a Object. b and c Traditional polygonal approximation, d Proposed scheme

2 Proposed Framework

This section discusses our proposed framework in detail. As mentioned earlier the

proposed scheme for detecting dominant boundary points is based on polygonal

approximation of closed curve. It is observed that most of the traditional polyg-

onal approximation schemes fail to address the presence of bumpy irregularities

along the contour effectively as they tend to produce misleading polygonal repre-

sentation either with too many sides (Fig. 1b) or with too few sides (Fig. 1c). Our

proposed framework attempts to handle such noisy curve using a thick-edge polyg-

onal approximation (Fig. 1d). Figure 1 intuitively demonstrates the suitability of the

proposed strategy. The proposed algorithm takes a sequence of boundary points as

input which is obtained through tracing contour of an object by adopting Moore’s

strategy [2, 10].

2.1 Thick-Edge Polygonal Approximation of the Contour
Using Polyline

In geometry, a closed polyline is a connected series of line segments which can be

used to represent a polygon wherein its last segment connects the first segment. Over

the years, various polyline approximation techniques have been widely explored for

representing a curve in order to generalize its shape. However, it has not been stud-

ied extensively from computer-vision perspective. In this paper, we have focused on

computer-vision perspective in developing a strategy to approximate the contour of

an object with polyline. The following section illustrates the basic principle of our

proposed algorithm.

Basic Principle of the Proposed Scheme with Illustration Here, we illustrate basic

principle of the proposed algorithm with reference to Fig. 2. In this example, we have

approximated the curve P̂1P2 by a polyline with user specified thickness WTH . The

following procedural steps describe the working principle to perform the intended

task.
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Fig. 2 Polyline fitting to a digital curve

Basic Principle of the Proposed Polyline Approximation

Step 1: Determine the regression-line based on the points of the curve P̂1P2
Step 2: Partition all the points of the curve P̂1P2 into two sets based on whether

they are lying on positive or negative side of the regression line ⃖⃖⃖⃖⃖⃖⃗P1X.

Step 3: Find extreme points on both sides. In our example, P112 is the extreme

point on positive side and P122 is the extreme point on negative side of the

regression line ⃖⃖⃖⃖⃖⃖⃗P1X.

Step 4: Determine thickness of the rectangular strip bounding the curve P̂1P2
as W1 = ̄P112A + ̄P122B where A and B are projections of P112 and P122
respectively on the regression line ⃖⃖⃖⃖⃖⃖⃗P1X.

Step 5: If W1 > WTH then split the curve P̂1P2 into three possible curve segments

namely P̂1P112, ̂P112P122, P̂122P2 and repeat from step 1 for each segment.

Step 6: Else if W1 ⩽ WTH then treat two end points of the input curve as consecu-

tive vertices of a polyline i.e. as dominant points.



A Computer Vision Framework for Detecting Dominant Points on Contour . . . 531

2.2 Proposed Algorithm

The recursive algorithm developed for approximating a closed digital curve with

thick-polyline is formally presented in algorithmic format as doThickPolyLineAp-
prox. At each recursive step, it determines the regression-line based on the points of

the input curve segment. Points on both sides of the regression-line are considered

separately in order to find out two extreme points as discussed in previous section.

In the algorithm presented here, extremePosSidePt and extremeNegSidePt refer to

the extreme points on positive side and negative side of the regression line respec-

tively. The thickness of the enclosing rectangle of the input curve can be computed

as the sum of individual distances of the extreme points from the regression-line.

As long as the thickness of the bounding rectangle of the input curve remains larger

than a user specified polyline-thickness, it continues to split the input curve around

extreme points to generate multiple segments and makes recursive call individually

with each of these decomposed segments as input parameter for polyline approxi-

mation. Otherwise two end-points of the input curve are added to the PolyLineVer-
texList without making any further recursive call as they can represent consecutive

vertices of polyline with desired thickness. The average computational complexity

of the algorithm can be worked out as O (N lnN) based on the recurrence relation:

T (N) = N + aT
(

N
a

)

where 0 < a < 3 and T (1) = O (1).

3 Experimental Results and Analysis

Evaluation of performance is a crucial issue for the proposed framework, mainly

due to the subjectivity of human vision based judgment. The merit of such a scheme

depends on how closely a polygon with a small vertex-set maximally captures visu-

ally significant area of the object. The most widely used criteria, for estimating

effectiveness of the scheme examines—(a) Area Difference Rate that considers area-

difference of the approximating polygon with original image object and (b) Contour
Compression Rate that considers difference between the number of polygonal ver-

tices and the number of object-boundary points. We have combined both of these

frequently used measures in order to evaluate the performance of our framework

quantitatively. The areas of the polygon and also of the object are computed in terms

of number of pixels lying inside the closed contour of their representations. The

mathemetically formulated expression used to measure the merit of our scheme is

also presented here. It is understandably framed to ensure that (a) larger contour-

compression-rate coupled with smaller area difference rate must produce higher

merit-score (b) smaller contour-compression-rate coupled with larger area difference

rate must produce lower merit-score (c) contour-compression-rate must be larger

than area difference rate in order to produce positive merit-score. The performance

of the proposed framework has been evaluated by conducting experiments on the

MPEG-7 test dataset [9]. The obtained result presented in Table 1 shows that the pro-
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Algorithm 1: DOTHICKPOLYLINEAPPROX

Input: Global PointList: A list of points representing the curve;

startPt and endPt referring two end-points of the curve-segment currently

considered for approximation;

polyLineThickness as thickness of the polyline
Output: Global PolyLineVertexList: List of dominant points

1 Determine the regressionLine based on the list of points representing input curve

2 extremePosSidePt ← findExtremePositiveSidePoint(startPt, endPt, regressionLine)
3 extremeNegSidePt ← findExtremeNegativeSidePoint(startPt, endPt, regressionLine)
4 d1 ← findDistance(extremePosSidePt, regressionLine)
5 d2 ← findDistance(extremeNegSidePt, regressionLine)

/* compute thickness of the rectangular strip enclosing the
input curve */

6 thickness ← d1 + d2
7 if polyLineThickness ⩾ thickness then

/* add two end-points of the input curve to List of
dominant points: PolyLineVertexList */

8 addToPolyLineVertexList(startPt, endPt)
/* else make recursive call */

9 else if only extremePosSidePt exists then
10 doThickPolyLineApprox(startPt, extremePosSidePt)
11 doThickPolyLineApprox(nextToExtremePosSidePt, endPt)
12 else if only extremeNegSidePt exists then
13 doThickPolyLineApprox(startPt, extremeNegSidePt)
14 doThickPolyLineApprox(nextToExtremeNegSidePt, endPt)
15 else if both extremePosSidePt AND extremeNegSidePt exists then
16 pt1 ← extremePt appearing first in PointList representing input curve

17 pt2 ← extremePt appearing second in PointList representing input curve

18 doThickPolyLineApprox(startPt, pt1)
19 doThickPolyLineApprox(nextToPt1, pt2)
20 doThickPolyLineApprox(pt2, endPt)
21 return PolyLineVertexList

posed scheme performs reasonably well as compared to popular Ramer’s method [1].

However as per our observation, the performance of our scheme is also sensitive to

the presumed edge-thickness value of the approximating polygon which needs to be

chosen sensibly to obtain better result. On selection of larger edge-thickness value,

the proposed scheme produces an approximating polygon having small number of

vertices whereas choice of smaller edge-thickness value leads to generation of a poly-

gon having large number of vertices. Extensive experimentation is therefore required

in order to formulate the preferred edge-thickness value instead of choosing it intu-

itively for obtaining optimal performance.

𝛥area = ABS(PixelCountInsideObject − PixelCountInsidePolygon)

AreaDifferenceRate = 𝛥area
PixelCountInsideObject (1)

𝛥contour = ABS(NumberOfContourPoints − NumberOfPolygonVertices)
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ContourCompressionRate = 𝛥contour
NumberOfContourPoints (2)

Merit = (ContourCompressionRate − AreaDifferenceRate) × 100 (3)

4 Conclusion

This paper presents a relatively new idea for dominant point detection on an object’s

contour. Extensive investigations and analysis of various stages are vital for an accu-

rate assessment of the limitations, and requirements of the employed framework. As

per our observation, the proposed framework seems to perform reasonably well in

approximating the shape of an object by producing a polygon with its sides having

sensibly chosen thickness and such an idea leads to provisioning a suitable strategy

to effectively handle noisy bumps along the contour.
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Kuan Modified Anisotropic Diffusion
Approach for Speckle Filtering

Abhishek Tripathi, Vikrant Bhateja and Aditi Sharma

Abstract Synthetic Aperture Radar (SAR) is a coherent imagery tool used for
extracting information in astronomy and meteorology. But these images are gen-
erally corrupted with a granular noise called speckle, making it difficult for
extracting information. In this paper, the Anisotropic Diffusion (AD) filter is
modified by incorporating the use of the Kuan filter for speckle removal. In the
proposed work, the image is segmented into two regions based on the value of
conduction function; the homogeneous region is processed using the Kuan filter and
the other non-homogeneous region is processed with anisotropic diffusion. This
modified AD filter provides better detection of weak edges and effective recon-
struction of structural content with enhanced image restoration features. Further,
based on the simulation results and via image quality metrics analysis; the proposed
work is claimed better.

Keywords Speckle suppression ⋅ Image restoration ⋅ Adaptive and diffusion
algorithms

1 Introduction

SAR is an acquisition device that actively results in radiation and also captures the
backscattered signals from a small portion of the resolution cell. The received signal
is complex, as output from the in-phase and quadrature channels can be viewed as
the incoherent sum of several backscattered waves [1, 2]. SAR data is utilized in
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various environment monitoring applications like mining, oceanography, sea and
ice monitoring, oil pollution monitoring, etc. [3–5]. However, these images are
generally contaminated with a highly unordered and chaotic noise called speckle
(granular noise). The object when illuminated by coherent source and its surface
structure is approximately of the order of the wavelength of the incident radiation,
the reflected wave consists of contributions from various independent scattering
areas [6]. In SAR systems, the difference between the true mean values of the image
pixels and the measured values which degrades the visual quality of images is
generally referred to as speckle noise [7–11]. The speckle in SAR images hinders
the ability to locate and extract information and other fine details, thereby area
discrimination of both textural and radiometric aspects become less efficient [12].
Therefore, reduction of speckle and reconstruction of image features is the funda-
mental step in pre-processing SAR data. Restoration algorithms for speckled SAR
images have been broadly classified based on Minimum Mean Squared Error
(MMSE), Linear Minimum Mean Squared Error (LMMSE), Bayesian,
Non-Bayesian approaches, etc. [13, 14]. The MMSE and LMMSE criterion mini-
mizes the mean squared error that corresponds to shrinkage of the noisy coefficients
by a factor inversely related to its Signal to Noise Ratio (SNR). However, in the
lowest levels of wavelet decomposition, it does not respect the Gaussian assump-
tion and hence is inferior to Bayesian despeckling approaches. These Bayesian
approaches (Lee Filter, Frost Filter and Kuan filter [14]) are based on local statistics
where the centre pixel intensity is computed inside the moving window using the
average intensity values. Further, the aforesaid local statistics filters [14] were
extended by A. Lopes et al. [12] which filtered the image by segmenting it into
three regions-homogeneous regions, non-homogeneous regions and isolated points.
Bayesian approaches provide satisfactory speckle reduction but smoothens the
image which leads to edge distortion and blurring. The Non-Bayesian approaches
employing AD filtering [13] use the diffusion method that removes speckle from an
image by modifying it via the Partial Differential Equations (PDE) [15–20]. It
involves the use of a continuous and monotonically decreasing conduction function
that classifies the image into heterogeneous and homogeneous regions while the use
of gradient factor helps in discrimination of true and false edges. This helps in edge
preservation and restoration of image content that are important for interpretation or
data extraction. However, the conventional AD is computationally complex and
does not prove satisfactory for images corrupted with speckle, which is a multi-
plicative noise [21, 22]. It is found that the conventional AD performs well for
images which are corrupted by additive noise while image that contains speckle, the
AD enhances it rather than reducing the corruption [3]. Recently, various improved
works have been reported in Bayesian approach by Tripathi et al. [16], Misra et al.
[17], Dong et al. [23] and Ching-Ta et al. [24] but these filters display good results
for other noise models like impulse or salt pepper noise and hence blur the speckle
affected images. Also, amended works in Non-Bayesian approach are described in
Bhateja et al. [18–22] and Ashutosh et al. [25] give improved filtering but these
results in higher complexity and large window sizes leading to blurring of images.
Therefore, the proposed work combines the two approaches Bayesian and
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Non-Bayesian approaches to attain positive traits of both approaches under a single
despeckling algorithm. The following paper is structured as follows: Sect. 2
describes the proposed methodology, Sect. 3 presents the simulation results and
discussions, Sect. 4 concludes the work.

2 Proposed Methodology

2.1 Background

The diffusion function of the Perona and Malik AD filter (PMAD) uses the gradient
operator for the purpose of preserving edges. PMAD uses the fundamental concept
to modify the conductivity in the nonlinear diffusion equation:

∂

∂t
I x, y, tð Þ=∇. c x, y, tð Þ∇Ið Þ ð1Þ

where I(x, y, t) is an image, t is the time scale and c(x, y, t) is the monotonically
decreasing function of the image gradient which is defined as the conduction
function given in Eq. (2).

cðx, y, tÞ= 1

1+ jj∇Ijj
k

� �2 ð2Þ

where k is referred to as diffusion constant. If c(x, y, t) is equal to 1, linear isotropic
diffusion is achieved while when c(x, y, t) tends to 0, non linear anisotropic dif-
fusion takes place [2]. Further the transformed pixel is estimated within a spatial
sub window of size 3 × 3 using the local gradient, which is calculated using
nearest-neighbor differences as:

∇N Ii, j = Ii− 1, j − Ii, j
∇S Ii, j = Ii+1, j − Ii, j
∇E Ii, j = Ii, j+1 − Ii, j
∇W Ii, j = Ii, j− 1 − Ii, j

ð3Þ

Subscripts N, S, E, and W (North, South, East, and West) describe the direction
of computation of the local gradients. The equation for the transformed pixel is
given by:

Itði, jÞ= Iði, jÞ+ λð∇E I.cE + ∇W I.cW + ∇N I.cN + ∇S I.cSÞ ð4Þ

The gradient operator of the PMAD diffusion constant helps in the detection of
sharp edges but it poses constraints in case of non-sharp edges. Hence, it leads to
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unnecessary blurring and distorts the high frequency structure of the image. Also,
the conventional AD performs well for images which are corrupted by additive
noise while enhance the corruption of speckle affected images [3]. Thus, the pro-
posed method enables efficient speckle reduction and edge preservation for better
data extraction. The aforesaid shortcomings of conventional AD will be addressed
in the Kuan Modified AD approach in Sect. 2.2.

2.2 Kuan Modified AD Filter

In the proposed work, the hybridization of Bayesian and Non-Bayesian approaches
is achieved so as to acquire the positive traits of both the approaches. The opera-
tional procedure of the proposed approach begins by initializing a spatial window
(w) of size 3 × 3 over the noisy image. The process continues with the determi-
nation of statistical parameters within the window which include: standard devia-
tion (Sd), mean (m), AD parameters like gradient and conduction function using
Eqs. (2) and (3). The standard deviation characterizes edge and textural information
while the mean depicts the gross structure of an image. The calculated value of the
conduction function using Eq. (2) helps in segmenting the image into the homo-
geneous and the non-homogeneous regions. If the value of the conduction function
c(x, y, t) tends to 1, it is regarded as the homogeneous region and the image is
processed using Kuan filter given by Eq. (5)

Itði, jÞ= cpði, jÞwf +mð1−wf Þ ð5Þ

The Kuan filter estimates the center pixel (cp) in the filter window by using the
MMSE criteria. It approximates the Lee filter for calculating the signal estimate
from the local standard deviation (Sd) and mean (m) with better accuracy.

The various non-stationary image statistical parameters needed for the Kuan
algorithm are: Effective No. of Looks (ENL) which depicts the amount of speckle
reduction in the homogeneous area and Noise Variation of Coefficient (Cu) com-
puted globally for the entire image. Other local parameters being Image Variation
of Coefficient (Ci) which defines the speckle content, Threshold (Cmax) factor that
discriminates the true and false edges and the Weighting Function (wf) required for
calculating the transformed pixel. The aforesaid parameters are mathematically
defined under Table 1 [26]. While, if the value of the conduction function c(x, y, t)
is 0, the region is referred to as non-homogeneous and the image is processed
normally using the PMAD filter with step size 0.05. Here the transformed pixel is
calculated using Eqs. (3) and (4). This filter depends on coefficient of variation and
conduction function to reduce speckle and also preserve radiometric information.
Along with speckle suppression and preservation of detailed areas, it also lowers the
unnecessary computational complexity. Further, the results and discussion section
of this paper proclaims the proposed work better.
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3 Results and Discussions

The proposed work is validated using various test images taken from SAR systems
of NASA [27]. The experimental procedure initiates with the normalization of the
image in context to bring down the pixel intensity between the ranges 0–1. The
work has been simulated on different variance levels ranging from 0–0.05. At first
the noisy SAR image (I) is given as input and its mean (µ) and standard deviation
(σ) are computed for the further processing. The noisy image is then processed by a
filtering kernel (w) of size 3 × 3 generally. Next, various parameters like standard
deviation (σw) mean (m), gradients (Gi) and conduction coefficient (c) are computed
for the respective kernel or window. Now if the value of the conduction function
tends to 1, the image is processed using the Kuan filter while if the value tends to 0,
the gradients and conduction function in four directions have been calculated using
the conventional AD algorithm. Further, the transformed pixel is calculated where
the value of λ is experimentally chosen and the step size is taken as 0.05. This
process repeats till the spatial window reaches the last pixel and lastly the denoised
image is displayed. The results have been simulated on two test images—1 and 2
for various speckle variances. The obtained filtered results for test image-1 are
shown in Fig. 1 with low, medium and high speckle variance. It can be observed
from Fig. 1 that the image structural features are well preserved along fine details
without any penalty imposed by the edges. In addition, the suppression of speckle is
achieved at single iteration of the proposed filter and even at higher speckle vari-
ances, PSNR and SSIM are well maintained. The performance of the proposed
approach on test image 1 has been benchmarked in Fig. 1 and is compared with
other conventional filters [14] in Tables 2 and 3. These tables depict the efficiency
of the proposed approach in terms of above mentioned quality metrics (PSNR &
SSIM). The overall drop in the PSNR value is approximately 3 dB with variation of
noise from 0.001–0.05 and the high values of SSIM affirms the confinement of
structural content throughout the image. The second set of images (test image-2) is
carried out for the visual discrimination of the proposed work with other filters.
Image in Fig. 2c seems to be blurred while images of Fig. 2b, d, e are left out with
some residual speckle. The proposed algorithm thereby overcomes the above

Table 1 Parameters required
for Kuan algorithm

Effective no. of looks L= μ2

σ2

Noise variation of coefficient Cu =
ffiffi
1
L

q
Image variation of coefficient Ci = Sd

m

Threshold Cmax =
ffiffiffiffiffiffiffiffiffiffi
1+ 2

L

q
Weighting function

wf =
1− Cu

Ci

� �2

1+C2
u
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limitations and gives better despeckling results as observed from Figs. 1 and 2. This
modified filter yields better detection of weak edges and effective reconstruction of
structural content. The resulted denoised image shows improved filtering with
better enhanced features and preserved edges.
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Fig. 1 Simulation Results for Proposed Speckle Suppression Methodology on test image 1at
a low (0.001), b medium (0.01) and c high (0.05) speckle intensities

Table 2 PSNR (in dB) values of various speckle suppression techniques on image 1

Noise
variance

Lee filter
[14]

Frost filter
[14]

Kuan filter
[14]

PMAD filter
[13]

Proposed
method

0.001 16.4325 18.0007 16.3805 20.8371 22.5751
0.005 16.1500 17.9729 16.6016 20.3941 21.8525
0.03 14.5814 17.7815 15.5439 17.4601 20.6210
0.05 13.4367 17.6623 15.4674 16.2614 19.7581

Table 3 SSIM values of various speckle suppression techniques on image 1

Noise
variance

Lee filter
[14]

Frost filter
[14]

Kuan filter
[14]

PMAD filter
[13]

Proposed
method

0.001 0.7344 0.7780 0.7332 0.9027 0.9719
0.005 0.7242 0.7771 0.7403 0.8939 0.9683
0.03 0.6728 0.7711 0.7402 0.8251 0.9510
0.05 0.6452 0.7693 0.7386 0.7919 0.9367
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4 Conclusion

SAR images possess non-uniform landscape and consist of sharp edges which pose
difficulties in filtering and extraction of fine details. The local statistics speckle
suppression filters although less computationally complex, blur the images along
with speckle reduction. These conventional algorithms generally lead to over fil-
tering of the edges and it becomes more prominent at higher speckle variances.
While on the other side, AD filter performs well for images containing additive
noise while enhances the corruption of speckled images. The proposed work
hybridizes the Bayesian and Non-Bayesian approaches and adequately averages
homogenous regions with better preservation of edges and textural information.
Also, blurring is diminished leading to finer restoration of image details. Simulation
results give the visual and objective performance evaluation for the proposed work
for both the test images. Hence, the proposed work is claimed better and can be
further effectively applied for environment monitoring.
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Fig. 2 Comparison of results of speckle suppression from various filtering techniques. a Noisy
SAR image, Results using b Lee filter [14], c Frost filter [14], d Kuan filter [14], e PMAD filter
[13], f Proposed methodology
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Dual-Image Based Reversible Data Hiding
Scheme Through Pixel Value Differencing
with Exploiting Modification Direction

Jana Biswapati, Giri Debasis and Mondal Shyamal Kumar

Abstract A dual image based reversible data hiding (RDH) method using pixel

value difference (PVD) and exploiting modification direction (EMD) are introduced

in this paper. First enlarge the cover image size and then select a pair of pixel for data

embedding. We embed 4 bits secret message through pixel value difference and 3 bits

secret message using embedding function of exploiting modification direction within

a pixel pair. We obtain two modified pairs of pixel which contain 7 bits secret mes-

sage. We then distribute these pixel pairs among dual stego images depending on a

shared secret key (K). The recipient successfully obtain secret message and retrieve

original image using same shared secret key. We compared our proposed method

with other existing techniques and find out averagely good results with respective to

payload.
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1 Introduction and Related Work

Data hiding is the way of hidden data communication through cover media. Data

embedding method based on the least significant bits (LSB) substitute is presented by

Turner [1]. The LSB substitution techniques can achieve an acceptable visual quality

when it embed three bits into three LSBs. To enhance the visual quality, Mielikainen

[2] proposed a data embedding scheme called LSB matching revisited. Wu and Tsai

[3] suggested a hiding scheme using PVD which can embed a good amount of secret

data. After that Wang et al. [4] presented a message concealing technique using

PVD and modulus function which enhance quality and increases embedding capac-

ity. Zhang and Wang [5] improve Mielikainen’s scheme. Kieu and Chang [8] mod-

ify extraction function which is proposed by Zhang and Wang’s scheme. Recently,

researchers are developing data hiding schemes to enhance embedding capacity and

minimize the distortion when embed large data. Jung and Yoo [6] proposed inter-

polation based data hiding scheme. Lee and Huang [7] improved data hiding capac-

ity using interpolation. Shen and Huang [9] presented the scheme using PVD and

improving EMD but the scheme was not reversible. Qin et. al. [10] proposed EMD

as a reversible scheme. To improve data hiding in terms of the payload using pair of

pixel, we propose dual-image based data hiding scheme which achieve reversibility

through PVD and improve EMD and provide hiding capacities up to 1.75 bpp with

good visual quality.

1.1 Motivation

Here, we introduce an innovative data hiding method using PVD and EMD to achieve

high embedding capacity.

∙ The motivation of this method is to improve the payload and accomplish reversibil-

ity. Data hiding through PVD was irreversible. EMD has been used with PVD to

get reversibility.

∙ Another motivation is to enhance stego quality with out compromising embed-

ding capacity. To do this, we modify the embedding function f() using two pixel

pair (Ca,Cb) and (Pa,Pb) and again we modify pixel pair (E′

a, E′

b) by adding or

subtracting 4 before distribute among dual image.

∙ Another motivation is to enhance security in data hiding. We distribute modified

pixel pair among dual stego images, stego-1 (S1) and stego-2 (S2) depending on

a shared secret key bit stream to enhance security.

Organization of this paper is mentioned here. Section 2 outlines embedding and

extraction scheme. Section 3 present experimental results with comparisons. Finally,

Sect. 4 present the conclusion.
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2 Proposed Scheme

A new RDH method through PVD and modified EMD on interpolated dual image

has been proposed. We achieve high data embedding capacity with reversibility. The

detail data embedding and data extraction procedure are described here.

2.1 Data Embedding Stage

The cover image I of hight H and width W are taken. First interpolate the original

image I and generate cover image C of size (2H × 2W) using the following equation.

C(i, j) =

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

I(p, q)
{where, p = 1…H, q = 1…W,

i = 1, 3,…(2H − 1), j = 1, 3,…(2W − 1)}
(C(i, j − 1) + C(i, j + 1))∕2

{if i mod 2 ≠ 0, j mod 2 = 0, |i = 1…(2H − 1),
j = 1…(2W − 1)}

(C(i − 1, j) + C(i + 1, j))∕2
{if i mod 2 = 0, j mod 2 ≠ 0, |i = 1…(2H − 1),
j = 1…(2W − 1)}

(C(i − 1, j − 1) + C(i − 1, j + 1) + C(i + 1, j − 1)+
C(i + 1, j + 1))∕4

{if i mod 2 = 0, j mod 2 = 0, |i = 1…(2H − 1),
j = 1…(2W − 1)}

(1)

Now, consider the secret message M which are divided into stream of 7 bits that is

M =
∑
{Mi|i = 1, 2,… ,M∕7}. Each 7 bits are again divided into two parts, where

4 bits are embedded through PVD method and 3 bits are embedded using modified

embedding function of EMD method. To hide 4 bits secret data, we select pixel pair

(Ca,Cb) from the image C. Then compute the difference d as follows, d = |Ca − Cb|.

The difference value |d| belongs to the range from 0 to 255. In our scheme, we use

the same range table R with n contiguous subrange Rb, {Rb|b = 1, 2,… , n} which

are used in both embedding and extraction stage. Each subrange Rb has a lower and

a upper bound, namely lb and ub respectively and Rb ∈ [lb, ub]. The width wb of each

subrange Rb is obtained by wb = ub − lb + 1. Here, each subrange Rb has same width

wb that is 16. The number of embedded bits are decided by the range table, where

the difference |d| is mapped into R. The number of embedded bits t are calculated

by t = ⌊log2(wb)⌋.

Since, the length of each subrange of range table is 16, that means 4 bits secret

data are embedded within each pixel pair. We select 4 bits from secret message

Mi and convert it into decimal value v. To embed secret message v, we com-

pute new difference |d′
| using d′ = v + lb. Now, we calculate following parame-

ters m, c and f as m = d′ − d, c = ⌈m∕2⌉ and f = ⌊m∕2⌋. We get updated pixel

pair (Pa,Pb) by modifying the pixel pair (Ca,Cb) either by adding or subtracting

parameters c and f by which 4 bits secret data are embedded. If (Ca > Cb), then

the modified pixel pair (Pa,Pb) is obtained using Pa = Ca + f and Pb = Cb − c
else Pa = Ca − c and Pb = Cb + f . After that we apply our improver modification

direction function to embed next 3 bits of secret messages within two pixel pairs
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Fig. 1 Block diagram of

message embedding stage

(Ca,Cb) and (Pa,Pb). We select 3 bits secret message from Mi and convert into

decimal value v1. Now, we propose modified function f () using two pixel pair

(Ca,Cb, and Pa,Pb) by the formula f (Ca,Cb,Pa,Pb)=(Ca × 1 + Cb × 2 + Pa × 3 +
Pb × 4) mod 9. If f(Ca,Cb,Pa,Pb)=v1, then the new pixel pair (Ea, Eb) is same as

the pixel pair (Ca, Cb) that is Ea = Ca and Eb = Cb. If they are not equal, then cal-

culate f1() such that f1()=v1. When we use f1() function, we will store the pixel value

Ca into the new pixel Ea to achieve reversibility. The f1() function is calculated using

the pixels value (Ca,Cb,Pa,Pb) as f1() = [1 × Ca + 2 × (Cb − (x × sign(Pb − Cb))) +
Pa × 3 + Pb × 4] mod 9. Now, we found the value of x such that f1() value is equal

to v1. Where, x is an integer, x ∈ {1, 2,… , 5} and sign() return 1 or −1 depend on

the value of (Pb − Cb). So the new modified stego pixel pair (Ea, Eb) is calculated

as follows. Ea = Ca;Eb = (Cb − (x × sign (Pb − Cb))). We introduce another mod-

ification in this section of our propose scheme to enhance better image quality on

pixel pair (Ea, Eb). The modified pixel pair (E′

a, E′

b) is computed as

(E′

a,E
′

b) =
{

(Ea,Eb + 4) if Pb > Cb
(Ea,Eb − 4) if Pb ≤ Cb

(2)
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Finally, we get two stego pixel pair (Pa,Pb) and (E′

a,E
′

b). To enhance the security, we

distribute stego pixel pair among dual image using a share key stream K. For K = 1,

the pixel pair (Pa,Pb) is stored within the stego -1 and the pixel pair (E′

a,E
′

b) is stored

within the stego-2 image. If the K is 0 then the pixel pair (Pa,Pb) is stored within the

stego-2 and the pixel pair (E′

a,E
′

b) is stored within the stego-1. The block diagram of

embedding stage is depicted in Fig. 1. The original image I of size (H ×W) is shown

in Fig. 1a. Figure 1b shows the cover image C of size (2H × 2W). Figure 1c and d are

shown as the two stego image S1 and S2 respectively of size (2H × 2W).

2.2 Extraction Procedure

During secret message extraction, we first check the shared secret key bit K. If K
is 1, then we select pixel pair (E′

a,E
′

b) from the stego image S2 else we select pixel

pair (E′

a,E
′

b) from the stego image S1. Then we recover the original image I from

pixel pair (E′

a,E
′

b). To do this, we first recover pixel (Ia) of the original image I,
check the pixel pair (E′

a,E
′

b) which belongs to the odd row of S1 or S2. If the pixel

Fig. 2 Schematic diagram of data extraction and original image recovery stage
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pair retrieved from odd row, then the original pixel value (Ia) is obtained by Ia = E′

a
After retrieval the original image I, we generate the cover image C using Eq. (1).

To retrieve the secret message from dual image we first select pixel pair from the

stego images S1 (H ×W)and S2 (H ×W) in raster scan order and apply pixel value

difference or modified exploited modification direction method depending on the

share secret key stream K. If the K is 1 then we retrieve pixel pair(Pa,Pb) from the

stego image S1 and the pixel pair (E′

a,E
′

b) from the stego image S2. If the key is 0
then the pixel pair(Pa,Pb) is retrieved from the stego image S2 and the pixel pair

(E′

a,E
′

b) is retrieved from the stego image S1. Also we select pixel pair (Ca, Cb)

from the cover image C in raster scan order. Then we apply pixel value differencing

method on the pixel pair (Pa,Pb) to extract secret data. Compute the difference d′
as

d′ = |Pa − Pb|. The bits length t are computed from this pair using the range table R
where the difference d′

is mapped as t = ⌊log2(wb)⌋, wherewb = (ub − lb + 1). Here,

lb and ub be the lower bound and upper bound of each subrange Rb respectively. The

secret message v are extracted as v = d′ − lb. We convert v into binary form of t bits.

To get the pixel pair (Ea, Eb) from the modified pixel pair (E′

a,E
′

b) we follow

Table 1 Data embedding capacity of proposed method with PSNR

Input image Data (in bits) PSNR (S1 vs. C) PSNR (S2 vs. C)

Cameraman (256 × 256) 1,60,000 44.8730 44.6110

4,00,000 40.8789 40.6836

6,00,000 39.1323 38.9067

9,16,656 37.2853 37.0608

House (256 × 256) 1,60,000 44.8721 44.6118

4,00,000 40.8752 40.6821

6,00,000 39.1334 38.9054

9,16,656 37.2841 37.0611

F16 (256 × 256) 1,60,000 44.8733 44.6128

4,00,000 40.8746 40.6773

6,00,000 39.1364 38.9071

9,16,656 37.2818 37.0621

Zelda (256 × 256) 1,60,000 44.8814 44.6053

4,00,000 40.8817 40.6877

6,00,000 39.1332 38.9097

9,16,656 37.2951 37.0705

Babbon (256 × 256) 1,60,000 44.8719 44.6109

4,00,000 40.8774 40.6146

6,00,000 39.1379 38.9053

9,16,656 37.2855 37.0634
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(Ea,Eb) =
{

(E′

a,E
′

b − 4) if Pb > Cb
(E′

a,E
′

b + 4) if Pb ≤ Cb
(3)

Then we retrieve secret data v1 from the pixels (Ea,Eb,Pa,Pb) using the function

f() as

f (Ea,Eb,Pa,Pb) = (Ea × 1 + Eb × 2 + Pa × 3 + Pb × 4)mod 9 (4)

We get v1 = f (Ea,Eb,Pa,Pb) and convert v1 into 3 bits binary form. The schematic

diagram of data extraction procedure and recovering cover image is depicted as in

Fig. 2, where Fig. 2a and b are the two stego image S1(2H × 2W) and S2(2H × 2W)

respectively.

Table 2 Comparison between dual image based existing methods and our proposed method

Methods Measure Images

Lena Peppers Boat Goldhill Zelda Baboon

Lee et al. (2009) PSNR (S1) 51.14 51.14 51.14 51.14 51.14 51.14

PSNR (S2) 54.16 54.17 54.16 54.16 54.17 54.14

PSNR (Avg.) 52.65 52.66 52.65 52.65 52.66 52.64

Capacity(bpp) 0.75 0.75 0.75 0.75 0.75 0.75

Lee and Huang (2013) PSNR (S1) 49.76 49.75 49.76 49.77 49.77 49.77

PSNR (S2) 49.56 49.56 49.57 49.57 49.58 49.56

PSNR (Avg.) 49.66 49.66 49.67 49.67 49.68 49.77

Capacity(bpp) 1.07 1.07 1.07 1.07 1.07 1.07

Chang et al. (2013) PSNR (S1) 39.89 39.94 39.89 39.9 39.89 39.91

PSNR (S2) 39.89 39.94 39.89 39.9 39.89 39.91

PSNR (Avg.) 39.89 39.94 39.89 39.9 39.89 39.91

Capacity(bpp) 1.53 1.52 1.53 1.53 1.53 1.53

Qin et al. (2014) PSNR (S1) 52.11 51.25 51.11 52.11 52.06 52.04

PSNR (S2) 41.34 41.52 41.57 41.34 41.57 41.56

PSNR (Avg.) 46.72 46.39 46.84 46.72 46.82 46.80

Capacity(bpp) 1.16 1.16 1.16 1.16 1.16 1.16

Lu et al. (2015) (k = 5) PSNR(1) 30.67 32.86 30.32 34.06 35.86 30.42

PSNR(2) 37.18 36.89 36.91 36.76 36.90 37.50

PSNR(Avg.) 33.92 34.87 33.61 35.41 35.38 33.96

Capacity(bpp) 1.25 1.25 1.25 1.25 1.25 1.25

Proposed Scheme PSNR (S1) 37.28 37.28 37.28 37.28 37.29 37.28

PSNR (S2) 37.06 37.06 37.06 37.06 37.07 37.06

PSNR (Avg.) 37.17 37.17 37.17 37.17 37.18 37.17

Capacity(bpp) 1.75 1.75 1.75 1.75 1.75 1.75
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3 Experimental Results

The experiment has been performed using the standard image of size (256 × 256).
Table 1 shows the PSNR of stego-1 (S1) and stego-2 (S2). The PSNR of S1 and S2

deviates 44 dB to 37 dB when data bit changes from 1,60,000 to 9,16,656 bits. The

payload is computed as follows.

B = 2H ×W × r
2H × 2W × s

, (5)

where H = 256 and W = 256, r is the bits to be embedded and s is the number of

stego images. The payload B = 1.75 bpp.

Table 2 presents the comparison of our scheme with other dual images based

existing methods. From Table 2, we observed that PSNR of the suggested scheme

is higher than 37 dB when payload is 9,16,656 bits, which is lower than Qin

et al. [10], Lu et al. [16], Chang et al.’s [11, 12] and Lee et al.’s [14, 15] and Chang

et al. [13] schemes. The embedding capacity of this scheme is 1.75 bpp. We observed

that our scheme gain good results than existing state-of-the art methods. Our pro-

posed method is better with respect to embedding capacity but the PSNR is slightly

dropped.

4 Conclusion

In this approach, a shared secret key K is used which guarantees security. Without

K, receiver can not retrieve secret data. Data hiding through PVD was not reversible.

The reversibility has been accomplish in our approach through dual image. Our

scheme gains payload 1.75 bpp, that is better than recently developed dual image

based scheme. The proposed scheme still maintains good PSNR which is greater than

to 37 dB when we embed maximum secret data that is 9,16,656 bits. The embedding

capacity and security of our proposed scheme is better than other existing scheme.
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Cryptanalysis of an Asymmetric Image
Cryptosystem Based on Synchronized
Unified Chaotic System and CNN

Musheer Ahmad, Faiyaz Ahmad and Syed Ashar Javed

Abstract Cheng et al. proposed an asymmetric image encryption scheme which is
based on adaptively synchronised chaotic cellular neural network and unified
chaotic systems in [Communication in Nonlinear Science and Numerical Simula-
tion 18(10) 2825–2837 2013]. The cryptosystem was asymmetric in nature and the
synchronization error converged quickly to zero. Numerical simulations for per-
formance evaluation included synchronization effectiveness, cryptosystem robust-
ness and statistical analyses like key space, key sensitivity and NPCR/UACI
analyses, all with effective results. But, this paper demonstrates the cryptanalysis of
Cheng et al. cryptosystem by exploiting inherent deficiencies of encryption algo-
rithm like low robustness and poor plain-image sensitivity. It is done by mounting
the proposed cryptographic CPA or KPA attack which leads to successful retrieval
of original plaintext image. The simulated cryptanalysis shows that Cheng et al.
cryptosystem is not suitable for practical utility in image security applications.

Keywords Image encryption ⋅ Cryptanalysis ⋅ Security ⋅ Unified chaotic
system ⋅ Synchronization

1 Introduction

The massive growth in the usage of multimedia imagery on the internet and
otherwise has led to an increased need for secure transmission of images. Image
transmission over the network corresponds to a wide variety of applications in
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domains like defense, medicine, business, banking and many more. Any breach in
confidentiality of images by unauthorized agents can adversely affect the func-
tioning of these applications [1]. With the parallel advancement of the malicious
attacks, improved techniques to secure the image transmission have become
imperative. Over the years, numerous cryptographic techniques for multimedia data
have been proposed. At the same time, cryptanalysis or the breaking of these
cryptosystems without getting access to the secret key has helped to identify the
security flaws in those encryption systems and methods [2–9]. With the highly
prevalent use of images nowadays, and countless encryption algorithms to secure
them, cryptanalysis has become an important field. Numerous standardized algo-
rithms for the cryptanalysis of symmetric keys exist [4, 5]. As far as asymmetric
keys are concerned, these cryptosystems rely on hard mathematical problems as a
basis for their security. Therefore, the cryptanalysis of such ciphers boils down to
an attack to solve these mathematical problems. Another aspect of asymmetric
encryption is that its cryptanalysis has the opportunity to make use of the infor-
mation gained from the public key. For the purpose of security investigations of
ciphers, Shannon’s maxim is considered as an appropriate assumption which
simply states: the enemy knows the system except the secret key. Keeping that in
mind, some of the classical methods for cryptanalysis are as follows [1]:

1. Cipher-text only attack: In this attack, the attacker assumes to have the access of
ciphertext which can be utilised to predict the plaintext due the inherent sta-
tistical bias in any sensible message.

2. Known-plaintext attack (KPA): In this case, the attacker supposes to have access
to part of plaintext for a particular ciphertext which can be used for deciphering
the complete message.

3. Chosen-plaintext attack (CPA): Here, the attacker is having a temporary access
to encryption mechanism without the key which can be in turn used for finding
the secret key.

4. Chosen-ciphertext attack (CCA): Here, the attacker holds temporary access to
decryption mechanism which can lead to the breach of the secret key.

In 2013, Cheng et al. gave an image encryption procedure which is established
on synchronizing a unified chaos (UCS) and cellular neural network (CNN), which
is asymmetric in nature [10]. The first system used is the unified chaotic system
which is a combination of different systems, like chaotic Lorenz system, chaotic Lu
system, and the chaotic Chen system. The unified system is adaptively synchro-
nized with cellular neural networks using drive-response architecture with systems
1 and 2 respectively. The error trajectory of the defined architecture asymptotically
converges to zero. The image cryptosystem is developed with a pair of asymmetric
keys and a parameter update law for synchronization of the parameters of the two
systems. The cipher image is obtained by the conventional process of bit-wise
EXOR of the diffused pixels. The ciphered pixels are converted to a decimal set and
the set is reordered to form the final cipher image. In terms of performance, various
simulations are used to scrutinize the algorithm by the authors. Even though the
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simulated security metrics show good results, on careful observation, certain
inadequacies like the dependency of the decimal values on the keystream render the
algorithm broken for practical utility. In this paper, our contribution includes careful
security probe of Cheng et al. cryptosystem to find underlying deficiencies. And, by
exploiting the deficiencies of Cheng et al. cryptosystem, the proposed cryptographic
CPA and KPA attacks are formulated to completely retrieve original image with no
prior knowledge of secret key.

2 Cheng et al. Encryption Algorithm

The image encryption algorithm used by Cheng et al. uses two different systems
one for drive system and other for response system which produce asymmetric keys
[10]. The first system is actually combination of chaotic systems, viz. the Chen, Lu,
and Lorenz chaotic system, which are united to form a unified chaotic system.
The UCS system is described below:

dx1 d̸t= ð25α+10Þ x2 − x1ð Þ
dx2 d̸t= ð28− 35αÞðx1 − x1x3 + ð29α− 1Þx2Þ
dx3 d̸t= x1x2 − 8+ αð Þx3 3̸

where x(t) = [x1 x2 x3]T are system variables at time t, and α is system parameter,
the unified system exhibits chaotic character for α ϵ (0, 1). The above system
behaves as the general chaotic Chen system, when α ϵ (0.8, 1], and is called chaotic
Lorenz system, when α ϵ [0, 0.8). The chaotic Chen and Lorenz systems appear
alike, but they are topologically dissimilar. The Lü system exists in above UCS
system for α = 0.8. The Lu system fills the void exist between two systems. The
governing equation of chaotic CNN is described as:

xi̇ðtÞ= − cixiðtÞ+ ∑
n

j=1
aijfjðxjðtÞÞ+ ∑

n

j=1
bijfjðxjðt− τjÞÞ

where i = 1, 2, …, n, n is count of neurons in CNN, xi is the system variable for ith
neuron, cixi(t) is a suitable bounding function. The part fi(x) = (|x + 1| – |x – 1|)/2
describes the response of the neurons to one another. The matrix A = (aij)n × n

defines the weights of connected neuron in the CNN, while the matrix B = (bij)n × n

decides the weights of neuron, with delay τj, in CNN network.
For synchronizing UCS system with CNN, the authors used system parameter α,

the update law for parameter, with the given control inputs, u(t) = [u1 u2 u3]T is
given as follows:
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a ̂=25e1 x1 − x2ð Þ + e2 35x1 − 29x2ð Þ+ e3x3 ̸3

The dynamics of synchronization error asymptotically converges to zero. For a
detail description of the synchronization mechanism, the readers are encouraged to
go through Ref. [10]. The cryptosystem is then prepared according to the following
algorithm.

Encrypt-Cheng()

1. Arrange pixels of the input image having size M × N to get set S = {S1, S2,… ,
SM×N}.

2. Initial states of the synchronization for CNN and uncertain unified chaotic
system are respectively [z1(0) z2(0) z3(0)]T and [x1(0) x2(0) x3(0)]T. Achieve
synchronization at time ts.

3. Use ke = {x1(0), x2(0), x3(0), α, tc} as encryption key tuple.
4. After tc, the unified chaotic system is iteratively executed for another M × N/3

times to get encryption keys ke:

4:1 for k = 1 to M × N/3

for i = 1 to 3

T3× k− 1ð Þ+ i = abs xikð Þ− floor abs xikð Þð Þ

next i

next k
4:2 T = {T1,T2, …, T3× (k-1)+i, …, TM×N}, k = 1, 2, …, M × N/3, i = 1, 2,

3.

K = round mod T× 1012, 256
� �� �

4:3 Encryption keys is ke = de2bi(K)

5. Evaluate C3× (k−1)+i = de2bi(S3 × (k−1) + i) XOR ke
6. The cipher set C is converted to a decimal set D as D3× (k−1)+i = bi2de(D3×

(k−1)+i).

Schematic block diagram of Cheng et al. image cryptosystem is depicted in
Fig. 1.

3 Cryptanalysis of Cheng et al. Cryptosystem

A cryptosystem’s security level should ideally be determined only by the quality of
the secret key. Kerckhoffs’s principle (reformulated or independently stated by
Claude Shannon) states that the secrecy of the key is the only undisclosed entity in
cryptography and the rest is all in public knowledge [8]. The attacker, practically
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too, can compromise the design of the encryption or decryption mechanism through
any of the classic attacks and subsequently break the system. This implies that for
any cryptosystem, security should rely on the system itself and not the secrecy of
the system. Security through obscurity is a poor technique for controlling the
vulnerabilities of the system. Given this, a mediocre key quality coupled with the
classic attacks can give access to the whole system.

The security strength of Cheng et al. encryption algorithm depends on the
secrecy of initial values assigned to secret key. The design of algorithm unveils that
if, anyhow, attacker knows the generated encryption keystream ke, he/she can
retrieve the plain image from unauthorizedly received encrypted image from
communication channel. Thus, the encryption keystream ke is equivalent secret key
of cryptosystem. Therefore, instead of trying to know the actual secret key values,
an attacker may design method to find the keystream ke. This can be achieved by
exploiting the following inherent flaws of algorithm under probe.

• The encryption keystream ke for plain-image remain unaltered when dissimilar
plain-images are ciphered. The generation of keystream is independent to
pending plain-image information.

• The algorithm has high key sensitivity which makes the brute-force attack
infeasible. However, it doesn’t have plain-image sensitivity.

Assume that the attacker has gained temporary access to Cheng et al. cryp-
tosystem and encrypted image C which is to be decoded. Assume P be holding
original data image to be retrieved from captured cipher image C.

Cryptographic chosen-plaintext (CPA) attack needs specially designed image to
reveal keystream ke. A zero image Q containing all pixels with zero gray values is
designed for the purpose. The revelation of P from C under CPA attack is provided

Fig. 1 Cheng et al. asymmetric image cryptosystem
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below. The method y = Encrypt-Cheng(x) encrypts the input plain-image
x according to Cheng et al. algorithm and return corresponding encrypted image y.

Q= q1, 1, q1, 2, . . . . . . , q1,N , q2, 1, q2, 2, . . . . . . , q2,N , . . . . . . ., qM,N − 1, qM,Nf g

where gray-value of pixel at (i, j) is qi,j = 0 for all i = 1 ∼ M, j = 1 ∼ N.

CPA-attack()
Input : Zero imageQ and encrypted imageC
Output : Recovered imageP
begin

D=Encrypt−Cheng Qð Þ ̸ ̸Q⊕D=0⊕D=D
P=Bit−ExOR C,Dð Þ ̸ ̸D⊕C =D⊕ðP⊕DÞ=P

end

In order to illustrate the cryptanalysis under CPA attack, we give the simulation
results in Fig. 2.

The known-plaintext (KPA) attack doesn’t needs any specially designed image.
Instead, it takes the access of one plain image and its accompanying ciphered image
and analyzes them to reveal useful plain-image information. Let the attacker has an
access to original image P1 and its ciphered image C1. The revelation of P from
C under KPA attack is as:

KPA-attack()
Input : plain− imageP1 and its encrypted imageC1

Output : Recovered imageP
begin

D=Bit−ExOR P1,C1ð Þ ̸ ̸P1⊕C1 = P1⊕ðP1⊕DÞ=D
P=Bit−ExOR D,Cð Þ ̸ ̸C⊕D= ðP⊕DÞ⊕D=P

end

The simulation results of cryptanalysis under KPA attack are portrayed through
Fig. 3.

Fig. 2 Cryptanalysis under chosen-plaintext attack. a Q, b D, c Received C, d Recovered P
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Plain image sensitivity is essential for preventing cryptographic attacks. Any
minor refitting in plaintext image should be uncorrelated to the consequent change
in the cipher image. In fact, even minor changes in the plain image should bring
about highly incongruous deviations in the cipher image. But, the algorithm has
poor sensitivity of keystream ke generated for each image during the process. To
illustrate the degree of effect of this loophole, we consider two similar plain images
P1 and P2 which differ only by a single pixel. These images are encrypted using the
Cheng et al. algorithm and named C1 and C2 respectively. The keystream gener-
ated in the two processes are key dependent which is kept same. The similar
keystreams generated result in similar cipher images C1 and C2 which only differ
by a single pixel. The difference of images C1 and C2 produces a zero image
(a black image). This lapse in the Cheng et al. algorithm is simulated below. This
shows that the cryptosystem under study fails to exhibit Shannon’s properties of
confusion and diffusion for a strong cryptosystem (Fig. 4).

Plain-image_Sensitivity()
Input : P1 andP2 be images having just one differing pixel
Output : Conflict betweenC1 andC2 as image J

Fig. 3 Cryptanalysis under known-plaintext attack. a P1, b C1, c P1 ⊕ C1 = D, d Received C,
e Recovered P
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begin

C1 =Encrypt −Cheng P1ð Þ
C2 =Encrypt −Cheng P2ð Þ
J =Bit−ExOR C1, C2ð Þ ̸ s̸ince x⊕x= 0

end

4 Conclusion

Here, we proposed to break an asymmetric image encryption algorithm recently
presented by Cheng et al. which adaptively synchronizes two chaotic systems
namely cellular neural network and uncertain unified chaotic system to produce the
secret encryption keystream. The algorithm used keystream which fluctuated with
the change in the keystream and but don’t with the minute change in the pending
plain image information. This made the system prone to successful cryptanalytic
attacks. This paper also demonstrated the lack of system sensitivity in relation to the
plain image through simulated attacks which successfully retrieved the plain image.
The analysis and subsequent cryptanalysis of the Cheng et al. algorithm shows its
unsuitability for practical image encryption applications.
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Chaotic Map Based Image Encryption
in Spatial Domain: A Brief Survey

Monjul Saikia and Bikash Baruah

Abstract Image encryption is a process of conversion of original image into an
unintelligible form, which is not understood by anyone except authorized parties
after performing decryption operation on it with the help of a secret key. Image
encryption is a challenging task due to its large amount of data and correlation
among pixels restricts using traditional encryption algorithm. So, to obtain an
efficient and robustness against security violation during image transmission chaotic
based image encryption techniques are proven to be more suitable. These tech-
niques are considered more effective due to low computational power, high sen-
sitivity to initial conditions. In this paper, we discuss about chaos and their
properties and we give a general overview of chaotic map based image encryption
scheme and various phases in the process.

Keywords Chaotic map ⋅ Image encryption ⋅ Confusion ⋅ Diffusion

1 Introduction

Operation on spatial domain in an image is a technique that are based on direct
manipulation of pixels on it. In cryptography, image encryption in spatial domain is
the process of encrypting the image pixel values directly in such a way that only
authorized parties can retrieve the original information and can read it. Among the
two broad categories of cryptography namely Symmetric-key cryptography and
Asymmetric-key cryptography, typically symmetric cryptography is widely used in
case of image encryption.
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The concept of multimedia encryption was introduced in early 1980s [1] and
became a hot research topic since then. The practice of implementation can be
classified into three broad categories namely raw data encryption, compressed data
encryption, and partial encryption. In initial stage of multimedia encryption a very
few encoding techniques were proposed which is mostly for raw data with the help
of pixel scrambling or permutation. The method of pixel permutation on the image
or video is done so that resulting data is unintelligible. Algorithms like space filling
curves [1] and Eurocrypto [2] which confuses the relation between adjacent image
pixels or video pixels were used in early days. These methods changes the relation
between adjacent pixels values, therefore the subsequent compression operations
are not applicable further.

In recent years, with the development of Internet technology, multimedia
applications [3–5] are seemed to be more real-time application demanded and
security is becoming main concern [6]. Partial encryption is method of encrypting
only parts of the sensitive multimedia data that are significant in human perception
which improves encryption efficiency. Thus, the real-time requirement can be met
keeping the file format unchanged and it benefits the bandwidth requirements in
transmission process.

Figure 1 describes general flow diagram of image encryption process. Here
original image is encrypted using the key and then encrypted image is obtained.
This encrypted image and the key is then send to destination. In the receiver side
Encrypted Image is then decrypted using the same key and the original image is
retrieved. Figure 2, shows an example of the original image, encrypted image and
decrypted image.

Encryption
Algorithm 

Decryption
Algorithm 

Original
media
content 

Encryption key Decryption key

Decrypted
Media 

Content

= Encrypted media content

Fig. 1 General encryption and decryption model

Fig. 2 a Original image, b Encrypted image, c Decrypted image
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2 Types of Encryption on Spatial Domain

Encryption on spatial domain determines the operations on each pixel values. i.e.,
operation is done in pixel directly. Complete Encryption as well as Partial
Encryption can be performed on spatial domain. In complete Encryption technique
the whole image values are considered and encrypt each pixel where as in Partial
Encryption part of an image is considered for encryption. It may be of two types:
region based encryption and bit plane encryption.

In region based encryption firstly the region or the sensitive area which have to
be encrypted is selected using some detection mechanism and only these selected
coordinates are encrypted using different encryption technique.

In bit-plane encryption single original image is divided into number of bit
planes. For a 256 gray level image length of each pixel value is 8-bit. So, 256 gray
level images can be converted into 8 different bit planes from MSB (Most Sig-
nificant Bit) to LSB (Least Significant Bit). Among all the bit planes only some of
the bit planes are being encrypted. Now combination of all encrypted and non
encrypted 8-bit planes will give the encrypted image.

3 Chaotic Map

In mathematics the theory of Chaos [7] is the area of study that discusses the nonlinear
things that are effectively impossible to predict or control and are highly sensitive to
the initial conditions. The important characteristics of a Chaos are as follows:

• it must be sensitive to initial conditions
• it must be topologically mixing
• it must have dense periodic orbits

It can be said that any function that fulfils the above mentioned behavior are
called a chaotic function. The map or the graph obtained by plotting the values
which is again found by infinite iteration of that function is called Chaotic Map for
that function. In the recent years, researchers have developed many Chaotic Maps
[7] by studying different real life incidents or events. These maps are widely used
for different encryption techniques specially for image encryption. The first chal-
lenging task in chaotic map based image encryption is the selection of one or more
map(s) which will be suitable according to the designers’ encryption objectives. A
comparative performance analysis of chaotic based encryption on colour image
encryption and its cryptographic requirements were discused in [8].

Here we are going to discuss some of the chaotic maps. Usually, for more
security, 2D maps are extended to 3D maps before using it in encryption process.
Some of the maps and its 3D extensions are given below:

A: Arnold cat map

The well-known Cat map is a two-dimensional invertible chaotic map introduced
by Arnold and Avez [9, 10]. The mathematical formula is:
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where n is the dimension of the image (Fig. 3).
This 2D cat map can be written for N × N matrix is,
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The extension of 2D cat map to 3D [10, 11] is,
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B: Chen’s Chaotic Map

Chen’s 3D chaotic map [1] can be expressed

x ̇= a y− xð Þ
y ̇= c− að Þx− xz+ cy

z ̇= xy− bz

ð4Þ

C: Logistic Map

Logistic mapping [6, 10–12] was originally proposed by P. Verhulst in 1845, but
has become widely known through the work by R. May. It is the simplest among all
the chaotic maps (Fig. 4).

Fig. 3 Geometrical
explanation of Arnold cat map
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xn+1 = rxnð1− xnÞ ð5Þ

Here, r is the constant and xn is the state value (Fig. 5).
Example: Chaotic sequence generated by a Logistic Map with values of

r = 3.9999 and initial value of xn = 0.60232 is given in Fig. 6.

D: Chebyshev map

Chebyshev Map [9, 13] is also one type of Chaotic Map which is trigonometric
function with Chebyshev polynomial. The equation is,

Fig. 4 Chen’s Chaotic Map
with a = 35, b = 3 and
c = 28

Fig. 5 Chaotic Logistic Map

Fig. 6 Chaotic Logistic Map
sequences

Chaotic Map Based Image Encryption in Spatial Domain … 573



xn+1 = Tk xnð Þ=cos k. cos− 1 xn
� �

, xn ∈ ½− 1, 1� ð6Þ

where k and x(n) are parameter and state value, respectively. Choosing a value of
k∈ ½2,∞Þ, the system shows chaotic behaviour. The initial value of xn and the
parameter k are used as the key for diffusion module in later stage.

4 Chaotic Map Based Encryption and Decryption Model

Though there are several Chaotic Map based Image Encryption Techniques are
available, but the whole process or techniques can be generalized into three dif-
ferent phases. These three phases are followed in all Chaotic Map based Image
Encryption. These are:

• Selection of chaotic maps
• Confusion
• Diffusion

For designing these three steps different schemes are used, depending on the
requirements and the objectives of individuals design, i.e., level of security,
necessity of key sensitivity, fastness etc.

A generalized flow diagram of Chaotic Map based image Encryption process is
given in Fig. 7. Here initially different chaotic maps and its behavior have to be
analyzed. Depending on the users requirement one or more map(s) have to be
selected for using encryption and decryption.

Selection of 
Chaotic Maps

Confusion

Diffusion

Select the 
Key

Calculate the 
Chaotic initial 
parameters and 
constants using 

Chaotic func-
tion is ready to 

use

Original Image

Encrypted 
Image

xn, yn, c

xn, yn, c

the key

Fig. 7 Chaotic map based
encryption model
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The next step is to select a secret key to be used as initial condition for the
chaotic map with effective length considering brute force attack. Then to determine
initial parameters and constants of the chaotic maps so that it gives proper chaotic
behavior.

After that the selected chaotic maps are ready to use in encryption process which
produces xn, yn in every iteration.

In Confusion stage chaotic mapping functions are applied to the original image
to rearrange the pixel values. This process may be repeated several times to give
more confusion to the output image. In case of partial image encryption [14, 15],
separation of the bit planes and performing confusion to the bit values within the
planes are done in this step.

The next and final step is the diffusion stage to get the complete encrypted
image. In this stage, each pixel values of the output generated by confusion stage is
XORed with the chaotic function values. This step can also be repeated for multiple
times to achieve the higher security level.

Finally Encrypted Image is obtained to transmit to the receiver side. Similarly a
generalized decryption process of chaotic map based image encryption is given in
Fig. 8.

In decryption model the process is repeated in reverse order. But, the main
difference is that here, everything is predefined, i.e., chaotic maps, key, diffusion
technique and confusion technique. The key have to be considered same as used in
encryption model. Then to calculate the initial states and constants same process has
to be followed. Once the chaotic map is ready to use, first diffusion step has to done
on encrypted image in reverse order. The output of the diffusion step will be the
input of confusion step. Finally after completion of confusion step, final decrypted
image can be retrieved.

Chaotic Maps

Diffusion

Confusion

Select the Key

Calculate the 
Chaotic initial 
parameters and 
constants using 

the key

Chaotic func-
tion is ready to 

use

Encrypted 
Image

Decrypted 
Image

xn,yn ,c

xn,yn,c

Fig. 8 Chaotic map based
decryption process
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5 Confusion Phases

In confusion phase, pixel positions of the original image are interchanged using
some chaotic maps or mapping functions. Usually, the pixel values are not changed
in this phase unless bit-plane confusion is not done. Some of the diffusion tech-
niques used so far in chaotic map based encryption process are discussed below:

Example 1 The 3D Arnolds Cat Map is given by Eq. 2. Here n = 256 is dimension

of the image (jump.png). Here
x
y

� �
represents the original pixel positions and x

0

y
0

� �
represents the new pixel positions after the Arnolds Cat Map transformation (Fig. 9).

6 Diffusion Phase

In confusion phase, original image is changed due to the interchange of pixel values
but the histogram of both the images are still same. So, it may easier for attacker to
retrieve the original image with help of histogram equalization. Hence, diffusion
phase is necessary to obtain a complete secure cipher image (Fig. 10).

Here Fig. 11 describes the diffusion process of using chaotic maps. In confusion
process only the general view of the image is changed, because of the rearrange-
ment of the original pixel values. So, we can say that confused image is also an
encrypted image. But, histogram of the confused image remains same with the
original image, therefore there may be a clue for third party to attack the image if
we use this confused image as the final encrypted image.

Fig. 9 Example of confusion
using Arnold Map a Original
image b 1st Iteration
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The main objective of diffusion is to change the image pixel values so that
histogram of the original image and encrypted image will be completely different.

Example 2 With help of a Logistic map as in Eq. 5 chaotic sequences are generated
and performed XOR operation on the pixels of confusion image (Fig. 12).

1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16

16 1 6 9
15 7 3 8
2 4 11 10
13 14 12 5

f(xn+1,yn+1)= f(xn,yn)

Fig. 10 Confusion of a
4 × 4 matrix

37 34 34 40
30 39 40 38
31 32 33 37
31 37 31 37

165 88 197 180
128 251 230 181
49 29 195 34
98 15 229 147

f’(i,j)=xn f(i,j)

f(i,j): pixel values

Chaotic sequence
10000000
01111010
11100111
10011100
10011110
11011100
11001110
10010011
00101110
00111101
11100010
00000111
01111101
00101010
11111010
10110110

Fig. 11 Diffusion of a 4 × 4
matrix
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This process can also be repeated for more than once. Once the diffusion process
is completed, the output image is our final encrypted image.

7 Conclusion

In this paper we were discussed chaotic map based image encryption scheme in
spatial domain. Due to the important property of chaos, that is the chaotic systems
are extremely sensitive to the initial conditions, makes chaotic encryption tech-
niques more suitable for image encryption process. These chaotic maps can be used
in image confusion and diffusion processes. In this paper we were trying to elab-
orate the different phases of chaotic based image encryption with the help of
examples and illustrate that with the help of proper selection of chaotic maps and
initial conditions to it, the essential security requirements in an image can be
achieved.
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A Novel Approach to E-Voting Using
Multi-bit Steganography

Soura Dutta, Xavier Das, Ritam Ganguly and Imon Mukherjee

Abstract In our paper, we have proposed a new mechanism of E-voting using two

layers of security using steganographic technique. The basic idea conveyed in our

paper is simple, but novel. We have dealt with the Personal Identification Number

(PIN) and the fingerprint for establishing uniqueness among the individual voters,

in order to make a vote count. The techniques used here are the Least Significant Bit

(LSB) embedding and the Minimal Impact Decimal Digit Embedding (MIDDE). If

the steps are followed backwards, we retrieve the PIN and the fingerprint, which is

impossible without prior knowledge of the embedding used. It has also been seen

that our algorithm is foolproof against statistical attacks and malicious attempts of

recovery.

Keywords Information security ⋅E-voting ⋅ Steganography ⋅Decimal digit embed-

ding ⋅ Fingerprint hiding

1 Introduction

“Steganography” derives its name from the Greek word ‘steganos’ which stands for

‘covered’ and ‘graphein’ which stands for ‘writing’. When we speak of steganog-

raphy, we basically refer to the act of hiding certain information within some other

kind of information, which is probably of a different or same type of medium.
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In the domain of e-voting using steganography, Chordia et al. [1] have mentioned

that both the biometric information and the password are necessary, where they have

used the fingerprint as the cover image. In the work of Nikita et al. [7], cryptography

has been used to minimize the risk attacks, in addition to steganography, which adds

extra layer of security. Lokhande et al. [6] have proposed that the cover image and

the secret image should be composed into a single image on the basis of a key so that

any further attack would require the complete knowledge of the key and the image

templates.

We use steganography to operate upon the fingerprint, passport image and the PIN

of the voter. To strengthen the security, the fingerprint with PIN is also embedded

in the passport image, thereby requiring a two phase decryption in order to retrieve

the PIN back. However, this technique lies in the frequency domain and going for a

greater amount of change in a single pixel value of the cover can account for a signif-

icant rise in distortion which is efficiently managed in our algorithm. Our algorithm

is randomly placing the PIN in the fingerprint image to protect it against statistical

attacks. In this entire process, the goal remains that the fingerprint and PIN should

not be tampered or even detected because they are the unique credentials that this

mechanism would require in order to make a vote count.

The following notations and abbreviations, as shown in Table 1, have been used

throughout the chapter.

Table 1 Notations and abbreviations used

FP(F)
: The grayscale fingerprint in which

the PIN to be embedded

I(R)x,y : The intensity of red component of

each pixel of cover image

FP(S)
: The fingerprint that is taken from

user

P(REQ)
: The PIN requested to be entered by

the user

I(G)x,y : The intensity of green component of

each pixel of cover image

Cx,y: The generated stego image

B: The binary equivalent of the P(REQ) I(B)x,y : The intensity of blue component of

each pixel of cover image

NR: A chosen random row number

S(1): The FP(S)
embedded with P(REQ) 𝛿[i]x,y: Difference of last digit of Ix,y of ith

component and ith digit of I∗x,y
H(1)

: The height of hidden fingerprint

W (1)
: The width of hidden fingerprint

H: The height of stego image I∗x,y: The intensity of each pixel of secret

fingerprint image

W: The width of stego image

T: Information Template
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2 Proposed Method

By this method, we make the voting process safe and secure. This procedure is

divided into two modules which are Registration and Login.

The registration module allows the user to register for the distance-voting mecha-

nism using Algorithm 3. The system auto-generates a PIN and the user’s fingerprint

is taken as input, which is read in grayscale. The user also inputs his passport image.

NR is generated and is embedded into the first row and the PIN is embedded into

NR+1th row. Thus, FP(F)
is produced. FP(F)

is embedded in passport image using

Algorithm 1 (MIDDE), in the user end, as a result Cx,y is generated and Cx,y is trans-

ferred to the system server.

The login module allows the user to log in to cast his vote using Algorithm 4. The

user inputs P(REQ)
and FP(S)

. Cx,y is retrieved from the database and using Algorithm

2 we decode Cx,y to get FP(F)
. From FP(F)

, NR is retrieved and in the NR+1th row

of FP(S)
, the P(REQ)

is further embedded (using LSB matching) into FP(S)
and S(1)

is produced, which is matched with FP(F)
. Only in the case where FP(F)

matches

with S(1), the user is permitted to vote. The voting information is embedded into the

lower half of FP(S)
, as given by the following template T . The template consists of

the voter’s name, the candidate’s name, the candidate’s party and the date.

The space that we allocate for T is 150 bytes, which is to be hidden in the lower

section of the fingerprint image. Having embedded this into the FP(S)
, we embed

FP(S)
into the passport image using the MIDDE and send it back to the database.

The process can be well understood from Fig. 1.

Fig. 1 Left (1): Registration, Middle (2): Login, Right (3): Information template (T) embedding

module
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Input: One cover image and secret image to hide

Output: Stego image

1 Read the intensity value (Ix,y ) of the pixels of the cover image;

2 Read the intensity value (I∗x,y ) of the pixels of the fingerprint image;

3 Extract each digit of I∗x,y and store in array k∗x,y[i], i ∈ {1, 2, 3};

4 Extract the last digit of I(R)x,y I(G)x,y I(B)x,y store in k[i]x,y , i ∈ {1, 2, 3};

5 Find difference vector 𝛿[i]x,y ← k[i]x,y − k∗x,y[i];
6 for every pixel of R, G, B do
7 if 𝛿[i]x,y > 5 then
8 SET Ix,y ← Ix,y + (10 − 𝛿[i]x,y );

end
9 else if 𝛿[i]x,y <-5 then

10 SET Ix,y ← Ix,y − (10 − |𝛿[i]x,y |);
end

11 else
12 SET Ix,y ← Ix,y − 𝛿[i]x,y ;

end
end

13 Repeat the above steps until the secret image is embedded uniformly in the cover image;

14 The stego image containing the fingerprint is generated by this algorithm;

Algorithm 1: MIDDE Embedding Algorithm.

Input: The stego image

Output: The secret fingerprint image

1 for x=1 to h1 do
2 for y=1 to w1 do
3 Read intensity value of stego image Cx,y ;

4 Extract last digit of C(R)x,y C(G)x,y C(B)x,y store in k[i]x,y , i ∈ {1, 2, 3} vector respectively;

5 for i=1 to 3 do
6 SET I∗x,y ← I∗x,y × 10 + k[i]x,y ;

end
7 SET y ← y + ⌊w∕w1⌋;

end
8 SET x ← x + ⌊h∕h1⌋;

end
9 The secret fingerprint image is generated by this algorithm;

Algorithm 2: MIDDE Extraction Algorithm.

Input: Fingerprint (FP(F) ), a passport image

Output: A stego image Cx,y

1 A ten digit PIN is auto-generated, displayed and stored in an array ;

2 A row is chosen randomly and that row number (NR ) is embedded into the first row of the fingerprint

image by LSB matching;

3 LSB of the pixels of NR+1th row of the fingerprint (FP(F) ) are matched with B;

4 The fingerprint obtained is further embedded in the passport image, using Algorithm 1;

5 To maintain uniform distribution of the fingerprint image in the passport image, the row and column

spacing taken appropriately;

6 The embedded passport image is saved as stego in the database;

Algorithm 3: Algorithm of Registration Module.

Input: Stego image Cx,y , PIN (P(REQ) ), fingerprint (FP(S) )
Output: Authentication to cast vote and secure transmission

1 Extract FP(F) from the stego image using Algorithm 2;

2 Extract NR from first row of FP(F) ;
3 Read FP(S)and P(REQ) ;
4 NR is embedded in first row of FP(S)by LSB matching;

5 Select pixels of row NR+1;

6 The PIN P(REQ) is embedded into FP(S) by matching the LSBs;

7 S(1) is now generated. S(1) , should now be same as that of FP(F) ;
8 Match S(1) with FP(F) ;
9 if match is a success then
10 Allow to cast vote;

11 Embed T (filled with voting information) in lower half of the FP(S) using LSB Embedding;

12 Re-embed FP(S) in the passport image using Algorithm 1;

13 Send the embedded stego image to the database;

end
14 else
15 Go to Step 3 for two more chances;

end

Algorithm 4: Algorithm of Login Module.
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The equations used in Algorithm 1 are described below.

𝛿[i]x,y = k[i]x,y − k∗x,y[i], (1)

where i ∈ {1, 2, 3} as per component of cover and digit number of secret pixel.

Cx,y =
⎧
⎪
⎨
⎪
⎩

Ix,y − (10 − |𝛿[i]x,y|), if 𝛿[i]x,y < [−5];
Ix,y − 𝛿[i]x,y, if 𝛿[i]x,y ∈ [−5, 5];
Ix,y + (10 − 𝛿[i]x,y), otherwise.

(2)

Our algorithm is based on following two assumptions.

Assumption 1: The size of cover must be larger than the fingerprint.

Assumption 2: Both the sender and receiver knows the dimensions of hidden finger-

print image.

This MIDDE Algorithm 1 concentrates on hiding decimal digits directly instead

of converting it to its binary form, since only digits from 128 to 255 require all eight

bits, 0 to 127 may require any number of bits between one to seven. So, changing

eight bits for a digit like 16, results in three redundant bit change. So, if we store

each decimal digit directly, we can accommodate a digit in two to three LSBs only.

First, from Eq. (1), we find the difference between digit to be hidden {k∗x,y[i] ∶ i ∈
{1, 2, 3}} and the least significant digit of cover pixel {k[i]x,y ∶ i ∈ {1, 2, 3}}. As

described in Eq. (2), the alteration of Least Significant Digit is done by adding or

subtracting the difference or 10’s complement of the difference from the cover pixel.

So in cases of digits 0–3 and 7–9, the alteration affects only least significant two bits

of original binary eight bits of cover pixel, but in case of digits 4 (or 6) and 5, the

alteration expands up to three LSBs.

In Fig. 2, we have taken a particular pixel whose intensity for the red component,

the green component and the blue component respectively are 235, 136 and 231. We

take the last digits of every component and subtract every digit of 189 from those

Fig. 2 a MIDDE embedding, b MIDDE decoding



586 Soura Dutta et al.

Fig. 3 Fingerprint

embedding (1st row) and

stego image embedding (2nd
row) of a sample passport

image

digits. The subtraction is performed in the following manner, i.e., subtracting 9 from

1, 8 from 6, 1 from 5. Accordingly, by our Eq. (2), we get the pixels 229, 138 and

231. Likewise, in the extraction procedure in Fig. 2, we take the digit 9 from 229, 8

from 128 and 1 from 231 and get the digit back which results to 189.

3 Experimental Observations and Contrast with Existing
Algorithms

In this section, we will like to concentrate on the other Biometric E-Voting Algo-

rithms available and also focus on analysing the fidelity of our stego images, there-

fore embedding accuracy of Algorithm 1.

3.1 Image Fidelity Analysis

Let us consider that the fingerprint image’s dimension be h × w pixels and that of

the passport image be H ×W pixels. If their dimensions are equal or comparable to

some extent, the Mean Square Error (MSE) becomes very high whereas the Signal

to Noise Ratio (SNR) and Peak Signal to Noise Ratio (PSNR) decreases. This signi-

fies that the total error in the image is high and hence, not desired. To avoid such a

situation, we use a passport image that is much larger than the fingerprint’s dimen-

sions. Performing the tests, we get the average MSE as 0.2519 and average PSNR

as 54.7517. The MSE value is much lesser and the PSNR is higher which is quite

optimal. The comparison of sample passport image and stego image can be seen in

Fig. 3.
The visual perceptibility can be measured with the help of MSE, SNR and PSNR.

We find low MSE and high PSNR value as shown in Table 2, that proves in spite of
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Table 2 Table to show accuracy attributes after double layer embedding

Sample image Size MSE SNR (dB) PSNR (dB)

Passport1.bmp 1544 × 1113 0.0947 49.8131 58.3658

Passport2.bmp 600 × 600 0.3475 44.3124 52.7216

Passport3.bmp 800 × 599 0.3136 45.8158 53.1677

Fig. 4 Histograms of the red component of the sample passport image (1st) and stego image (2nd),

raw grayscale fingerprint (3rd) and embedded grayscale fingerprint (4th)

this double layer embedding, we get pretty satisfying PSNR, MSE values as ultimate

embedding result.

Histogram Analysis

Definition 1 A histogram is a graphical representation of the distribution of numer-

ical data. It is an estimate of the probability distribution of a continuous variable

(quantitative variable).

Without loss of generality, we select red component of sample and stego for com-

parison in Fig. 4. We see that the histograms between the passport image and the

stego image are almost the same without any imperceptible visual difference. Any

change in characteristic is hardly detectable.
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BP0 BP0 BP1 BP1 BP2 BP2 BP3 BP3 BP4 BP4 BP5 BP5 BP6 BP6 BP7 BP7
Cover Stego Cover Stego Cover Stego Cover Stego Cover Stego Cover Stego Cover Stego Cover Stego

Fig. 5 Comparison of bitplane slices of sample passport image and stego image

Bit Plane Slice Analysis

Definition 2 A bit plane of a digital discrete signal (such as image or sound) is

a set of bits corresponding to a given bit position in each of the binary numbers

representing the signal.

For example, for 8-bit data representation there are 8 bit planes: the first bit plane

contains the set of the most significant bit, and the 8th contains the least significant

bit. We divide the sample passport image and stego in eight bit slices and comparing

them pairwise in Fig. 5 in this section.

3.2 Robustness Against Sample Pair Analysis

Dumitrescu et al. [2, 3] mention that the test is valid only for natural images. We

embed PIN into the fingerprint. Fingerprint is not considered as natural image.

Hence, our method withstands the test. So our method is not breakable by Sam-

ple Pair Analysis. In other words, our distance e-voting mechanism is secured from

statistical attacks.

3.3 Robustness Against Correlation Analysis

Normalalized Correlation Coefficient (Say S) can be calculated as:

S =
∑H×W−1

x,y=0 (Ix,y × Cx,y)
∑H×W−1

i,j=0 I2x,y
(3)

In Table 3, let X be the cover image and Y be the stego image.

The sample pair test also reveals that the embedding accuracy is very high, although

it decreases for lower-size images. In the work of Kahdum [5], the calculation of

Normal Correlation Metric was done and it was found that the correlation metric

was always greater than one in every test case. But, in our paper the correlation tests

of the cover images against the stego images are less than one, although extremely

close to one, showing very high accuracy. The results are as follows (Table 4),
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Table 3 Attack test results

Set (X, Y) Size (in pixels) Correlation of X

against X

Correlation of X

against Y

Sample Pair Test

Set 1 (1113 × 1544) 1.0000 0.9999 0.0104

Set 2 (599 × 800) 1.0000 0.9999 0.0312

Set 3 (600 × 600) 1.0000 0.9994 0.2714

3.4 Performance Against Existing Techniques

Unlike the state-of-the-art works [6–8], where the fingerprints are not matched dur-

ing login and registration, but here we attempt to do so. Hence, they cannot be prop-

erly termed as a ‘Biometric’ Technique of distance voting, because they only use

fingerprints as cover images of Personal Identification Numbers or Secret Keys as

stated in technique [1]. But our method aims at introducing the matching between

two fingerprints (as grayscale images) provided at two different times, before allow-

ing the voter to cast his vote. Fingerprints are matched not in their stand-alone forms,

but in a state where the PIN is embedded into the fingerprint. This paper also presents

dual layers of security powered by LSB matching technique and MIDDE Algorithm

1, which reduces the probability of success of different attacks. Also, randomizing

the row number, in which the PIN shall be stored in, is an added advantage since it

does not follow any pattern. In the work of Rura et al. [9], it is seen that they have

used ballot papers and have implemented the concept of visual cryptography. How-

ever, this works only for black and white ballot papers. Secondly, it is not possible for

the ballot paper to be digitally recognized. Ballot papers will require manual com-

prehension to be understood. Contrary to above, in our approach, the use of LSB

and MIDDE algorithms help in the decryption of the voting details. In addition to

the work of [4], we have added a new method of conveying the voting information

securely in embedded form without taking any extra space with the fingerprint image

that was embedded in the cover.

Table 4 Normalized correlation metric value

Image sets Normalized correlation metric value

Cover image described in [5] 1

Stego image described in [5] 1.02883
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4 Conclusion

In this paper, we see that this approach to e-voting using both LSB and Multi-

bit steganography adds two layers of security, therefore being a novel approach.

This paper is resistant to statistical and visual attacks like chi-square and LSB-

Enhancement because of the randomness in the position of the PIN, which is pre-

viously encrypted. The PSNR values haves also proved to be quite good and our

MIDDE algorithm has stood the test against sample-pair analysis.
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Comparative Analysis of Classification
Techniques in Network Based Intrusion
Detection Systems

Sunil Kumar Gautam and Hari Om

Abstract An Intrusion Detection System (IDS) monitors the system events and
examines the log files in order to detect the security problem. In this paper, we
analyze the classification algorithms, especially Entropy based classification, Naïve
classifier, and J48 using KDD-CUP’99 dataset to detect the different types of
attacks. The KDD-Cup’99 dataset is a standard dataset for analysing these type of
classification techniques. In KDD-CUP’99 dataset, each instance corresponds to
either attack or normal connection. The KDD-Cup’99 dataset contains mainly four
types of attack, namely, DOS, U2R, R2L, Probe and these four types of attacks also
have subcategories attacks. In this paper, we carry out simulations on the
KDD-Cup’99 dataset for all four types of attacks and their subcategories. The back,
land, Neptune, pod, smurf, teardrop belong to DoS; the rootkit, Perl, loadmodule,
buffer-overflow belong to U2R; the FTP-write, spy, phf, guess-passwd, imap,
warezclient, warezmaster, multihop belong to R2L, and the Ipsweep, nmap,
portsweep, satan belong to the probe. The simulation results show that the entropy
based classification algorithm gives high detection rate and accuracy for normal
instances over the J48 and Naïve Bayes classifiers.
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1 Introduction

Intrusion Detection Systems have accomplished to find a real time intruder in
network systems and provide Confidentiality, Integrity, Availability (CIA) model
for data security [1]. The Internet is a platform for many users to gather and
exchange the information among them. As a result, several applications have been
developed in recent years for user’s flexibility. An IDS provides security to
information from malicious activities in a network by removing the unauthenticated
data that contains malicious programs. These systems monitor the activities of a
network and determine whether these activities are malicious or legitimate. The
malicious programs (attacks) are classified into following five different categories:
Denial of Service (DoS), User to Root (U2R), Remote to Local (R2L), Information
Gathering (Probe), and Normal. An IDS detects the intrusion by using two types of
methodologies i.e., either misuse detection or anomaly detection. The former
searches for specific patterns or sequences of programs and user behaviours that
match the well-known intrusion scenario. In contrast, the latter methodology detects
the predefined programs and also novel programs which are randomly generated by
attackers. Therefore, the anomaly detection methodology is more useful for intruder
detection [2]. Due to rapid growth of data on the network, the detection systems
need data dimensionality reduction techniques or features selection algorithms for
large dataset such as KDD-CUP’99 dataset. Feature selection algorithms or
reduction techniques minimize the dimensionality of a dataset by eliminating the
redundant features [3]. In this paper, we apply classification techniques, namely
Naïve Bayes, J48 [4], and Entropy based algorithm [5] on the KDD-CUP’99
dataset. This study shows that the entropy based algorithm is more efficient for
detecting the attacks in network based intrusion detection system. The remainder of
the paper is organized as follows. Section 2 discusses various intrusion detection
systems and Sect. 3 describes related works. Section 4 presents research method-
ologies and simulation results are described in Sect. 5. Finally, in Sect. 6 we draw
the conclusion.

2 Intrusion Detection System

An Intrusion Detection System (IDS) provides insurance of CIA features and also
examines all processes, analyzes the events in a network. It detects suspicious
activities and sends a message about the security problems to the network
administrator. The IDSs are mainly divided in two categories, namely Host based
Intrusion Detection System (HIDS) and Network based Intrusion Detection System
(NIDS). An HIDS is capable of detecting intrusions on a single system only. The
advantage of this system is that it can analyze the end-to-end encrypted commu-
nication activities. An NIDS analyses the entire network data packets as well as it
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can be applied in a single host environment. However, it cannot analyze a wireless
protocol and also detect attacks in the encrypted messages [6].

In a large dataset, detection of malicious activities is a challenging task because
the large dataset contains lot of redundant data, for instance the KDD’99, a huge
dataset, contains lot of duplicate data. Therefore, to remove the redundant data
various classification techniques such as statistical decision theory, artificial neural
network, support vector machines, Naïve Bayes classifier, and J48 are used. These
classification techniques are able to differentiate the normal and abnormal (intru-
sions) connections. This can be restricted to consider a two-class problem,
focussing on distinguishing attacks or normal patterns. The main aim is to produce
a classifier that works correctly on the unseen examples (test dataset). The KDD
(Knowledge Discovery and Data Mining) CUP’99 dataset was derived from the
DARPA in 1998. The KDD dataset contains 5 million instances with 41 features
out of which 9 are nominal features and 31 are continuous features. In this paper,
we take 10 % of the training data from the original dataset that contains 494,021
instances and the test dataset contains 331,029 instances. The KDD dataset contains
22 types of attacks, which are classified into the following four categories [7]:

• Denial of Service (DoS) attacks: In DoS, an attacker wants to keep the system
resources too busy by sending continuous requests to the server. Due to
attacker’s bogus requests, the legitimate user can’t access the machine.

• User-to-Root (U2R) attacks: In U2R, an attacker initiates with access to a
normal user account on the system and is able to exploit vulnerability to gain
root access to the system.

• Remote to Local attack (R2L): In R2L, an attacker sends the packets to a
machine over a network that exploits the machines vulnerability to illegally gain
local access as a user.

• Probe attack: In probe, an attacker scans a network to gather information or find
known vulnerabilities.

The attacks have 22 subcategories consisting of the given attacks. The back,
land, neptune, pod, smurf, teardrop belong to DoS; the rootkit, perl, loadmodule,
buffer-overflow belong to U2R; the ftp-write, spy, phf, guess-passwd, imap,
warezclient, warezmaster, multihop belong to R2L; and the Ipsweep, nmap,
portsweep, satan belong to Probe.

3 Related Work

Feature selection is a vital issue in selecting appropriate features from a dataset and
discarding the irrelevant ones. The objective of a features selection technique is to
find a subset of features that describes the given problem with minimum
degradation of performance. The feature selection algorithms have following
advantages [8]:
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• Relevant selection algorithm easily describes the dataset behaviour, which helps
to visualize the data processing.

• The feature selection algorithm reduces the dataset size, which often reduces the
computing cost.

• Simplicity that helps in using simpler models and gaining speed.

Hence, feature selection is an important aspect for developing a subset by
removing the irrelevant features from an original dataset. Researchers have
developed many features selection algorithms such as support vector machine based
techniques, correlation based techniques, chi-square test based techniques [9]. Liu
et al. propose a binary particle swarm optimization with support vector machine for
reducing the redundant features as well as computational cost. This technique
eliminates noisy features and reduces the time interval during the selection of
relevant features [10]. Feature selection is a changeling task when the dataset’s
features are unlabelled; thus requiring a new mechanism to solve this problem. The
semi supervised learning provides wrapper type. The genetic algorithm based
semi-feature selection methods change the unlabeled samples to a primary labelled
training datasets with the help of a classifier. This methodology is applicable in both
wrapper type (based on backward feature elimination) selection algorithm and
traditional filter type (select features based on discriminant criteria) feature selection
algorithms [11]. The correlation based feature selection algorithm can also be used
for feature selection with classifier-independent function. Inter-correlation between
features is also useful in selecting features [12]. Kumar et al. have used this
algorithm reducing the image features and the features of hand shape and palm
texture [13]. Liu et al. have performed dimension regression by using weighted
chi-squared test integrated with sliced inverse regression [14]. Enormous size
datasets contain several duplicates or irrelevant features that consume the time and
space in analysis process affecting the results accuracy. Erick et al. have proposed
the filter and traditional approaches for feature selection for diverse applications
such as remote sensing data. Features can be ranked individually by using filtering
methods based on the squared statistics and the feature subsets can be selected
based on their ranking [15]. The feature selection algorithms use two approaches,
i.e. traditional wrapper and filter for selecting the particular instances. Zhu et al.
have proposed a hybrid methodology for feature classification on a memetic
framework that improves the classification performance and accelerates the search
in identifying important feature subsets [16]. Julia et al. have discussed an unsu-
pervised feature selection method to reduce the higher dimensions of the dataset
that contains a number of features [17].
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4 Research Methodology

4.1 Entropy Based Classification

Gautam et al. [5] have discussed an algorithm based on entropy, which is the
average amount of information contained in the dataset. The entropy characterizes
uncertainty about the source of information. This algorithm classifies different types
of attacks. The rate of entropy is less than when the class distribution is pure, i.e. it
belongs to single class. The rate of entropy is larger when the class distribution is
impure i.e. class distribution belongs to many classes. In this paper, we take two
types of datasets, namely training and testing datasets. The entropy based classi-
fication algorithm is given below:

input: Training dataset form KDD dataset of size n × m.
Testing dataset also from KDD dataset of size n × m

n= number of attack′s records

m= number of features selected.

output: Number of records correctly classified.
Number of records incorrectly classified.
Efficiency of algorithm using confusion matrix.

4.2 J48 Algorithm

J48 algorithm, developed by Ross Quinlan, is an extension of the Iterative Dich-
tomiser (ID3) algorithm that is used for classification of class labels. The J48
algorithm is more advance than ID3 due to additional features such as accounting
for missing values, decision tree pruning, continuous attribute value ranges,
derivation of rules, etc. It creates a decision tree by divide-and-conquer paradigm to
split a root node into a subset of two partitions till the leaf node (target node) occurs
in the tree. It creates the rules for target instances and given the decision tree
structure of the dataset. The verification process in J48 is done by C4.5 algorithm.
The C4.5 is implemented on Weka tools, freely available on http://www.cs.waikato.
ac.nz/ml/weka. The Waikato Environment for Knowledge Analysis (Weka) is a
data mining tool that provides a number of options associated with tree pruning.
This tool requires a Java virtual machine (JVM) for executing J48 classes. The big
dataset is split into more than one class, which are represented by decision tree and
J48 algorithm does not contain any code for building this decision tree [4, 18–20].
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4.3 Naïve Bayes (NB)

The Naïve Bayes classifier is widely used for classification problem in data mining
and machine learning. It is more popular due to its easiness and detection rate of the
correct instances. The Naïve Bayes classifier removes the data redundancy and
improves the classification accuracy. This classifier is more popular for real time
problems due to its feature that are given below [21].

• It is not sensitive to irrelevant features.
• Independence of features is assumed.
• It is optimal if the features are really independent.
• It has low storage requirement.

The Naïve Bayes classier is applied in KDD cup’99 dataset in network based
intrusion for classifying network attacks. The Naïve Bayes has some drawback also
such as it is not suitable for high dimensional data due the underflow and overfitting
problem. Chandra et al. have solved this problem and improved the accuracy for
high dimensional dataset [22, 23]. The Naïve Bayes classification is not applicable
for miscellaneous dataset. This type of dataset contains both categorical and
numeric datasets. Hsu et al. have extended the Naïve Bayes method to solve this
issue by statistical theory when handling numeric instances [24]. In this paper, we
implement the Naïve Bayes classification by Weka tools, thus we get corrected
classified instances.

5 Experimental Results

In this paper, we have done a comparative study between the Naïve Bayes
(NB) Classifier, J48 algorithm, and Entropy based algorithm for DoS, U2R, R2L,
and Probe. The experiments have carried out on Knowledge Discovery and Data
Mining (KDD)’99 cup dataset, a real time dataset provided by Defense Advanced
Research Projects Agency (DARAPA), United States. It contains all information
about the network connection, such as protocol type, connection duration, and login
types, etc. In these experiments, we have taken 10 % of the KDD dataset. The KDD
datasets categorized in 22 sub-subcategories attacks. We have done our simulations
using MatLab and Weka tools. The WEKA tool is an open source platform inde-
pendent software which is freely available and contains several in-built datamining
and machine learning algorithms. We have used the WEKA as API in MatLab and
converted the dataset file into Attribute-Relation File Format (.arff), thus refining
the dataset. In next steps, we have calculated the classification accuracy in terms of
confusion matrix. A confusion matrix (see Table 1) contains all information about
the actual class and predicated class and classification has been done by the clas-
sification system. Further, in confusion matrix, the TP (true positive) and TN (true
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negative) combination is known as correctly classified instances; the FP (false
positive) and FN (false negative) addition is known as incorrectly classified.

Here, we have done a comparative study among the Naïve Bayes (NB) Classifier,
J48 algorithm, and our existing Entropy based algorithm for all attacks. Table 2
contains the detection accuracy rate for all Denial of Service attacks that are shown in
Fig. 1 using bar graph. Tables 3, 4 and 5 contain the detection rates of U2R, R2L and
Probe and these attacks, which have been shown in Figs. 2, 3 and 4, respectively.

Table 2 Detection Rate (%) in DoS attacks

Attacks Naive Bayes J48 algorithm Entropy based algorithm

Back 74.76 91.72 94.85
Land 92.68 93.12 94.12
Neptune 80.43 87.81 92.47
Pod 77.79 83.45 87.96
Smurf 91.82 92.34 94.59
Teardrop 87.62 90.15 92.18

Table 1 Confusion matrix

Actual class Predicated class
C NC

C TN FP
NC FN TP
Here, C Anomaly Class, NC Normal Class
TN True Negative, FP False Positive
FN False Negative, TP True Positive
Accuracy = (TN + TP)/(TN + TP + FN + FP), Precision (P) = TP/(TP + FP)

Fig. 1 Denial of service
attacks
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Table 3 Detection Rate (%) in U2R attacks

Attacks Naive Bayes J48 algorithm Entropy based algorithm

RootKit 87.21 90.75 92.65
Perl 90.41 94.25 95.49
Load Module 92.78 93.78 94.15
Buffer Overflow 94.56 95.12 95.87

Table 4 Detection Rate (%) in R2L attacks

Attacks Naive Bayes J48 algorithm Entropy based algorithm

Ftp_Write 92.85 93.78 95.78
Spy 94.58 95.77 96.15
Phf 92.78 94.65 92.16
Guess_pwd 85.19 93.78 94.18
Imp 90.12 92.43 95.29
Warezclient 78.12 88.94 91.63
Warenmaster 92.56 93.75 91.63
Multihop 89.12 91.98 93.88

Table 5 Detection Rate (%) in probe attacks

Attacks Naive Bayes J48 algorithm Entropy based algorithm

Ipsweep 86.52 90.54 93.85
Nmap 88.34 91.26 94.56
Portsweep 90.44 93.65 92.89
Satan 79.85 92.78 95.12

Fig. 2 User to root attacks
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6 Conclusions

This paper has discussed the detection rate of all individual attacks, i.e. its focus has
been on the DoS, U2R, R2L and Probe subcategories attacks. Experimentally, the
entropy based algorithm performs significantly over the Naïve Bayes classifier and
J48 algorithm. Under R2L subcategories, the Phf attack detection rate values are
comparable to that of the J48 algorithm and under Probe subcategories the Ports-
weep attack detection rate values are comparable to that of the J48 algorithm. In
future, we will use some more datasets to validate the entropy based algorithm and
also improve the results for the Phf and Portsweep attacks.

Fig. 3 Remote to local attacks

Fig. 4 Probe attacks
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A New and Resilient Image Encryption
Technique Based on Pixel Manipulation,
Value Transformation and Visual
Transformation Utilizing Single–Level
Haar Wavelet Transform

Arindrajit Seal, Shouvik Chakraborty and Kalyani Mali

Abstract Lossless image cryptography is always preferred over lossy image
cryptography. In this approach the authors have proposed a very resilient and novel
image encryption/decryption algorithm. Initially the image is first converted to
frequency components and the encryption is performed on sub-bands and the
encrypting algorithm is found to be very strong, reliable and strong. The encryption
algorithm involves pixel breakup into two parts and reversing parts of the pixel. The
results show a deviation of pixel between the images present in the original and
encrypted domains. The decryption algorithm is exactly the encryption algorithm in
reverse. The proposed algorithm is evaluated by standard measures and it is seen to
be attack-resistant to well-known attacks.

Keywords Cryptography ⋅ Lossless ⋅ Single-level Haar transform ⋅ Image
encode

1 Introduction

Cryptography is a means of concealing important information so that it is not seen
by intruders. A technique in which important information is hidden and kept a
secret while it is passed over unsecured network or communication path comprises
the basic principle of cryptography. Image encryption is different to that of text
encryption based cryptography. Image encryption are mainly of two types namely
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lossless and lossy. Lossy images are images which are not the exact replica of the
original images. If the losses are marginal then there is no problem in accepting
lossy images but generally lossless encryption is much more preferred. Various
image encoding or encryption methods can be broadly grouped into 3 major cat-
egories:-permutation of positions, transformation of values and visual transforma-
tion. The proposed algorithm uses all the three categories. The proposed algorithm
uses Discrete Wavelet Transform (DWT) with only a single-level of decomposition.
The original image is got back by using the Inverse Wavelet Transformation.

2 Related Works

There is a major difference between an image and a text. Images are very large.
Another difference lies in the fact that whenever a compression technique is used on
text there is rarely any loss. For this reason both lossy and lossless encryption is
paid heed to for images. There are two main forms of image encryption namely
Spatial Domain Cryptography and Frequency Domain Cryptography. Our proposed
algorithm uses two of these features contiguously.

The paper proceeds as follows. Sections 2.1 and 2.2 introduces the concepts of
spatial domain and Frequency domain Cryptography. Section 3 introduces the Haar
Wavelet Transform. Section 4.1 highlights the Proposed Algorithm. Section 4.2
shows us the Decryption Algorithm. Section 5 deals with Results and Discussion
and Sect. 6 deals with conclusion.

2.1 Spatial Domain Cryptography

Many schemes in the spatial domain have been proposed. Maniccam and Bourbakis
[1] proposed a lossless approach of performing compression losslessly. Bhatnagar
and Wu [2] proposed a selective method which is dependent on curves of filling of
spaces, pixels of particular locations and/or chaotic maps with nonlinear property and
decomposition using singular value. Yen and Guo [3] presented an image encoding
or encryption method which is dependent on a sequence that is binary and which is
developed from a chaotic approach. Hou [4] has used the properties of human vision
for decrypting encrypted images. In his work, the author has given three techniques
for visual encryption of a grayscale image and also color images dependent on
halftone method. Abdalla and Yahya [5] has stated a shuffle encryption method
performing nonlinear byte replacement. The method executes a shuffling operation
which is partially based on the input data and uses the key which is given by the user.
Chen et al. [6] had proposed a technique to encode a colour image using the transform
termed as ARNOLD as well as the method of interference. In their experiment, a
colour image is divided into three separate channels (Red, Green, and Blue), and
every channel is then encoded or encrypted to two unique, random phase masks.
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2.2 Frequency Domain Cryptography

Researchers have attempted to use both image or block based transform methods. In
the first case, the entire image is changed and in the second case the image pixels
are partitioned into blocks of same sizes and then each block is transformed one
after the other. Tedmori and Al-Najdawi [7] had presented a lossless technique in
the frequency transform domain. In their work, the encoding algorithm uses the
discrete cosine transform (DCT) to convert any given image into its frequency
components. The sub-bands are involved in encryption by using a weighting factor
and various swaps.

3 Haar Wavelet

The modus operandi of image transform is to lessen the correlation in the trans-
formed image so that it cannot be deciphered. The DWT is a wavelet transform
(such as Daubechies wavelets, Haar wavelet etc.) where discrete analysis of
wavelets occur. The main advantage of DWT over block-based is temporal reso-
lution where spatial and frequency information is achieved. In this paper we have
used the Haar transform. It was proposed by a Hungarian mathematician Alfred
Haar in 1910. It is very useful in real life cases of signal and image compressions in
computer engineering. The transform is derived from the Haar matrix. A fine
example of a 4 × 4 Haar transformation matrix is given in Fig. 1.

The Haar wavelet analogy or transform can be seen as a sampling process where
rows of the matrix behave as fine resolution samples.

The main function of a DWT when used in a 2-Dimensional discrete image
having N × N dimensions is: each and every row of a 2D image is made to pass
through both low-pass and a high-pass filters (Lx and Hx) and the resulting matrix
of each filter is sampled by 2nd factor to get L and H. L is the main image which is
passed through a low-pass filter and also sampled in the (horizontal) x-direction and
H is the detailed image which is passed through a high-pass filter and also sampled
in the x direction. Then we perform the same action on each and every column just
as we performed on rows as given in Fig. 2. We get four bands namely LL, LH, HL
and HH. All of the above bands are part of the frequency domain and the interesting
thing is that after applying Inverse Haar Transform we can get back the exact
original image as before. A live example of the Haar Transform of 1st level is given
in Fig. 3.

Fig. 1 The 4 × 4 Haar
transformation matrix
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4 Proposed Algorithms

4.1 Encoding Algorithm

The encryption is done using single-level Haar Wavelet Transform of the actual
image. The actual image is broken down into sub-bands by making it pass through
DWT (Discrete Wavelet Transform). The sub-bands are LL1, LH1, HL1, and HH1.
The algorithm is summarized in a flowchart as shown below in Fig. 4.

The algorithm starts at the second stage when every pixel value is converted into
its inverted binary 8 bit form. The inverted binary sequence is divided into two parts
and these are inverted separately. Two parts are concatenated and converted into its
decimal value and the original pixel is replaced with this value. The decimal value
of the reverse of the inverted binary value is taken and substituted for every pixel of
LL1. The next step involves inverting or reversing the sign of the other frequencies
by multiplying the details matrices LH1, HL1, and HH1 by a value of (−1) as
follows: LH1 - > LH1 × − 1, HL1 - > HL1 × − 1, HH1 - > HH1 × − 1.

The reason behind performing the sign reverse operation is that the value of the
sinusoid corresponds to the subtraction of the darkest and brightest portions of
the image. A value less than zero signifies contrast-reversal or inversion. Swapping
the values of LH1 with HH1 and vice versa also swapping the values of HL1 with
LL1 and vice versa is done. The resultant LL1 matrix is further vertically divided

Fig. 2 The Haar wavelet
decomposition

Fig. 3 Example of applying
Haar wavelet (original image
of Lena—Left and image
produced by Haar wavelet
transform—Right)
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into two halves, the left and the right halves are swapped. The resultant LL1 matrix
is again divided horizontally into two halves the top and the bottom halves are
swapped. Perform the single-level inverse discrete transform on the image and we
get the final encoded image.

4.2 Decryption Algorithm

Decryption is just the reverse of the encryption method. The decryption algorithm
begins with first performing a single-level Haar wavelet transform of the encoded
image. The Fig. 5 shows the block diagram of the decryption algorithm.

First we need to break LL1 into two halves upper and lower. Swap the two
halves horizontally. After that the image is broken vertically and the two halves are
swapped. Next we swap the values of LH1 with HH1 and LL1 with HL1. The next
step is to invert the sign of the other frequencies by multiplying the details coef-
ficient matrices LH1, HL1, and HH1 by a value of (−1) as follows:
LH1- > LH1 × − 1, HL1- > HL1 × − 1, HH1- > HH1 × − 1. After that
every pixel value of the LL1 band is converted into its inverted 8 bit binary
equivalent. The inverted binary sequence is divided into two parts and these are
inverted separately. The next step comprises the entire binary sequence being
inverted for every pixel. The decimal value of the reverse of the inverted binary

1st Level Wavelet De-
composition 

Every pixel value of the LL1 
band is converted into its inverted 

8 bit binary equivalent 

Following the previ-
ous step we do this for 
every pixel.

The inverted binary sequence 
is divided into two parts and 
these are inverted separately

Two parts are concatenated and converted 
into its decimal value and the original pixel 
is replaced with this value

LH1 , HL1 and HH1 are 
multiplied by -1 

Swap the values of LH1 
with HH1 , LL1 with HL1

LL1 values are vertically 
broken down into 2 halves 
and swapped

The resultant LL1 should be 
horizontally broken down and 

halves must be swapped

Perform the 1st level Inverse 
DWT on this changed image

Encoded Image

Fig. 4 The encryption algorithm
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value is taken and substituted for every pixel of LL1. Then we perform the 1st level
inverse DWT on the matrix to get the final decoded image.

5 Experimental Results and Analysis

The ultimate objective of the image encryption procedures is to produce an
encrypted image which is impossible to comprehend. Image quality will worsen
that is certain. The proposed method worsens the image quality during encryption
but at the end we get back the actual image after decrypting it. In the later sections,
different parameters and results are shown.

5.1 Correlation Coefficients

Correlation coefficients are tested in three directions namely horizontal, diagonal
and vertical directions. It is provided in the table down below.

Table 1 provides the comparison of approaches.

1st Level Wavelet 
Decomposition of the 

Encoded Image

Break LL1 into two halves 
upper and lower. Swap the two 

halves horizontally

After that the image is 
broken vertically into 
two halves and the 
halves are swapped.

Swap the values of LH1 with 
HH1 , LL1 with HL1

LH1 , HL1 and 
HH1 are mult i-
plied by -1 

The inverted binary sequence is 
divided into two parts and these are 
inverted separately

The entire binary sequence is 
inverted for every pixel.

This sequence is converted into its 
decimal value and the original pixel is 
replaced with this value

Perform the 1st 
level DWT on this 
changed image

Decoded Image

Every pixel value of the LL1 
band is converted into its 
inverted 8 bit binary equiva-
lent

Fig. 5 The decryption algorithm
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5.2 PSNR

PSNR is a short form for Peak Signal to Noise Ratio. It is a known parameter.
The PSNR results in an undefined value only if the approach is lossless.

Table 2 provides the difference of approaches.

5.3 NPCR and UACI

The effect of changing just one pixel in the actual image and then getting a com-
pletely uncorrelated encoded or encrypted image, two famous measures are
employed: Number of Pixels Change Rate (NPCR) and Unified Average Changing
Intensity (UACI).

Table 3 provides the comparison of our methods with standard methods.
Figure 6 shows few of the results of the proposed algorithms. They are given in

order to do a comparison.

Table 1 Original and encrypted image comparison

Encryption
method

Test
image

Horizontal Vertical Diagonal
Original Encrypted Original Encrypted Original Encrypted

Proposed Lena 0.946 0.0054 0.973 0.0318 0.921 0.0038
Lake 0.958 0.0024 0.958 0.0038 0.929 0.0013

Tedmori and
Najdawi [7]

Lena 0.987 0.0035 0.936 0.0025 0.927 0.0115
Lake 0.976 -0.0750 0.904 −0.0039 0.912 0.0181

Table 2 Comparison of
PSNR values

Test
image

Proposed Tedmori and
Najdawi [7]

O-D O-E O-D O-E

Lena Undefined 0.0067 Undefined 0.0027
Lake Undefined 0.0061 Undefined 0.0033

Table 3 Comparison of
NPCR and UACI values

Test
image

Proposed Tedmori and
Najdawi [5]

NPCR
%

UACI
%

NPCR
%

UACI
%

Lena 99.842 38.720 99.961 39.971
Lake 99.775 41.703 99.953 41.871
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6 Conclusion

There are various image encryption algorithms proposed in this field of image
cryptography. Our algorithm is a lossless image encryption algorithm. The
decrypted image is equal to the actual image which shows the algorithm is lossless.
Standard tests show the usefulness of the algorithm against benchmark algorithms.
Our proposed algorithm proves to be a resilient, robust and highly secure algorithm
in the field of image cryptography.

Fig. 6 From top to bottom, standard images “Lena”, “Cameraman” and “Hestain”. Right to left,
the figures show the original, encoded and decoded outputs
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A Scheme for QR Code Based Smart
Door Locks Security System Using
an ARM Computer

Suprakash Mukherjee and Subhendu Mondal

Abstract This paper deals with a new approach to implement QR codes in door
locks security. In this work an advanced security system is presented using
Unique QR Identification (or UQID) code, which is specially designed to be used in
door locks. The UQID system presented here is a new methodology implemented to
provide security services to hotel rooms along with better hospitality to guests.
A guest books a room online on the hotel website and immediately after booking a
room a QR code is emailed to the guest. The guest can save this QR code in his
phone/smart watch/tablet or any other device with a display. When visits the hotel
he simply holds this QR code against the door computer which authenticates
whether the right QR code has been presented by the guest and unlocks the door or
keeps the door locked accordingly. The QR code sent to the guest at the time of
registering for the hotel room is the QR code which is indeed the key to access the
room for the guest.

Keywords QR code ⋅ Door locks ⋅ ARM computer ⋅ Hotel security

1 Introduction

An electronic lock is usually connected to an access control system and works by
means of an electronic current. The use of smart phones have most likely increased
popularity of smart locks which have begun to be used more commonly in resi-
dential areas. Additionally, smart locks are gaining momentum in co-working
spaces and offices. Electronic lock systems implementing, passwords, security
tokens, biometrics etc. offer a variety of means of authentication; many of which are
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non exhaustive. Perhaps the most widely popular door lock is the RFID based
swipe card access control which is very popular and is used widely in hotel doors.

The proposed system presented here uses implicit web based authentication
because of which the guest does not need to carry any extra tangible key in his/her
pocket since the system can unlock information get key to the room is in the phone
of the guest in the form of an image. The UQID code based entry system is unique
as it does away with traditional keys and swipe cards. This system so developed
uses a simple web interface where in approved users are added to a MySQL
database along with their hash encrypted representative user specific string of the
generated UQID code. This UQID code so generated is emailed to the respective
user’s address using a simple MTP (Mail Transfer Protocol). The end user client
used here in this scheme is an ARM based Linux computer that has capability to
scan UQID codes via a system connected CMOS imaging sensor.

The end user or the guest needs to perform some simple tasks in order to use this
system. A guest registers online on the hotel website to book a room in a particular
date range. On successful completion of room booking the guest receives an email
with a QR code attachment in the form of an image file. The guest at the time of
his/her arrival at the hotel uses the same QR code as the key to enter the respective
room after check in. Since this QR code is an image file the guest can simply
download it into his phone/smart watch/tablet or any other display device. The
guest needs to just hold this QR code to be scanned by a CMOS imaging sensor
connected to the ARM computer at the door which has the capability to scan and
authenticate the QR code and unlock the door upon its validation.

The system uses MD-5 cryptographic hash encryption during the validation of
the QR code. Details about the implementation of this have been described under
the Sect. 2.2 of this paper.

2 Schematics

The UQID system mainly consists of the two system components for the proper
implementation of the system, namely the hotel website and the client ARM
computer at the door. The real time implementation of the system used is a
Raspberry Pi B+ embedded Linux ARM computer connected to a Logitech USB
standard webcam (CMOS imaging sensor) and the demo hotel website which has
been built on PHP and it uses MySQL database.

2.1 Algorithm and Functional Description

The UQID system involves a series of processes that are carried out when a guest
books a room on the hotel website. The complete technical functionality of the
system has been described. When a guest books a room successfully on the hotel
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website a 16 bit alphanumeric unique ID/random number is generated on the hotel
web server. This randomly generated number undergoes two processes. Firstly, it’s
representative QR code is generated and emailed to the guest to the registered
email. Secondly, the unique ID and valid timeframe information is transmitted to
the hotel onsite server behind firewall. A MD5-1way cryptographic hash of the
unique ID is generated by using the PHP md5() built in function. This hash is saved
in the hotel database. Note that neither the unique ID nor the QR code is saved
anywhere in the database after. Any traces of these are immediately deleted from
the server after the QR code is mailed and the hash is generated. Only the hash is
saved in the database. This hash is then sent to the client door ARM computer.
The QR code is created by using the PHP qrlib [1, 2] which is an open source
library downloaded from sourceforge.net. The following figures describe the pro-
cess of QR code generation using the qrlib library in PHP on the hotel web server
(Figs. 1, 2, 3 and 4).

When the guest wants to access his hotel room he presents his QR code he
received at the time of booking to the CMOS imaging sensor connected to the ARM
computer. The QR code is scanned and decoded into its original unique ID using
ZBar. ZBar is an open source barcode and 2D barcode (QR code) reading software
package. After the QR code is decoded it’s respective MD5 cryptographic hash is
generated by using “hashlib” which is a built in python library. This hash generated
at the door computer is matched with the hash received from the hotel web server. If
the hashes match the door disengages for 10 s before it engages back again. If the
hashes do not match the door remains engaged and the information is recorded.

The MD5-hash encryption and its properties are discussed in detail under
Sect. 2.2 of the paper.

Fig. 1 QR code generation using PHP QR code open source library
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Fig. 2 The functional description of the system

Fig. 3 Physical appearance of the demo hotel website

616 Suprakash Mukherjee and Subhendu Mondal



2.2 Software Security

The system as described above implements MD5 cryptographic hash encryption.
The MD5 message-digest algorithm is a widely used cryptographic hash function
producing a 128-bit (16-byte) hash value, typically expressed in text format as a 32
digit hexadecimal number. MD5 is commonly used to verify data integrity and has
also been utilized in a wide variety of cryptographic applications.

A cryptographic hash function is a hash function which is considered practically
impossible to invert, that is, to recreate the input data from its hash value alone [3].
MD5-1 way cryptographic hash encryption is a one way process (i.e., a hash can be
created from an id but not the other way round) so even if the security of the
database is compromised and a hacker is able to retrieve the hashes from the
website, one cannot create a new copy of the QR code to gain access to the room
since neither any QR code or any unique id is saved in the database. Rather only the
cryptographic hash is saved, which as explained earlier is a one way process, hence
the unique ID can never be traced from a hash.

Moreover the system uses an ARM computer that runs embedded Linux. The
primary difference between Linux and many other popular contemporary operating
systems is that the Linux kernel and other components are free and open-source
software. Due to its low cost and ease of customization, Linux is often used in
embedded systems. Linux is also an enough secure and stable platform that
enhances security of the system here.

Fig. 4 Physical appearance of the door computer and webcam

A Scheme for QR Code Based Smart Door Locks … 617



2.3 Real Time Implementation of the System

The real time implementation of the proposed system comprised of the hotel
website built on PHP and it uses MySQL database. On the client end the door
computer used is a Raspberry Pi B+ ARM computer running Linux. A Logitech
C310 standard USB webcam is connected to the Raspberry Pi. To show the status
of whether the electric door lock is engaged or disengaged two Leds have been
used, one indicating that the door is locked while other indicates that it is unlocked.
The Raspberry Pi is connected to the internet via the Ethernet port through which it
is linked to the hotel web server. Apart from these an open source software package
called ZBar has been implemented in the UQID system that is used for reading and
decoding the QR codes. ZBar [4] has various features that enhances the efficiency
of the UQID system greatly. Some of the features of ZBar are listed below [4].

• Cross platform-Windows, Linux, Unix, iOS, embedded etc.
• Real time scanning and high speed.
• Small memory footprint.
• Small code size—the EAN decoder and core scanner represent under 1 K lines

of C code.
• Not limited to images also can be used for real time video feed.
• No floating point operations.
• Works fine for embedded applications using inexpensive hardware and

processors.

The figures above show the physical outlook of the system in the real time
simulation process (Figs. 3 and 4).

3 Analysis of Efficacy of the System

3.1 Advantages

3.1.1 Uniqueness of UQID System Over RFID/Swipe
Card Based Systems

There are various reasons that make this system more efficient and better in many
aspects with respect to the conventional swipe card based door lock systems which
are mostly popular with hotel room security. A few features of the UQID system
which gives it an edge over the other conventional systems are pointed out below:

• The guest need not carry any extra weight in his/her pocket since the key to the
room is in the phone of the guest in the form of an image. Whereas in swipe card
access a card is needed to be carried, this adds to an extra weight and occupies
extra room in the wallet of the guest.
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• If there are multiple guests (a group of friends/family) sharing the same room
then the QR code can be easily shared among them so that all of them can
independently gain access to the room. In case of swipe card access it would not
be possible without having multiple cards for each room.

• In case a guest loses the QR code he can simply download it again from the
email he received or request a new QR code from the hotel website instead of
bothering the hotel staff with such small issues. Requesting a new QR code on
the website would immediately email him a new generated QR code while
invalidating the previous one.

• Implementing the UQID system also gives an impressive response time. The
response time (time gap between presenting the QR code and unlocking the
door) of the system has been experimentally found out to be less than 1 s.

• The system is completely automated and networked. So information regarding
when some person has entered the room or left is saved in the database which
can be easily fetched if required under any issue.

• This system is compatible with all pre-existing electronic locks. So upgrading
the hotel security system is cost-friendly and easy. Any pre-existing lock can be
easily hooked up to the system and the system is ready for operation.

• One of the most important factor that gives the UQID system that it has an
estimated cheap installation cost and maintenance cost. Also this system doesn’t
require additional cost incurred in RFID based systems due to the physical keys.

• This system can also work on cheap hardware like cheaper camera to read the
QR codes. Also QR code reading is much faster for an optical device than
reading bar codes.

• The system also uses MD5-1 way cryptographic has encryption which also lets
the system achieve good security. The security provided in the system is better
explained in the Sect. 2.2 of the paper.

• If the guest has a smart watch he can more easily use the QR code with the help
of that to access the room. Also if the guest has no device at all he can simply
print it from the kiosk or the front desk and that would also work equally well.

• The maintenance cost is also quiet less and can be further reduced by making the
hardware minimalistic and modular.

3.1.2 Uniqueness of UQID System Over Other QR-Code/Bar
Code Based Security Systems

There are many variants of door security solutions implementing QR codes in the
system that are available in the market. But the way things have been implemented
so far in this technology has various drawbacks due to which QR code door security
facilities aren’t so popular. Most QR code implementing door security facilities
implement the technique the other way round i.e., instead of the user having the QR
code, the QR code is on the door front and the user through his/her smart phone,
tablet, other QR code reading devices has to scan the QR code and when the
scanning is done by the registered gadget for the door then the lock disengages.
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• Response time for such systems is more since there are a number of steps on the
guest end that he has to do to access the room. Also delays in the server side and
slow internet connection on the guest’s device are problems often faced in such
systems. Whereas the response time (gap between presenting the QR code and
disengaging the lock) in the UQID system is less than 1 s.

• User’s gadget failure and breakdown would lead to many hassles involved in
both the users and service providers end. On the other hand in the UQID system
even if there is a gadget failure the user can still print out the QR code from the
front desk or kiosk and use it as a temporary key to access the room.

• Maintenance cost of such systems involves greater budget and more expert
personals. The UQID system is easy to install and use and also has low
maintenance budget.

• Such systems require firstly internet on the scanning device or some other
connectivity to correctly send the server the QR code information from the
registered gadget to disengage the lock. The UQID system implements QR
codes the other way round. The user has a QR code instead. So no need for high
end gadgets and internet required by the guest.

• Moreover an app on the smart gadget is required with a good camera to read the
QR code, which means the user needs to spend on a better gadget to use the
system. UQID system just requires a decent sized display device that can display
the QR code to unlock the door.

• These kinds of system not only involve greater expenditure on the side of the
guest but also expenses are more on the system installer. The UQID system is
cheaper and user friendly on both ends.

• Bar codes require more expensive readers. UQID system can run on a budget
camera as used in the project here due to use of QR codes.

3.2 Limitations of the System

Like every technology this system also has a limitation i.e., the QR code can easily
be copied and thus reach unwanted people. So it would be advisory to the
guest/user to keep the QR code safe in their gadgets and see to it that no unwanted
person is able to access the QR code in their device or simply steal it by copying.
But on the up side the existing electronic door locks are even more vulnerable to
attack by hackers than the UQID.

4 Discussions

Security systems have a wide range of applications. The UQID system can not only
bring better hospitality solutions in hotels but also can be put to a number of uses.
Home automation is one of the upcoming technologies where smarter systems are
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being developed. QR code authentication as a home security solution can prove to
be one of the user friendly and cost effective technologies to the latter. QR code
authentication gets rid of conventional keys like swipe card/tokens and gives a
much more portable solution to this. Also unlike systems that implement biometrics
the UQID system is much cheaper facilitating good software security as well. Using
smarter door security has also increasingly risen in the past decade in offices as
well. Most of the offices in the world now use smarter systems in door security and
thus this calls an urgent need to provide a cost effective as well as secure solution
along with easy usability on the customer’s end. Since smart phones are getting
increasingly popular it is becoming a general demand of the consumers to give them
the freedom to do all tasks they perform in their day to day life through their smart
phone. The UQID system thus solves various problems faced in the hospitality
industry at a very appealing cost. This system provides complete automation in
security with lesser maintenance and system monitoring requirements. On an
overall note the UQID system provides decent mechanical and software security
solutions at a very effective cost and minimalistic design with better hospitality to
guest and users using the system.
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Image Steganography Using BitPlane
Complexity Segmentation and Hessenberg
QR Method

Barnali Gupta Banik and Samir Kumar Bandyopadhyay

Abstract Image Steganography is an immemorial technique of data hiding behind
an Image known as vessel image, camouflaging the covert image from the outside
world. In this paper a novel algorithm of image steganography has been proposed
where two techniques are used—(i) Bit Plane Complexity Segmentation (BPCS)
analysis and (ii) QR Decomposition of linear algebra to choose the region where the
full secret message is embedded without exposing its existence.

Keywords Bit plane complexity segmentation ⋅ Image steganography ⋅ QR
decomposition

1 Introduction

There are different techniques available for image steganography. However Bit
Plane Complexity Segmentation Analysis is comparatively new and less explored
till date. As image can be defined as a matrix of pixel values, thus it is useful to
operate techniques of linear algebra over image. After rigorous study it has been
found that QR decomposition technique of linear algebra is never been applied in
image steganography. In this paper the same technique is applied along with BPCS
analysis for image steganography which shows very good result at the end.
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2 Literature Survey

One of the important factors of Image Steganography technique is capacity of secret
message. Traditional techniques of LSB substitutions use only least significant bit
(LSB) or sometimes multiple LSB to embed secret data [1]. But repeated testing has
shown that such substitution can carried out till 5th least significant bit at maxi-
mum. After 5th bit substitution, secret message starts revealing its existence which
is against the objective of steganography [2]. An experiment has shown that in case
of 24 bit true color image, capacity of embedding secret image is 1/8th of the total
size. Other popular image steganography method to embed secret data in transform
domain can be carried out either by using Discrete Cosine Transformation (DCT) or
by Discrete Wavelet Transformation (DWT) techniques. In DCT, the
mid-frequency band is explored to embed secret data by comparing nearly equiv-
alent coefficient values. In DWT, low frequency components holds actual image
data, hence high frequency components can be used to embed secret message data
[3]. After analyzing aforementioned traditional techniques it can be stated that the
capacity of the secret message doesn’t go beyond 10 % of the cover image. In [4],
authors have explored the concept that human cannot perceive any change in shape
information in a complex binary pattern. That entire section can be replaced with
secret message data in BPCS steganography, thus using this technique capacity of
secret data insertion may increase up to 50 % original vessel data.

A. Bit Plane Complexity Segmentation

Bit-Plane Complexity Segmentation (BPCS) Steganography was developed by
Kawaguchi and Eason in [4, 5]. The first step of BPCS is conversion of normal
image to Canonical Gray Code (CGC) from Pure Binary Code (PBC). All natural
images are coded with PBC. However it has major drawbacks of ‘Hamming Cliff’
which signifies two numerical nearby values may have their bit representations with
larger hamming distance [6]. An example can be drawn using two integers 7 and 8
are represented with PBC with 4 bits, it comes like—0111 and 1000. Here ham-
ming distance is 4 which is quite high indicating a small change in pixel values may
reflect much in output. To overcome this problem it is better to use Gray code
which ensures hamming distance among two successive numbers is always 1. PBC
provides much better region for secret data embedding in BPCS. But due to
Hamming Cliff problem, CGC is preferred over PBC in BPCS [7]. Binary code can
be easily converted to gray code by using the following formula:

g = g1gk
gk = bk− 1⊕bk

ð1Þ
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where bk = b1, b2,…bn, b1 is the most significant representation and ⊕ represents
XOR operation Table 1.

The next step of BPCS is to decompose the image into set of bit planes, which is
also known as bit plane slicing. An image is accumulation of pixels. Suppose 1
pixel can be represented by 8 bits—then it can be imagined that the image can be
sliced into 8 bit planes [5] where plane 1 contains all least significant bit (LSB),
plane 2 contains all 2nd least significant bits, and likewise plane 8 contains all most
significant bits (MSB) as shown in Fig. 1.

If an image I is comprised of n bit pixel, those can be disintegrated to a series on
n binary images. For gray-scale image, it would be

I = I1, I2, I3, . . . . Inð Þ

If I is a color image then,

I = IR1, IR2, . . . .IRn, IG1, IG2, .., IGn, . . . IB1, IB2, .., IBnð Þ ð2Þ

where IR1, IG1, IB1 is most significant bit (MSB) plane and IRn, IGn, IBn is least
significant bit (LSB) plane. The complexity of each bit plane increases from MSB
to LSB monotonically [8].

Table 1 Table for comparing Hamming distance between PBC and CGC

Decimal Binary Hamming distance Gray Hamming distance

1 0001 – 0001 1
2 0010 2 0011 1
3 0011 1 0010 1
4 0100 3 0110 1
5 0101 1 0111 1
6 0110 2 0101 1
7 0111 1 0100 1
8 1000 4 1100 1

----- Bit Plane 8 (MSB)
----- Bit Plane 7
----- Bit Plane 6
----- Bit Plane 5
----- Bit Plane 4
----- Bit Plane 3
----- Bit Plane 2
----- Bit Plane 1(LSB)

Fig. 1 Bit plane slicing of an
image
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Third step of this method is to divide each bit plane into 8 × 8 consecutive and
non-overlapping blocks followed by calculating complexity of each block. If the
complexity of an image block is larger than the threshold (typically 0.3) then that
block is regarded as noise like region. Secret data can be inserted with highest
precision in these noise like regions which are the most complex part of the vessel
image and hence very much suitable for data embedding.

Image complexity has been initially defined by the American mathematician
George David Birkhoff as number of elements the image consists of [9]. In [4]
Kawaguchi and Eason used black-and-white border’s length of an image as a
parameter to formulate image complexity. The image is treated as complex when
border is lengthy, else it can be considered as simple. The black-and-white border’s
entire length is same with total count of differing color by the rows and columns of
an image. It is assumed that the image frame hassquare 2 m × 2 m pixels where m
is 8 to 12 for normal images.

In [10], authors have shown that the minimum number of color changes in an
image is 0 and maximum is 2 × 2m × (2m − 1). The Image Complexity denoted
by α of m × m binary image has been defined as:

α=
k

2× 2m × ð2m − 1Þ , 0≤ α≤ 1 ð3Þ

where, k denotes black-and-white border’s complete length of the given image.
In BPCS method, image is segmented without any information about its content.

Sometimes it may happen that a bit plane is in between of noisy and informative
region. In that case black-and-white border complexity α may depict the block as
complex and embedding data there may reveal its existence at the end. To cope with
such issue, in [10]—another 2 complexity measures have been suggested which are
run-length irregularity and border noisiness. If a bit plane has significant run-length
irregularity as well as large border noisiness, it can be treated as complex one.

B. QR Decomposition of Upper Hessenberg Matrices

In linear algebra, QR decomposition of a matrix A into a product of Q and R can
be shown as—

A=QR ð4Þ

where Q is orthogonal matrix satisfies a condition of QTQ = I, where QT is the
transform of Q, I is Identity Matrix and R is upper triangular matrix.

By reversing the order of the product of Q and R, the below equation can be
derived

RQ=Q*AQ ð5Þ
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where Q * AQ is the similarity transformation of A. This generates a sequence of
matrices Ak starting with A0 = A and given by:

Ak =RkQk ð6Þ

where Qk and Rk represents QR factorization of Ak−1 such that Ak−1 = QkRk

This decomposition is used to solve linear systems of equations [11]. Generally
Gram Schmidt method is applied for basic QR decomposition [12, 13], the com-
plexity of which is O (n3). This method is a bit slow and expensive as it needs more
repeated steps to reach convergence. In such case time complexity can increase up
to O (n4) which implies scope for further improvement [14]. The desired
improvement can be achieved in this algorithm by introducing Hessenberg matrix,
the structure of which is given below:

H=

u ⋯ ⋯ ⋯ u
u ⋱ ⋮
0 ⋱ ⋱ ⋮
⋮ ⋱ ⋱ ⋱ u
0 ⋯ 0 u u

2
66664

3
77775 ð7Þ

A matrix H ∈ ℂnxn is called Hessenberg Matrix if its elements below the lower
off diagonal are zeros, hi,j = 0 when i > j + 1. The matrix H is called unreduced
Hessenberg matrix if hi,j+1 ≠ 0∀i = 1, 2, .., n − 1.

To reduce the time complexity of decomposition technique down to O(n2), the
following two step approach has been considered:

STEP I: Compute Hessenberg Matrix H
It is beneficial to use Householder reflector to reduce Hessenberg Matrix [15].
A matrix P ∈ ℂnxn of form P = I – 2uu* where u ∈ ℂ and uk k=1 is called a
Household reflector. Household reflector has some favorable properties like:

(a) It is always hermitian P = P*

(b) It is always orthogonal since, P2 = I
(c) It satisfies Px= αe1 where x is vector, α: = ρ xk k, ρ=±1, e1 is the unit vector.

These properties lead to formula given below:

u=
x−∝e1
x−∝e1k k =

z

zk k′ , where z: = x−∝e1 =
x1− ρ xk k

x2
⋮
xn

2
64

3
75 ð8Þ
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The algorithm for computing Hessenberg Matrix is given below:
Algorithm 1 for computing Hessenberg Matrix.

STEP II: Apply Basic QR method to Matrix H
In linear algebra, ‘Givens rotation’ is defined as a rotation in a plane spanned by
two coordinate axes and named by its inventor Wallace Givens. The QR decom-
position can be applied to a Hessenberg matrix H using Givens rotation, which can
be represented by the following matrix:

G i, j, θð Þ=

1 ⋯ 0 ⋯ 0 ⋯ 0
⋮ ⋱ ⋮ ⋮ ⋮
0 ⋯ k ⋯ − l ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮
0 ⋯ l ⋯ k ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮
0 ⋯ 0 ⋯ 0 ⋯ 1

2
666666664

3
777777775

ð9Þ

where θ = [k, l], k = cosθ and l = sinθ appear at the junction of ith row and jth
column.

As stated in [16], QR decomposition computes QTA = R. Let [k, l] = givens (a,
b) which calculates k and l such that,

k − l
l k

� �T a
b

� �
=

r
0

� �
, where r =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + b2

p

Now, let G (i, j, k, l)T is givens rotation matrix which revolves ith and jth
elements of a vector v clockwise by an angle θ so that cos θ = k and sin θ = l, such
that if vi = a and vj = b, then the updated vector will be u = G(i, j, k, l)T v, where
ui = r=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + b2

p
and uj = 0.
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The QR factorization of m × n matrix H is evaluated as follows:
Algorithm 2 for computing QR factorization.

End;
End;

3 Proposed Method

In this research article, it is proposing to analyze the cover image first using Bit
plane Complexity Segmentation to choose the region for secret image embedding
without revealing its existence. In the next step by using QR decomposition the
secret message embedding has been performed.

The steps for embedding algorithm are as below:

STEP-1: Convert the cover image from Pure Binary Coding to
Canonical Gray Coding.

STEP-2: Segment the image into several bit planes.
STEP-3: Calculate complexity of bit planes by Eq. (3)
STEP-4: Choose the noisy bit plane whose α > 0.3
STEP-5: After selection of noisy bit plane prepare this as a

matrix.
STEP-6: Apply algorithm 1 to get Hessenberg Matrix of the

selected matrix.
STEP-7: Apply algorithm 2 to decompose the matrix into Q and R

part
STEP-8: Divide the secret image into series of blocks
STEP-9: Embed the secret image at the Q part by two steps:

(a) Calculate pseudo random number p
(b) To encrypt message use, C = Q + p*S where C is stego

bit plane and S is the secret message
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STEP-10: Calculate M = C x R;
STEP-11: Reconstruct M as stego image.

Retrieving secret message from stego image can be done by the extraction
algorithm:

STEP-1: Retrieve the stego bit plane from the Stego Image by
calculating complexity of bit planes.

STEP-2: Get the secret information by compare the stego bit
plane with original bit plane like Qs =Qc −Qo p̸ where
Qs is the Q part of secret image, Qc is the Q part of
stego bit plane, Qo is the Q part of original bit
plane.

STEP-3: Calculate N=Qs × R
STEP-4: Prepare N as secret image.

4 Results and Analysis

The result of the proposed embedding algorithm has been shown in the Fig. 2. First
the cover image is broken into 8 bitplanes followed by each bit plane’s complexity
has been calculated. Depending on the bitplane complexity one bitplane is chosen
as cover media where the secret message is embedded resulting stego bit plane.
Finally stego image is constructed using this stego bit plane along with rest 7
bitplanes. There is no such perceptual difference found between original cover
image and the stego image.

Using the extraction algorithm, the secret image can be successfully recovered
from the stego image. The Peak Signal to Noise Ratio (PSNR) for original cover
image and stego image has been calculated shown in Table 2, which is quite high
and impressive value. Also the quality measurement has been done using SSIM
(Structural SIMilarity) Index. SSIM for stego and original cover image is close to 1
which implies that there are no structural differences between these images. Here
lies the successfulness of this algorithm showing very high quality stego image
although it contains the secret message.
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Bit Plane 1

Bit Plane 2

Bit Plane 3

Bit Plane 4 Secret Image     Stego Bit Plane

Cover Image Bit Plane 5 Stego Image

Bit Plane 6

Bit Plane 7

Bit Plane 8

Fig. 2 Implementation of proposed embedding algorithm
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5 Conclusion

There are different techniques already in place for image steganography. However
in this article, a novel approach to embed the secret image within the cover image
has been proposed using BPCS and Hessenberg QR method which was not
explored before. The main objective of steganography are hiding data without
revealing existence of it as well as recovering the secret message without damaging
the content—both of these objectives are maintained here. As both PSNR and SSIM
Index shows very good result, thus the proposed approach can be considered as
successful for implementing image steganography.
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A Novel Scheme for Analyzing Confusion
Characteristics of Block Ciphers

Dipanjan Bhowmik, Avijit Datta and Sharad Sinha

Abstract In this paper, a scheme aimed at analyzing the confusion characteristics
of block ciphers has been proposed. The scheme analyzes the S-Boxes which are
the source of confusion in block cipher. The test results obtained from the appli-
cation of the proposed scheme on DES S-Boxes as well as on sole AES S-Box has
been listed in the paper. The proposed scheme subsequently could very well be a
part of a good test suit aimed at comprehensively analyzing the cryptographic
strength of block ciphers.

Keywords Block cipher ⋅ Confusion ⋅ S-Boxes

1 Introduction

According to Shannon [9], the cryptographic strength of a block cipher is primarily
defined by two aspects, namely confusion and diffusion. On one hand, diffusion
analyzes the degree of randomness in the ciphertext given a plaintext, on the other
hand, confusion measures the degree of non-linearity in the ciphertext for a given
plaintext.

Linearity can be understood using the following analogy. Suppose an arbitrary
input with property X is taken and put into a magic box. If the output property Y of
the magic box can be guessed with some degree of confidence, then the magic box
is said to be somewhat linear.
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In case of block ciphers, the section that is responsible for non-linearity or
confusion are the Substitution Boxes or the S-Boxes. So, when it is said that the
confusion characteristic of a block cipher is to be analyzed, it actually means
analyzing the underlying S-Boxes.

Till date many properties have been laid down which an S-Box should posses. In
general, the characteristics that must be met by an S-Box [1, 6, 8] are:

• Bijection: When the S-Box is n × n bits, the mapping between input vector
and output vector must be injective (one-one) and surjective (onto). However,
this property does not hold true if the S-Box is m × n bits where m ≠ n.

• Balance: It requires that each and every Boolean vector responsible for the
S-Box must have equal number of 0s and 1s.

• Non-linearity: It means that S-Box should not be a linear mapping between the
input and the output. If an S-Box is somewhat linear, then attacks such as Linear
Cryptanalysis due to Matsui [5] exist which will exploit the linearity of the
S-Box to break the cipher. If an S-Box is designed in a way that it achieves high
degree of non-linearity, then it will give a bad approximation when approxi-
mated with linear Boolean Functions, which will make the cryptosystem diffi-
cult to break.

• Strict Avalanche Criterion: The Strict Avalanche Criterion (SAC) requires that
if any input bit is changed, then each output bit must change with a probability
of one-half. In other words, it can be stated that if an input bit changes there
should be significant, as well as random, changes in the output vector. Though
this is essentially referred to as the diffusion characteristic of the cipher, a good
S-Box also plays an important role in achieving this property. An S-Box with
good cryptographic strength should have 50 % dependency on each input bit.

• Bit Independence Criterion: The Bit Relationship Criterion, also referred to as
the Correlation Immunity, requires that each output bit should act indepen-
dently from each other. That is, there should not be any dependence of one
output bit on any other output bit.

2 Proposed Scheme

The testing algorithm proposed in this paper primarily addresses the last two
properties mentioned above, namely the Strict Avalanche Criterion (SAC) and Bit
Independence Criterion (BIC). It binds both the properties into a single test. The
proposed scheme takes as input an m × n S-Box and produces two upper trian-
gular matrices, namely BRT matrix and BRT_Total matrix. Figure 1 shows a
schematic diagram of an m × n S-Box [7].

The algorithm goes through all possible m-bit input vectors and from each of the
input vectors, it generates the n-bit output vector. After obtaining the original output
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vector, each of the input bits is flipped (one at a time) and this produces a different
output vector, which is then bitwise XORed with the original output vector to
generate a row of the SAC matrix [2]. Thus, for each original input vector a
corresponding SAC matrix of order m × n is generated. Each possible pair of
columns are then compared to generate the upper triangular matrix for the particular
input. This process is then repeated for all possible input vectors and ultimately the
upper triangular matrix BRT_Total is generated, which gives an overall perspective
of The Strict Avalanche Criterion and The Bit Independence Criterion.

2.1 Algorithm

Input: an m × n S-Box.

Method:

1. For each possible input P (m-bits) 
a. Obtain the output C (n-bits) corresponding to the given m-bit input.
b. For each of the m bits in the original input

i. Flip the ith bit
ii. Use the modified input to obtain the output from the S box

iii. Store it as the ith vector in the OUT matrix.
iv. Bitwise XOR the output obtained in the above step with 

the original output C and store the same as the ith entry of 
the SAC matrix.

c. Compare each column ( say i) of the SAC matrix with every other 
Column (say j), count the number of matches and store the count as 
the jth entry of the ith row of the BRT matrix.

d. Add the count obtained in the previous step to the (I,j)th entry of the 
BRT-Total matrix.

Output:

1. BRT-Total matrix that gives an overall perspective.
2. BRT matrices that is concerned with a particular input vector.

S-BoxI1

I2

Im

O1

O2

On

Fig. 1 S-Box
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2.2 Objective

The objective of the algorithm is to analyze the confusion characteristics of the
underlying block cipher. As Substitution boxes (S-Boxes) are the source of con-
fusion in most Block ciphers, the algorithm ultimately analyzes the security aspects
of the S-Boxes. The characteristics of the underlying S-Boxes, which are tested
using this test are:

1. Bit Independence Criterion
2. Strict Avalanche Criterion.

3 Experimental Results

Two of the most widely documented block ciphers were put to test, the results are
presented in Sects. 3.1 and 3.2.

3.1 Experimental Results for DES S-Boxes

The S-Boxes of Data Encryption System (DES) [3] were put to test using the
proposed approach. The results obtained are depicted in Table 1.

Moreover, the detailed output corresponding to input X = (56)10 are as follows:
X = 56, Y = 3
—THe OUTput matrix corresponding to X = 56—

1 0 1 0 10
1 0 1 0 10
0 1 0 1 5
1 1 1 1 15

Table 1 Experimental results for DES S-Boxes

S-Box# Expected
mean

Observed
mean

Variance Standard
deviation

Coefficient of
variance

1 192 168.6667 73.06667 8.547904 5.067927
2 192 172.0000 64.0000 8.000000 4.651163
3 192 182.6667 36.26667 6.022181 3.296815
4 192 162.6667 324.2667 18.00741 11.07013
5 192 172.6667 79.46667 8.914408 5.162784
6 192 176.6667 124.2667 11.1475 6.309903
7 192 183.3333 130.6667 11.43095 6.235065

8 192 172.6667 41.06667 6.408328 3.711387
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1 1 0 1 13
0 1 0 1 5

—THe SAC matrix corresponding to X = 56—

1 0 0 1
1 0 0 1
0 1 1 0
1 1 0 0
1 1 1 0
0 1 1 0
Bit Relationship Factor between Col 0 and Col 1 = 1
Bit Relationship Factor between Col 0 and Col 2 = 0
Bit Relationship Factor between Col 0 and Col 3 = 4
Bit Relationship Factor between Col 1 and col 2 = 5
Bit Relationship Factor between Col 1 and Col 3 = 1
Bit Relationship Factor between Col 2 and Col 3 = 2

Expected mean 3
Observed mean 2.166667
Variance 3.766667

S.D 1.94079
Coefficient of variance 89.57493

3.2 Experimental Results for AES S-Box

The lone S-Box of Advanced Encryption Standard (AES) [4] was also put to test
using the proposed approach, the results of which are as follows:

Expected mean 1024
Observed mean 1144
Variance 1430.519
S.D 37.8222
Coefficient of variance 3.306136

The detailed results corresponding to input X = (250)10 are obtained as follows:
X = 250, Y = 45
—THe OUTput matrix corresponding to X = 250—

0 0 0 0 1 1 1 1 15
1 0 0 1 1 0 1 1 155
1 0 1 1 1 0 1 1 187
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1 0 0 0 1 0 0 1 137
0 0 1 0 1 1 0 1 45
0 1 0 1 0 1 1 1 87
1 1 1 1 0 1 0 0 244
1 1 0 1 1 0 1 0 218

—THe SAC matrix corresponding to X = 250—

0 0 1 0 0 0 1 0
1 0 1 1 0 1 1 0
1 0 0 1 0 1 1 0
1 0 1 0 0 1 0 0
0 0 0 0 0 0 0 0
0 1 1 1 1 0 1 0
1 1 0 1 1 0 0 1
1 1 1 1 0 1 1 1
Bit Relationship Factor between Col 0 and Col 1 = 3
Bit Relationship Factor between Col 0 and Col 2 = 4
Bit Relationship Factor between Col 0 and Col 3 = 6
Bit Relationship Factor between Col 0 and Bol 4 = 5
Bit Relationship Factor between Col 0 and Col 5 = 3
Bit Relationship Factor between Col 0 and Col 6 = 7
Bit Relationship Factor between Col 0 and Col 7 = 5
Bit Relationship Factor between Col 1 and Col 2 = 5
Bit Relationship Factor between Col 1 and Col 3 = 3
Bit Relationship Factor between Col 1 and Col 4 = 6
Bit Relationship Factor between Col 1 and Col 5 = 6
Bit Relationship Factor between Col 1 and Col 6 = 4
Bit Relationship Factor between Col 1 and Col 7 = 4
Bit Relationship Factor between Col 2 and Col 3 = 2
Bit Relationship Factor between Col 2 and Col 4 = 5
Bit Relationship Factor between Col 2 and Col 5 = 5
Bit Relationship Factor between Col 2 and Col 6 = 3
Bit Relationship Factor between Col 2 and Col 7 = 7
Bit Relationship Factor between Col 3 and Col 4 = 5
Bit Relationship Factor between Col 3 and Col 5 = 3
Bit Relationship Factor between Col 3 and Col 6 = 7
Bit Relationship Factor between Col 3 and Col 7 = 3
Bit Relationship Factor between Col 4 and Col 5 = 4
Bit Relationship Factor between Col 4 and Col 6 = 6
Bit Relationship Factor between Col 4 and Col 7 = 6
Bit Relationship Factor between Col 5 and Col 6 = 4
Bit Relationship Factor between Col 5 and Col 7 = 4
Bit Relationship Factor between Col 6 and Col 7 = 4
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3.3 Discussion

From these results, it is clear that DES S-Boxes vary a great deal with respect to Bit
Independence Criterion as well as Strict Avalanche Criterion, which is certainly not
ideal. On the other hand, the sole AES S-Box shows relatively better statistical
properties with respect to Bit Independence Criterion and Strict Avalanche Crite-
rion. In other words, AES S-Box doesn’t vary as much as the DES S-Boxes.

4 Conclusion

After obtaining the results of the test on each and every S-Box of DES as well as the
single AES S-Box, coefficient of variance has been computed. Coefficient of
variance is defined as a statistical measure of the dispersion of data points in a data
series around the mean. It is calculated as follows:

Coefficient of Variance = Std. Deviation ̸Mean

Coefficient of variance represents the ratio of the standard deviation to the mean,
and it is a useful statistic for comparing the degree of variation from one data series
to another, even if the means are drastically different from one another.

Figure 2 depicts the Standard Deviation and Coefficient of Variance of each of
the 8 DES S-Boxes as well as the AES S-Box.

As evident from the plot, the coefficient of variance in case of DES S-Boxes
varies in the range of (3, 12). The results closer to the lower end of the spectrum
indicate that those S-Boxes perform well with respect to the test but results obtained
at the higher end of the spectrum indicate that those S-Boxes do not perform well
with respect to the underlying test. In contrast the results obtained from the sole
S-Box of AES yields coefficient of variance close to 3 indicating the S-Box per-
forms well with respect to the underlying test.

As discussed in Sect. 1, the two fundamental aspects of a block cipher are
confusion and diffusion. Though there are tests to analyze the cryptographic
strength of the block cipher as a whole as well as to analyze the diffusion char-
acteristic of the underlying cipher but there are hardly any tests aimed at precisely
analyzing the confusion characteristics of the underlying cipher. In such a situation,

Expected mean 4
Observed mean 4.607143
Variance 1.951058
S.D 1.396803
Coefficient of variance 30.3182
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the proposed test could very well serve as a tool to analyze the confusion char-
acteristic of the underlying block cipher and may be included as a part of a com-
prehensive test suit for analyzing the cryptographic strength of block ciphers.

References

1. Adams, C and Tavares, S, 1990, “The structural design of cryptographically good s-boxes”,
Journal of cryptology, 27–41.

2. Bhowmik, D, Datta, A, & Sinha, S, 2015, “Measuring Diffusion Charactarestic of Block
Ciphers: The Bit Relationship Test”, National Conference on Computational
Technologies-2015, International Journal of Computer Sciences and Engineering (IJCSE),
vol-3, Special Issue -1, 76–80.

3. Coppersmith, D, 1994, “The Data Encryption Standard and its Strength Against Attacks”, IBM
Journal of Research and Development, 38(3) 243.

4. Daemen, J, and Rijmen, V (March 9, 2003). ”AES Proposal: Rijndael” (PDF). National
Institute of Standards and Technology. p. 1.

5. Matsui, M, and Yamagishi, A, “A new method for known plaintext attack of FEAL
cipher”. Advances in Cryptology - EUROCRYPT1992.

6. Mister, S and Adams, C, 1996, “Practical S-Box Design”, Workshop on Statistical Areas in
Cryptology, SAC 1996, Workshop Record.

7. Paar, C. and Pelzl, J., 2010. “Understanding Cryptography”, Berlin: Springer-Verleg.
8. Rodwald, P and Mroczkowski, P, 2006, “How to create” good “s-boxes?”, 1st International

Conference for Young Researchers in Computer Science, Control, Electrical Engineering and
Telecommunications ICYR 2006, Zielona Góra, Poland, 18–20.

9. Shannon, C,1949, “Communication Theory of Security Systems”, Bell Systems Technical
Journal, vol-28.

0 

5 

10

15

20

25

30

35

40

St
a

s
ca

l M
ea

su
re

Std.Devia on Coefficient of Varience

Fig. 2 Performance of AES versus DES

642 Dipanjan Bhowmik et al.



Part VIII
Wireless Sensor Network



Source-Initiated Routing to Support
Large-Scale Pseudo-Linear ZigBee
Networks

Uttam Kumar Roy

Abstract IEEE 802.15.4 compatible instruments are resource-limited; thereby
cannot run conventional resource-hungry routing algorithms. Even though, ZigBee
supplied a simple routing algorithm for tree networks, it cannot handle long linear
networks typically set up in mines, roadside, agricultural field, mountains etc. his
paper proposes a light-weight routing logic based on source routing that supports
arbitrary long networks. The proposed algorithm is especially suitable for networks
that look almost linear. The algorithm leverages the properties that a pseudo-linear
network has limited branching. Experimental results show that this flexible
mechanism exhibits excellent packet delivery performance.

Keywords Zigbee ⋅ Pseudo-linear tree networks ⋅ Source routing

1 Introduction

There are many situations where network topologies are often linear or almost
linear. Examples include networks formed in mines, roadside (Fig. 1), agricultural
field, mountains etc. To have cheap solutions, scientists are trying to use the novel
IEEE 802.15.4/ZigBee [1] technology. As it encourages low cost devices; thereby
resource-limited, ZigBee [1] provides a light-weight and table-free routing scheme
as well as an addressing scheme. However, it does not support long and asymmetric
networks.

In [2–9], we already have proposed several potential solutions to overcome the
problems. In this paper, we have proposed a table-free, light-weight routing algo-
rithm based on source routing that supports arbitrary long networks. The proposed
algorithm is especially suitable for pseudo-linear networks where nodes typically
have one or a few children nodes. The route information is kept in sink only and is
encapsulated in the packet. The nodes on its way use this information to take routing
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decisions. The strength of the method is that intermediate nodes do not need and
routing table. Consequently devices having limited memory and computing power
can run also such algorithm. Experimental results show that this flexible mechanism
exhibits excellent packet delivery performance. Since the scheme does not also
involve complex calculation and logic, the text of this paper also looks very simple.

2 Related Work

We investigated [6] the ZigBee routing protocol and found that it is essentially an
integration AODV and of tree routing adding many optimizations considering static
network topologies.

Then we provided [2] a novel scheme based on mobile IP where we solved the
address exhaustion drawback by borrowing address. It can easily used to expand the
network of arbitrary diameter beyond 16 hops. A routing algorithm, was also
suggested.

We extended [3] the ZigBee Tree routing for harsh and asymmetric networks.
Then we suggested [4] a scheme for the dynamic network topologies, It was based
on multi-channel routing scheme. We also and solved the link breakage issue by
multi channeling. The proposed scheme had a very little overhead.

In [7, 8], we proposed a simple, variable-sized addressing mechanism together
with a new resource-friendly, table-free routing scheme. It makes use of the features
of prefix code, Devices, in this scheme, may have any number of children and does
not also restrict network depth.

In [9], we provided another extended version of addressing mechanism sug-
gested by ZigBee. It had similar features of actual addressing algorithm. So, we can

Fig. 1 Pseudo-linear networks in mine (above) and roadside (below)
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still use table-free ZigBee routing scheme. Additionally, it can handle asymmetric
tree topologies which the actual mechanism cannot handle.

There are very few works done in the area of 802.15.4/ZigBee. In [10, 11], its
applications have been discussed thoroughly. This is one of the primitive studies on
MAC sub-layer. In [12], the performance analysis of 802.15.4/ZigBee has been
studied and described.

3 Proposed Algorithm

Since, IEEE 802.15.4 is very cheap technology; scientists want to use the same
virtually everywhere such as in mines, in smart cities for monitoring environmental
metrics and traffic controlling, in agriculture, in remote places for volcano moni-
toring what’s not. These networks have often some common characteristics:

• Typically have a sink node (usually a full-fledge computer) and other nodes
send sensed data (temperature, humidity, pictures etc.) to sink.

• Networks are often linear or pseudo-linear (Fig. 1) in nature.
• Nodes are stationary and are attached and detached the network infrequently

once a network is formed.
• Sink, occasionally sends data to other nodes (e.g. traffic control network)
• A non-sink node hardly sends data to another non-sink node.

Keeping these requirements and the above network characteristics in mind, it is
possible to device a simplified routing algorithm that can run on those devices. For
example, we can use a tree network where no routing algorithm is needed to send
data from sensor node to sink. Each sensor node (having exactly one parent) for-
wards data to its parent and this procedure continues until the data reach to the sink.

However, if sink wants to send data to a sensor node (for traffic control network,
say) a routing algorithm is needed. The proposed scheme leverages the properties
that a pseudo-linear network has limited branches. This means nodes in these kind
of networks have a very few (0, 1, 2, 3 or 4) children. This property is cleverly used
so that a packet can be routed to a destination based on small routing information
encapsulated in the packet itself. Before, discussing the routing algorithm, let us
understand how network is formed.

3.1 Network Formation

So, we form the tree networks in the following:
Each router of the tree network marks its all outgoing children (if there is any)

using a unique (locally) binary string. The order of labeling is not important. One
such tree is shown in Fig. 2. For example, node C has 3 children. So, it uses 2 bits
to label its outgoing links. Similarly, node D4 has only two children. So, it uses
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only 1 bit to label its outgoing links. Nodes having only child (most of the nodes are
of this kind) need not label the link.

Suppose a router R has CR children. Then the number of bits necessary to mark
each child:

NðCRÞ= CR if CR =0 or CR =1
⌈1g CRð Þ⌉ if CR >1

�
ð1Þ

Since for a network line roadside-network, most nodes will be non-crossover
nodes and CR for such node is 1 and no bit is required for link labeling. There are a
very few crossover nodes where CR is limited and often ≤ 4 (a crossover of 5 roads)
and N(CR) ≤ 2. These indicate that the proposed method has very small overhead.

3.2 Routing

To keep network protocol simple, proposed method uses MAC addresses as net-
work addresses. However, any other addressing scheme may also be used. Once a
pseudo-linear tree network is setup, sensor nodes send data to the sink. No routing
algorithm is needed for this. Every node forwards packets to its parent and the
packet eventually reaches to the sink. When a packet traverses from a sensor node
to sink, intermediate nodes append link label to the packet. For example, the packet
received by sink C from D16 will have following routing string:

where first 1 is appended by node D14, next 0 is appended by D4 and last two bits
11 are appended by C itself. Sink keeps this information in a table. This process

01

D4 D3 D1 D2 D18 D20C 

D21

D22 D23 D24 D25

D19

D5

D6

D7

D8 D9 D10 D11 D12 D13 D14 D17

00
1

0
D15

1
0

Sink

Router

End-Device

D16

11

Fig. 2 Pseudo-linear network formation
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continues and eventually sink will have routing string for all sensor nodes which
looks as shown in the Table 1.

Since, sink is typically a full-fledge computer, it has enough memory to store this
information. This table contains only total 20 bits of routing information and 25x
(size of device address in bits) bits device addresses which can further be reduced
by carefully assigning the device addresses. For example, the previous table can be
restructured as shown in Table 2.

This table contains only 13 network address. Let us have an estimation of
amount memory required in practice.

Consider a city with 10 × 10 km area with roads laid as a grid separated by
100 m apart. The transmission range of a ZigBee device is 20 m (say). So, there
will be approximately 50 × 100 × 100 = 500000 devices. If the network is
formed carefully and the sink is placed in the centre of the city, average length of
label string will have very few bits. So, sink needs a few MB of memory which
even a very old computer possesses.

3.3 Examples

We shall consider the network in Fig. 2 to demonstrate the routing algorithm
(Fig. 3). Consider the coordinator C sends data to the device D16.

The sink looks up the table and finds that the routing string for device D16 is
1011. Since, it has 3 children, it extracts least significant N(3) (=2) bits from 1011
which happens to be 11. It puts the remaining string 10 in the packet and forwards it
through the link labeled with 11. The packet comes to device D1.

Since D1 exactly one child, it forwards the packet to D2. Devices D2, D3 do the
same thing and the packet reaches to D4. Since, it has 2 children, it extracts least
significant N(2) (=1) bits from 10 which happens to be 0 and puts the remaining
string 1 in the packet and forwards it along the link marked as 0. It is then received

Table 1 Routing string for all nodes stored in sink

Nodes Routing string Nodes Routing string

D1, D2, D3, D4 11 D7, D8, D9, D10, D11, D12, D13, D14 011
D5, D6 111 D18, D19, D20 00
D15, D16 1011 D21, D22, D23, D24, D25 01
D17 0011

Table 2 Augmented table containing routing string for all nodes stored in sink

Nodes Routing string Nodes Routing string Nodes Routing string

D1–D4 11 D15–D16 1011 D18–D20 00
D5–D6 111 D17 0011 D21–D25 01
D7–D14 011
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by the device D7. Device D7–D13 do as D1 did and packet eventually reaches to
D14. Since, it has 2 children, it extracts least significant N(2) (=1) bits from 1
which happens to be 1. It puts the remaining null string in the packet and forwards it
along the link marked with 1. It is received by the device D15 which as one child.
The device forwards the packet to its child and the packet is finally received by the
taget device D16.

3.4 Restructuring

It may be noted that, that length of the link label might change if new roads are laid
down. We shall consider the topology as shown in Fig. 4.

The number of children of router R1 (CR1) is 2(two). So, the number of bits N
(CR1) necessary to mark each outgoing link of R1 is 1(one). Now, if a new road is

R2 R1 E4C

E3

0
1

R3

X 

R2 R1 E4C 

E3

00
01

R3

X 
10

E1

00
01

E2
10

E1

00
01

E2
11

Fig. 4 “Restructuring” links (left) before (right) after

AD==AX?

Has on child?

Get link label L = last N(CX) bits 
from route string from packet. 
Get device address from child table 
and forward and forward the packet 

A packet with target
address AD is received from parent

yes
no

yes
no

X waits for
incoming data

Forward the packet
to the child

X is target,
receive it; 

Fig. 3 Routing algorithm
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laid (i.e. X wants to join to R1), the N(CR1) will have value 2. As a result, all links of
R1 (including the new link) must be re-marked by 2 bits. It means that routing
information for all descendants of R1 must be updated to the sink. This procedure is
called restructuring, which clearly imposes some overhead. Since, roads are laid
down very in-frequently; thus overhead is almost negligible.

The restructuring may be done by sending a single update message to sink. The
sink extracts routing string RS from this packet and updates the table by substituting
all routing string of the form RSX by RS0X. The entry for X is added when sink
receives any data from X. An example is shown in Fig. 5.

4 Experimental Results

We used Digi International’s IEEE 802.15.4 complaint XBee and XBee-PRO
OEM RF modules. It is a frequently used embedded solution suitable for low-cost
and low-power scenarios. These modules are easy-to-use, share a common footprint
and require minimal development time and risk.

Due to cost constraints, we have used only 6 devices (one sink, two routers and 3
end-devices) to form a pseudo-linear network as shown in the Fig. 5. All the
devices except sink sent a randomly generated temperature value (from 20 to
25 °C) to the sink. Sink also sent data to the other devices. The experiment was
carried out 1 h. The experiment is carried out 10 numbers of times and the packet
delivery rate (average) was obtained as 100 % (Fig. 6).

R1,R2,R3 E1 E2 E3 E4 => R1,R2,R3 E1 E2 E3 E4 X
01 00 10 010 011 01 00 01 0100 0101 0110

Fig. 5 Route update by sink node for X (left) before (right) after

Sink R1 R2 E3

E1

E2

Fig. 6 Experimental test bed using MaxStream XBee OEM kit
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Since, we couldn’t arrange large number of devices physically; we also carried
out a simulation using NS3 simulator.

The 1360 × 640 pixel area was taken for the simulation. The coordinator comes
first and sets up a network containing itself. It then starts send beacons periodically.
Other devices (routers and end devices) are then attached every after one second to
the network area. The devices wais for some time and receives beacons from
surrounding devices and sends a JOIN_REQUEST packet and attaches itself to the
network. If the device is a router, it also starts sending beacons once it joins to the
network. The entire specification was specified by the ZigBee consortium.

A simulation was also carried out for a large pseudo-linear network having 2000
nodes. The experiment was repeated over 100 times and the packet delivery rate
was also observed as 100 %. These two experiments prove the correctness of the
proposed scheme.

5 Summary

This paper proposes a table-free, light-weight routing algorithm based on source
routing that supports arbitrary long networks. The proposed algorithm is especially
suitable for networks that look almost linear. Theoretical and simulation results
prove the correctness of the proposed scheme.
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SSeS: A Self-configuring Selective
Single-Path Routing Protocol
for Cloud-Based Mobile Wireless
Sensor Network

Sandip Roy, Rajesh Bose and Debabrata Sarddar

Abstract Mobile wireless sensor networks (MWSN) are most popular for new
generation of sensor networks. Now a days’ many applications such as health
monitoring, environment monitoring or surveillance, the performance of MWSNs
are much more versatile than WSNs. Some protocols from MANET such as
AODV, DSR and GPSR are able to work on this environment. This manuscript has
focused on two major issues. Firstly, formulating an energy-aware selective stable
single-path routing protocol for MWSNs that is pertinent to the present challenges
of the researchers. Secondly, presenting a germane architecture that can accumulate
the data and synchronize with cloud database at periodic interval in order to predict
about ominous situation. Coda of the manuscript presents the simulation result of
our proposed algorithm and behavioural analysis of successful packet delivery from
source to sink node with respect to node density and node mobility condition. Our
proposed single-path selection methodology ameliorates the overall network life-
time in case of high network traffic.

Keywords Cloud computing ⋅ Internet of things (IoT) ⋅ MANET ⋅ MWSN

1 Introduction

MWSN is the promising wireless network comprises of mobile sensor nodes which
are highly adaptable than WSNs. Internet of Things (IoT) and Cloud Computing
technologies became boon in recent years, where WSN being as the basic infras-
tructure for data accumulation. Disposition of static sensor nodes usually degrade
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performance of many applications such as monitoring environment conditions,
health conditions of human beings or many surveillance monitoring services [1, 2].
Mobile sensors are capable of sensing data related to practical environment. Hence
mobile sensor node works as stratagem in this context. Absence of steady routing
topology in MWSNs summons to the transmission of the perceived sensor data
from the target to destination cloud ends for analyzing time-to-time.

Due to the popularity of IoT, experts forecast that by the year 2020 fifty billion
devices will be connected with the internet which is seven times more than world’s
population [3]. WSNs are the one of the key elements of the IoT paradigm and the
main purpose of WSNs is to provide sensing data to the users periodically. In this
manuscript we have articulated a self-configuring selective single-path routing
protocol for MWSNs which intends to find out most steady route between source
node to sink node. The remaining part of the paper is formulated as follows.
Reviews of already alike problems are described in Sects. 2 and 3 demonstrates the
problem formulation of our proposed methodology, Sect. 4 presents our proposed
single-path routing methodology. Simulation result of proposed algorithm is
detailed in Sects. 5 and 6 brings down curtain with conclusion and future scope.

2 State of the Art Review

Now a day’s sensors can be deployed everywhere to sense any kind of intended
data. Smart phones are comprising of several types of sensors in order to sense
relevant data from the environment. Sensors in factories helps in controlling CO2

emissions, in the forest sensors are useful for fast fire detection and many other
applications. Due to this augmented performance in different application domain
using sensors, more and more researches are upbringing advancement in wireless
sensor network. The phrase “Internet of Things” (IoT) was revealed by K. Ashton,
which is based on WSN and boon to the recent years [4]. It comprises of internet
based things that have unique identities and are connected to the Internet. MWSN
based IoT is congruous to the recent research field where mobility is corned and
static sensors failed to achieve the expected performance. Finding a stable route for
mobile sensor nodes are one of the critical and fundamental issue. Proactive route
discovery algorithm like Dynamic Source Routing (DSR) also works in the context
of MWSNs [5]. Considering the angle between two active nodes, one is sensor and
another node is receiver, a new routing technique was formulated namely
Angle-based Dynamic Source Routing by Kwangcheol et al. [6]. In the
mobility-centric environments, the LEACH-Mobile protocol attains more suc-
cessful data transfer rate with respect to the non-mobility centric LEACH protocol
[7]. A novel selective, multi-path routing for effective load balancing was presented
by Chakraborty et al. [8]. In their proposed work, trust value based node selection
procedure also helped to improve the lifetime of the whole network.
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3 Problem Formulation

The proposed routing scheme for MWSNs will help to optimize the network life
and throughput through its energy efficient routing strategy.

3.1 Determining the Stable Path from Source to Sink Node

To determine the best-steady path among the all available paths between a given
source node to the target destination node, we are interested in measuring a path
score. We represent the set of available paths from a source to destination node as
Path. Therefore, Path is defined as follows:

Path= Pathif g, where,1≤ i≤ k, k represents total number of paths.

3.2 Presenting the Number of Links in a Given Path

A path is formed by adjoining links between the nodes belong to the path. Now, to
represent the number of links in a given path connecting one sensor node to
another, we define Lij as link between two sensor nodes; say Ni and Nj in a given
path. Thus, Lij is defined as (Ni, Nj).

3.3 The Two-State Markov Chain

The probability of forming link Lij between two nodes Ni and Nj is defined by
two-state Markov chain. Thus, availability of a link between two nodes depends on
the energy level of corresponding nodes. If the node attains the defined energy level
then the link can be formed, otherwise link is not formed. Thus, the recipient node
could accept or reject the link establishment.

Figure 1 represents the state diagram of two-state Markov chain. The following
transmission matrix can be represented as a two-state Markov chain as shown
below:

Fig. 1 State transition
diagram of two-state Markov
Chain
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P=
S1 S2
S3 S4

� �
ð1Þ

where, S1, S2, S3 and S4 are defined as the probability which is explained below.
Here two-state Markov chain delineates a state of acceptance as state A and the state
of rejection to be state R.

S1 represents the probability that the next state is A given that present state is A
state,

S2 represents the probability that the next state is R given that present state is A
state,

S3 represents probability that the next state is A given that present state is R state,
S4 represents the probability that the next state is R given that present state is R

state
The sum of each row of the transition matrix is 1, i.e. S1 + S2 = 1 and S3 + S4 = 1

3.4 Computing the Node Stability

To establish an optimum path from the target node to sink node, energy stability of
each node N is computed by the sum of two factors; a) strength of residual energy
level of a node that asserts link establishment with node N and b) chances of
premature death of the node N. Energy stability of a given node N is computed as
follows:

node stabilityðNÞ=P+Q ð2Þ

where, P=w1 × probability accept stateð Þ=w1 ×Maximum S1, S3ð Þ Q= −w2ð Þ× probability
premature deathð Þ and w1j j+ w2j j=1,w1 ⟩w2.
The chance of premature death of sensor node can be calculated by Poisson

Probability Distribution. Thus, the probability mass function is given as follows:

P X = kð Þ= e− μμk

k!
ð3Þ

where k = 0, 1, 2, 3 … and µ is the expected value of X.
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3.5 Establishing the Relationship Between Link Stability
and Node Stabilities

Link stability between two nodes Ni and Nj is calculated by the following formula in
terms of energy stability of nodes.

link stability Ni,Nj
� �

=
node stability Nið Þ+ node stability Nj

� �
2

ð4Þ

3.6 Calculating Path Score

The path score is computed by summing three distinct terms; (a) stability of each
path, (b) route expiration time and c) hop count of the given path.

Path score is to be evaluated maximizing the following objective function:

f ð.Þ= c1 ×
Pathi stability

max Path stabilityð Þ
� �

+ c2 ×
RETi

max RETið Þ
� �

+ c3 ×
hop counti

max hop countð Þ
� �

ð5Þ

where, c1j j+ c2j j+ c3j j=1 and c1 ⟩ c2 ⟩c3.

The path stability, route expiration time and hop count are explained below:
Path stability i.e. path_stability is defined by PS (Pathi):

PSðPathiÞ= ∏
Lk ∈ ðPathjÞ

probabilityðLkÞ ð6Þ

Link expiration time (LET) can be calculated by the prediction of future dis-
connected time between two neighbor nodes in motion. Let us consider two nodes
n1 and n2 at (x1, y1) and (x2, y2) coordinates with uniform transmission radius r and
initially they are within transmission range. Let nodes n1 and n2 have speed v1 and
v2 along the directions Ɵ1 and Ɵ2 respectively. Then link expiration time
(LET) between n1 and n2 is defined as follows [9]:

LET =
− ab+ cdð Þ+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + c2ð Þr2 − ad− cbð Þ2

q
a2 + c2ð Þ ð7Þ

where a= v1 cos θ1 − v2 cos θ2, b= x1 − x2, c= v1 sin θ1 − v2 sin θ2, and d= y1 − y2.
Route Expiration Time (RET) is equal to the minimum of the set of LETs for the

feasible path.
Lastly, hop count represents the number of intermediate sensor nodes in a given

path.
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3.7 Determining the Highest Path Score to Select
the Best Path

Therefore, to select the best path from source to sink node, path_score of the entire
path are computed and is the maximum path score of the all paths from the source
node to sink node.

Path score= max
∀Pathi

f Pathið Þ ð8Þ

4 Our Proposed Single-Path Routing Methodology

Our proposed system architecture is partitioned into the Sensing Layer, the Coor-
dinating Layer and the Supervising Layer. Multiple sensor nodes collect data from
external environment and send this data to the coordinating layer after some peri-
odic intervals. After that coordinator node collects data and temporary stores this
data into their buffer. Then coordinator node periodically sends the data to the
supervising layer. At last in the supervising layer, that data is stored in a cloud for
further examination. Figure 2 shows a schematic diagram of our proposed model.
The sensor layer consists of different sensors (like DHT22, MICS-5525) with
Raspberry Pi mini-computer which deployed different location in an area and
senses the temperature, humidity, Carbon Monoxide (CO) or other relevant data
from the external environment. After receiving the data sensor nodes transmit this
data to the coordination layer using ZigBee protocol. The coordinator node then
stores this data into its buffer and periodically sends this data to the supervising
layer. Finally, in supervising layer sensed data is stored in cloud database and
publish it on the internet. In this manuscript, we concern about mobile wireless
sensor network where sensor nodes have mobile characteristics. The primary goal
of the researcher is to search a steadiest route between source and destination node.
Our proposed routing protocol consists of two major phases: Neighbor Discovery
and Route Establishment which is discussed.

4.1 Neighbor Discovery

Each sensor node has to recognize its neighbors transmitting a HELLO packet to
them. Receiving HELLO packets triggers an ACK packet to be send by the sensor
node containing the stability of the recipient node which is computed using Eq. (2)
assuming weight values as w1 = 0.7 and w2 = −0.3. For calculating node stability,
at first we have calculated activeness of a certain node by their residual energy
(RE). If the residual energy is more than 75 % of the initial energy, then P1
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transition matrix is used. If the residual energy in the range of 25–74 % of the initial
energy, then P2 transition matrix is used otherwise when the residual energy below
25 % then P3 transition matrix is used. P1, P2, and P3 transition matrix is presented
below in this context. After receiving ACK packet receiver sensor node calculated
link stability between sender and receiver sensor nodes using Eq. (4).

P1 =
0.9 0.1
0.9 0.1

� �
P2 =

0.7 0.3
0.7 0.3

� �
P3 =

0.3 0.7
0.3 0.7

� �

RE > 75 % 25 % > RE > 75 % RE < 25 %

4.2 Route Establishment

In order to deduce a stable route from source node to a sink node, a ROU-
TE_REQUEST packet is initiated by a source node towards the sink node. Prior to
the sending of ROUTE_REQUEST packet, each sensor node verifies the value of
link stability of its entire neighbors. The sensor node forwards the ROUTE_RE-
QUEST packet to its only neighbor if the link stability value of that neighbor is

Sensing Layer Coordinating
 Layer 

Supervising Layer 

DHT22  MICS-5525 Raspberry Pi with Xbee ZigBee

Fig. 2 Layer based architecture for our proposed methodology
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greater than 0.5. The sender sensor node forwards packet to the highest and the
second highest stable link node if the maximum value of link stability of its
neighbor is in between 0.22 to 0.49. Otherwise the ROUTE_REQUEST packet is
sent to all the neighbor sensor nodes. Consequently, link expiration time (LET) can
be obtained by the selected neighbor sensor node(s) using Eq. (7). For preventing
looping error receiving the ROUTE_REQUEST packet receiver node keep the
corresponding sensor node’s ID and insert its’ own ID. A sensor node cannot
forward the ROUTE_REQUEST where the sensor node’s ID is already kept. After
receiving the ROUTE_REQUEST packet, the sink node computed path score of the
entire feasible paths between source sensor node and sink sensor node using Eq. (5)
(assuming c1 = 0.5, c2 = −0.3 and c3 = −0.2). Stable path is the maximum path
score of all paths from source to sink node by Eq. (8). As soon as a stable path is
determined, a ROUTE_REPLY packet is initiated from the sink node to the source
node. Then the source sensor node affirms a path to the corresponding sink sensor
node. Now data packet forwards towards the sink node along with the stable path.
After receiving the data stores it in cloud database and publish it on the internet.

Let us considered a scenario where ten sensor nodes are moving with constant
velocity of 10 m/s along in a given direction which is enlisted in Table 2. Residual
energy of all nodes is enlisted in Table 1.

Table 1 Residual energy of
each sensor node along with
ID

Node ID RE (%) Node activeness

1 90 0.9
2 85 0.9
3 78 0.9
4 70 0.7
5 68 0.7
6 85 0.9
7 50 0.7
8 60 0.7
9 78 0.9
10 95 0.9

Table 2 Velocity and
moving direction of each
sensor node along with ID

Node ID Constant velocity Moving direction

1 10 m/s 90˚
2 63˚
3 61˚
4 50˚
5 56˚
6 60˚
7 34˚
8 83˚
9 34˚

10 56˚
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In the example shown in Fig. 3, we assume that node ID #1 wants to send data to
a sink node ID #10. We assume that each node receives ACK packets from its
corresponding neighbor sensor nodes. Every ACK packet which is transmitted
contains a node stability value of the issuing node. As seen in the Fig. 3, node ID
#1 determines that the maximum link stability is accorded by node ID #3 with a
value of 0.44 which is computed by Eq. (4). Hence, node ID #1 sends a ROU-
TE_REQUEST packet to node ID #3 which is determined to be the most stable
link. In a similar way, node ID #3 calculates link stabilities of its neighboring
nodes. It finds node ID #5 to be most stable with a value of 0.51. Now, node ID #5
computes link stabilities of its neighbor nodes and find the highest link stability is
0.44. So node ID #5 sends the ROUTE_REQUEST packet to the node ID #6 and #7
both. This process goes on till the ROUTE_REQUEST packet reaches sink node ID
#10. Upon receipt of this packet, the sink node computes the path score of all
possible paths and able to pick out the most stable path after sorting the path score
values in descending order with the highest score at the top. A ROUTE_REPLY
packet is then transmitted back to the initiating node through the stable path which
is resulting out our proposed process. The transmission is unicast and does not
affect nodes which are not part of the path determined to be as the most stable for
the transmission. The source node begins transferring data over this stable path to
the sink node. As shown Fig. 3, two feasible paths which are mentioned below.
Path I: (1, 3, 5, 6, 8, 10) and Path II: (1, 3, 5, 7, 9, 10) Path score of Path I and
Path II is calculated below:

W1 = 0.5 × 0.0470 0̸.0470ð Þ− 0.3 × 22.125 3̸7.8ð Þ− 0.2 × 5 5̸ð Þ=0.1244

W2 = 0.5 × 0.0470 0̸.0470ð Þ− 0.3 × 37.8 3̸7.8ð Þ− 0.2 × 5 5̸ð Þ=0

1

4

3

5

2

7

6

9

8

10

Residual Energy > 75% of Initial Energy 25% > Residual Energy < 75% of Initial 
Energy

Residual Energy < 25% of Initial Energy RERQ Packet Delivery Path
(1-3-5-6-8-10, 1-3-5-7-9-10)

RERP Packet Delivery Path (10-8-6-5-3-1) Data Forwarding Path (1-3-5-6-8-10)

1

4

3

5

2

7

6

9

8

10

Fig. 3 RERP, RERQ and data packet delivery using our proposed methodology
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Since W1 ⟩W2, according our proposed methodology Path I is the most stable
route. Therefore, Path I is selected for data transmission from source node ID #1 to
sink node ID #10.

5 Experimental Set-Up and Simulation Analysis

Our proposed algorithm has been successfully simulated using Matlab R2012b. To
simulate the algorithm, we have considered here almost 300 mobile sensor nodes
randomly distributed over 500 m × 500 m terrain area for our experimental set-up.
Each sensor node is capable of communicating within the range of 100 meters and
all the sensor nodes are considered to be able to harvest energy by solar panel.
Neighbour nodes are considered to be capable of communicating with each other
directly within their transmission range. It is assumed that each of sensor nodes is
comprised of 5 J initial energy. MICA2 energy model is used in this context for
receiving and transmitting signals [10]. Energy required for receiving and trans-
mitting signals are 0.234 µJ/bit and 0.312 µJ/bit respectively. The size of the packet
has taken as 96 bits. The simulation results are generated in account of two con-
siderations. Firstly, we have considered the nature of packet density ratio
(PDR) with respect to sensor node density from 100 to 280 sensor nodes. Secondly
we have considered the same metric with respect to the node mobility from 5 m/s to
18 m/s and premature death of at most 5 % in a round is assumed to be 0.4. Our
simulation results are generated in these context considering 10 rounds and 15
rounds respectively over the random network. Lastly we have measured the average
network life time with respect to the node density.

5.1 Packet Delivery Ratio (PDR)

The percentage ratio of the total number of packets send by the source node and the
total number of packets received by the destination node is defined as Packet
delivery ratio (PDR).

PDR= R S̸ð Þ×100 ð9Þ

R Total number of packets send by the source node
S Total number of packets received by the destination node

Figures 4 and 5 shows that the packet delivery ratio is with changing node
density and mobility speed of each node respectively. For the less node density,
packet density ratio is almost 100 %, but the packet delivery ratio decreases with
increasing the congestion of the network. However, the packet density ratio is quite
stable with higher node density.
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Fig. 5 PDR versus mobility speed

Fig. 4 PDR versus node density
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5.2 Average Energy Consumption Rate

Average Energy Consumption Rate is defined as the percentage measure of energy
consumption. Here EI = Initial energy EC = Energy consumed after n number of
rounds. As shown in Fig. 6, the average energy consumption rate is increasing quite
linearly with the node density.

Average Energy Consumption Rate= EI −EC ̸EIð Þ×100 ð10Þ

6 Conclusion and Future Plan

This manuscript proposed a self-configuring, selective single path routing protocol
for MWSNs to share sensor data to the Internet from time to time. Our aim is to
determine the most stable routing strategy by maximizing the path score among all
the possible paths from source to sink node. Path score is calculated measuring the
path stability, the route expiration time, and the hop count. The most stable route is
selected based on the maximum score value of each feasible path. Therefore, more
path score represents more reliable path from source to destination. Lastly Simu-
lation results show that average 80 % successful packet delivery at different node
density and several mobility conditions.

Our future research will focus on cloud-based smart forest fire detection and
monitoring system using MWSNs.

Fig. 6 Average energy consumption rate versus node density
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Link Quality Modeling for Energy
Harvesting Wireless Sensor Networks

Moumita Deb and Sarbani Roy

Abstract In energy harvesting wireless sensor networks (EH-WSNs) sensor nodes
are capable of harvesting energy from environmental sources. Usually, knowledge
about the link quality improves the performance of WSNs. During data routing,
selection of good quality links are important to maintain stable communication.
Thus helps to reduce the unnecessary energy wastage. Obtaining the link state
information is more challenging for EH-WSN as different nodes has different
energy profiles and state of the node depends on several environmental conditions.
In this paper, we have studied different factors affecting the link quality and model
it using finite state Markov Model. Energy availability of the harvesting devices
through real time traces is considered for modeling the network. This model can
significantly provide relevant information which is very effective to improve the
routing decisions as the next hop decision will be more accurate. The usefulness
and validity of the proposed approach is illustrated through simulations for specific
examples.

Keywords Energy harvesting ⋅ Energy profile ⋅ Link quality ⋅ Markov chain

1 Introduction

In recent past years, the study of WSN has been well exercised. Especially energy
harvesting options grab the attention most since it has immense application in
present scenario. Often sensor networks fail to meet the design goal in terms of cost,
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lifetime, sensing transmission coverage and sensing reliability. One of the primary
reasons behind it is sensor nodes are powered by battery. So the lifetime of a
network depends solely on the lifetime of the battery installed in the sensor nodes
[1]. To overcome this barrier, the concept of energy harvesting, i.e. harvesting
energy from the environment or other sources and converting it to electrical energy
comes into existence.

The researchers and engineers are seeking for strategies to remove batteries and
wires so that unlimited and green energy sources can be used to develop autono-
mous WSNs with theoretically unlimited lifetimes. Moreover these new green
sources are based on ambient energies and refer to any available harvesting tech-
nology, such as solar cell, thermoelectric, piezo-electric harvester, micro and wind
turbine or other transducer [1]. Energy harvesting module in sensor nodes can
exploit different sources of energy from environment, such as electromagnetic
sources, mechanical vibrations, light, airflow, acoustic, temperature and heat vari-
ations etc. Though, energy output of a sensor node varies with time and immensely
depends on environmental conditions. Potentially, sensors with harvesting sub-
systems enable WSN to last forever. One of the issues which significantly affect the
network performance as well as lifetime of WSNs is link quality. Therefore, link
quality estimation is a crucial problem, because its accuracy affects the design and
the efficiency of networking protocols and applications. A large number of packets
gets corrupted or lost because of insufficient knowledge of link quality and as a
result energy consumption increases due to the retransmission of those packets.
Furthermore, it reduces throughput and increases packet delivery latency. This
anomaly becomes more severe in EH-WSN, since the high variability and unreli-
ability of the medium imposes stricter constraints on the timing when estimation
has to be carried out.

In this work, a simple theoretical approach for analyzing and optimizing various
system parameters that determine the link quality of sensor nodes in EH-WSN is
developed. We have simulated the EH-WSN environment and proposed method-
ology in Castalia simulator [2]. Nodes with mobility feature are also considered.
Energy traces of nodes are collected through real life deployment and measurement
studies reported in [3].

The paper mainly contributes the following:

1. Modeling and predicting link quality of sensor nodes in EH-WSN using Markov
model.

2. Uses of real life trace information to model the energy source.

This paper is organized as follows. In the next section, related works are stated.
The assumptions and system model are laid out, and the key equations that relate
the link quality of EH-WSN to the Markov Model are presented in Sects. 3 and 4
describes simulation and analysis. Finally Sect. 5 concludes the paper.
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2 Related Work

Several research works have been carried out [4–8] in the field of link quality
estimation of WSN, which basically deals with the factors affecting the performance
of link quality. In [4], the spatio-temporal characteristics of the link quality have
been analyzed. They basically measured packet loss rate (PLR), link quality index
(LQI) and received signal strength indicator (RSSI) from both indoor and outdoor
experiments to judge the link quality and by using a sinusoidal function the tem-
poral correlation of a link is modeled, the parameters of which depends on the
quality of the link. The authors of [5] argue that estimating links quality require
combining the network, link, and physical layer information. They propose a
narrow, protocol-independent interface for the layers, which provide four bits of
information: one bit from physical layer, one bit from link layer and two bits from
the network layer. In [6], a comparative study of the link quality estimators for
wireless sensor network has been performed. They have done the statistical analysis
of the properties of these estimators individually and then explore their effect onto
the routing protocol. In [7] a new kind of metric is proposed i.e. triangle metric
which is actually geometric combinations of signal to noise ratio (SNR), LQI and
packet reception ratio (PRR). In [8] a Fuzzy link quality metric (F-LQE) has been
proposed which estimates link quality on the basis of link asymmetry, packet
delivery, link stability and channel quality. Linguistic terms, the natural language of
Fuzzy Logic is used to define of these properties. The overall quality of the link is
measured by a set of fuzzy rules whose evaluation returns the membership of the
good link from the fuzzy subset.

But none of these approaches are focused on link quality modeling. In [9],
authors attempt to represent channel quality variation using a finite state birth-death
Markov model using signal to noise ratio as a metric to characterize and predict the
link quality. In [10] authors have modeled the link quality using oriented
birth-death (OBD) model considering different mobility pattern. In [11], remaining
connectivity forecasting in mobile environment is done by a genetic machine
learning algorithm.

Unlike the existing approaches, in our approach, described in the next section,
SNR and PRR are considered to characterize and predict the link quality of sensor
nodes in EH-WSN environment. Moreover, we have considered the mobility fea-
ture and also the harvesting capabilities of nodes. The proposed formulation
implicitly accounts for the energy harvested from the environment.

3 System Model

In this paper a methodology to model link quality in energy harvesting sensor
network using a finite-state Markov chain Model with state space
S= s1, s2, . . . , snf g is depicted where n is the possible number of states representing
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certain quality of link. Here, n is the parameter need to be fixed. The approach
would start with any arbitrary choice for the transition probabilities. Then system is
observed at each time interval to note the transitions. Thus the transition proba-
bilities are empirically calculated on the basis of the observations.

It is assumed that the link may increase its quality with probability α or may
decrease its quality with probability β or may remain in the same state with
probability 1− α− β, at the end of each time slot. Simple traffic model considered
here. Thus, in each time slot, ρ is the probability that an event occurs.

Sensor nodes are capable of harvesting energy and they are having different
energy profile. Rather than being connected to an energy source, a harvesting
device read the energy availability traces collected from real life deployment. The
future N i.e., the state N second later is predicted. States are predicted on the basis
of the transition matrix and initial probability distribution.

The key feature of this model is that it takes into account the energy profile of
different nodes since our concentration is on the energy harvesting sensor nodes. At
the same time it does not use any location information to compute the link quality.
Link quality is computed using some basic parameters like PRR and SNR. Unlike
[9, 10], the Birth Death (BD) model is not used here, which is a variant of Markov
chain model to predict the link quality. Since we have found that in a complex
network it is not possible to have link states which gradually change over time like
BD Model as depicted in Fig. 1. In BD model states can only progress to next
higher state or it can degrade to previous lower state. But in reality based on several
wireless channel factors the change of state of the link is not so smooth, they may
be dynamic in nature. So instead of BD model here the generalized Markov Chain
model is used as the next state can be any random state. The state transition diagram
of Markov chain Model has been given in Fig. 2.

Markov chain modeling is a stochastic process, has an advantage: it is a memory
less process. Thus the next sate depends only on the current state no matter how it
reaches to the current state. Therefore, no need to keep historic data because history
is already embedded in the successive transition probability.

Fig. 1 Birth death model

Fig. 2 General markov
model
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This model can use any number of states. But as it was mentioned in [9], at least
three states are necessary to represent link quality variation. We can use as many
states as wish but unnecessarily it will have states which represent a very small
amount of change in link quality and the number of transition matrix would also be
very huge. So, in the modeling there is a need to fix up the number of states, which
is not a straight forward problem. From the variation of the trace value generated
from the simulation we have to decide it, which can predict the link quality
optimally.

A discrete Finite State Markov chain model can be defined by a triplet
< S,A, λ> where S corresponds to the state space, A is the transition probability
matrix representing transitions from one state to another and the initial probability
distribution of the states in S is represented by λ. The fundamental property of
Markov model is the next step depends only on the previous state ignoring all other
states. If vector sðtÞ denotes the probability vector of all the states at time ‘t’, then

sðtÞ= sðt− 1Þ .A ð1Þ

If markov chain has n states, then the transition probability matrix A will be of
size n × n. Elements of matrix A½si, sj� can be calculated as follows

Ai, j =
n si, sj
� �

∑ n si, sj
� � ð2Þ

where n si, sj
� �

represents the number of times state si follows by state sj. And

λ½s�= nðsiÞ
∑ nðsnÞ ð3Þ

where nðsiÞ corresponds to the number of times state si was visited over all the
states.

In our experiment we have gathered the link state information in the form of
PRR from simulation and the state space S has been defined from that and any state
can be taken as initial state A. Eqs. 2 and 3 is used to calculate transition matrix and
initial probability. As we want to know the next state of the link for our experiment,
which can be calculated using Eq. 1 as follows

sn = λ*An ð4Þ

Here sn is the vector state n step ahead and An is the transition matrix powered
by n. From Eq. 4 the state having the highest probability would be chosen as the
next state.

To validate the model the accuracy has to be checked. The prediction accuracy is
measured as the ratio between numbers of correct predictions ðPcorrÞ over the total
predictions ðPtotÞ done.
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So, if Acu represent accuracy then,

Acu=Pcorr ̸Ptot ð5Þ

Average of all the predictions is considered as the result.
So basically the proposed solution is cost effective, close to real life application

and helpful for any routing decision to be made as because unnecessary trans-
mission and retransmissions can be cut short.

4 Simulation and Analysis

The main goal of the simulation is to model the link quality and to measure the
prediction accuracy. Because this accuracy represents the effectiveness of our
approach.

Since we have considered a network where link quality is highly dynamic,
predicting the next state knowing the current state is our aim. The model is not only
going to predict the next link quality state just for next point of time but it is going
to predict the state after n seconds ahead. But the accuracy will decrease as time
increases. Here PRR and SNR are used as an estimator for link quality. The sim-
ulation is performed using Castalia simulator [2] which is an exclusive wireless
sensor network simulator for early-phase algorithm/protocol testing introduced
by Networks and Pervasive Computing program of National ICT Australia. It has
some specialized feature which makes it a perfect simulator for realistic channel and
radio modeling. It provides support for defining versatile physical processes. It also
supports to enhance the modeling of the sensing devices and provide support for
working on node clock. It is built on OMNET++ [12] framework. For simulating
energy harvesting nodes Green Castalia [13] is used.

4.1 Simulation Scenario

As we want to simulate EH-WSN where sensor nodes has different energy profile,
the energy related data has been gathered form National Renewable Energy Lab-
oratory (NREL) [3], they aim to provide creative and dependable answers to today’s
energy challenges. Researchers of NREL are transforming the way the nation and
the world use energy. In this simulation, 100 Nodes are deployed on the ground of
250 × 250 m2 area. 60 % of the nodes are static and 40 % of the nodes are mobile.
70 % of the nodes are energy harvesting nodes. Here two types of energy harvesting
sources are taken care of solar cell and wind turbine. The Solar Cell module models
a photo-voltaic panel, and converts raw irradiance data provided by the Energy
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Source module into harvested power. The wind Turbine cell also models a turbine
which converts the wind energy. The data gathered from NREL, used to represent
the amount of energy harvested over time. Solar irradiance has been measured in
terms of watt m̸2 and wind speed as m/s. To model energy harvesting nodes, we
need to feed the simulator with raw irradiance and speed traces collected over time.
Table 1. Provides snapshot of data collected as provided by [3]. The general
parameters for setting up the simulation environment have been presented in
Table 2. First the dynamic nature of the link quality has been analyzed, as shown in
Fig. 3. PRR has been taken as the estimator of link, as it can directly identify the
link quality.

We have also tested the harvesting nodes varying the initial energy, if the node is
out of energy then PRR becomes 0, otherwise it remains almost same. For pre-
diction accuracy checking randomly we have taken 4 solar and 4 wind nodes which
may be mobile in nature or static to show the diversion of the link nature.
10 simulations of 100 s each were performed. We have collected the traces of each
simulation and consult them for generating the transition matrix. The number of
states of the Markov chain depends on the variety of value that we get from the
trace. Here, we have tested it for 3, 4 and 5 state.

Table 1 Solar and wind data collected from NREL

NREL data snapshot
Date Time Solar irradiance (W/m2) Time Wind speed (m/s)

7/4/2015 5:17 0.006347 4:00 1.012
7/4/2015 5:18 0.076469 4:01 1.3
7/4/2015 5:19 0.401693 4:02 0.862
7/4/2015 5:20 0.758958 4:03 0.925
7/4/2015 5:21 0.765305 4:04 0.763
7/4/2015 5:22 1.10988 4:05 0.925
7/4/2015 5:23 0.860705 4:06 2.4
7/4/2015 5:24 1.15418 4:07 0.712

Table 2 General parameter
for simulation

Parameters Value

Ground size 250 × 250 m2

No. of nodes 100
Packet rate 4 per sec
Simulation time 100 s
Collision model 0 (No collision)
MAC Tunable MAC
Radio CC2420
Speed {10, 15, 20} m/s
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4.2 Results

The prediction accuracy of the proposed approach has been shown in Figs. 4, 5 and 6.
The accuracy has been checked in terms of the number of steps ahead measured in
seconds. Figure 4 presents the link quality estimation of a randomly selected wind
static node. Link quality estimation in case of solarmobile node andwindmobile node
scenarios are presented in Figs. 5 and 6.

Fig. 3 Link quality between
two nodes measured by PRR
with packet rate 4

Fig. 4 Link quality
estimation for a static, wind
energy harvesting node

Fig. 5 Link quality
estimation for a mobile, solar
energy harvesting node
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So for the given data set, the proposed model can predict the next state with
70 % accuracy for a randomly selected wind static node and for a mobile node it
can also predict on an average with 70 % accuracy. The prediction accuracy after
8 s later is 30 %, the accuracy is not high because of the dynamic nature of the
wireless medium. With increase in the number of state the accuracy decreases. The
number of states is actually considered based on the range of values available from
trace. We have taken here 3 and 4 states for static wind node and 3, 4 and 5 states
for solar and wind mobile node.

Results can be analyzed from two perspectives (a) as the no. of steps increase
and (b) as the no. of states increase. As the number of steps increase prediction
accuracy decrease, since we are going to predict more future the link state infor-
mation. And as the number of state increase the option of the next link state also
increase thus decrease the accuracy.

5 Conclusion and Future Scope

Here energy harvesting sensor nodes are modeled and link quality has been mea-
sured in terms of PRR and SNR. Real life traces are concerned during design of the
harvesting nodes. Dynamic nature of the wireless medium responsible for degra-
dation in prediction with time but based on the prediction the routing decision can
be improved. Accuracy can be enhanced if we can impose threshold on the traced
values. Also need to consider several factors that are directly or indirectly affecting
the link quality. Speed of the node is not taken into consideration. Some expensive
GPS based solutions are there for connectivity prediction but our approach is less
complex and cost saving. Markov chain modeling is used here for link quality
prediction. Whether the next state is exactly same as the predicted state or not is
taken into consideration in accuracy checking, this can be modified if we take
tendency of the link rather than the exact value. Future work would be to refine this
approach by (i) Taking real time energy harvesting sensor nodes and creating an
environment which is more realistic. (ii) Considering speed into concern for
modeling mobility along with the harvesting features.

Fig. 6 Link quality
estimation for mobile, wind
energy harvesting node
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GA Based Energy Efficient and Balanced
Routing in k-Connected Wireless Sensor
Networks

Suneet Kumar Gupta, Pratyay Kuila and Prasanta K. Jana

Abstract In the past few years network layer activities in wireless sensor networks

gain enormous attention to improve network lifetime. Development of routing algo-

rithms with energy efficacy is one of the most popular techniques to improve it. In

this article, energy efficient and balanced route generation algorithm is proposed

with considering both energy efficacy and energy balancing issues. Here, we con-

sider the distance and residual energy of the nodes as energy efficiency parameters

and energy is balanced by diverting the incoming traffic to other nodes having com-

parably lower incoming traffic. To develop the routing schedule, we have applied

Genetic Algorithm which can quickly compute the routing schedule as per the cur-

rent state of the network. It is observed that the performance of proposed algorithm

is better than existing algorithm in terms of first node die and energy consumption

in the network.

Keywords Energy efficient ⋅ Routing ⋅ Wireless sensor networks ⋅ Genetic algo-

rithm

1 Introduction

In last several years, the field of wireless sensor networks (WSNs) has paid gigantic

attention due to its various applications in real life, e.g. environment monitoring,

military application and in industry etc. [1]. Sensor network is the network of small
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tiny devices known as sensor, which are operated by the limited power battery. The

most important responsibility of these sensors is to sense the region and forward

the sensed data to BS directly or using intermediate nodes. In this kind of networks,

energy is one of the most important constraint because once the sensors are deployed,

it is very difficult to replace the battery due to least human intervention. To reduce

the energy consumption clustering of sensors is one of the methods. In clustering [2]

sensor nodes form the clusters and forward the data to respective cluster head, which

is also known as CH. Normally CHs are selected amongst the sensor nodes, but due

to less energy of these CHs, CHs may die quickly. In this regard, many researchers

proposed the use of relay node as cluster head [3–5]. But only clustering of sensors is

not sufficient because relay nodes are also battery operated and these CHs die quickly

due to long haul communication. The lifetime of relay nodes is very crucial because

failure of relay node(s) may partition the network, so some of relay node(s) may

not transmit the data to BS. Therefore, energy efficient routing through relay nodes

is extremely important to reduce the energy consumption in network [6]. Suppose

there is a WSN with k relay nodes with p valid one hop relay nodes, then there are pk
possible routes. It means that the computational complexity is very high to discover

the route for a large scale WSN using brute force approach. To solve such problem

Genetic Algorithm (GA) [7] is one of the efficient tool.

In past years, many routing algorithms have been developed by the researchers for

the WSN, which can be found in [8–10] and their references. Here we only discuss

about those routing algorithms, which are relevant to our proposed work. In GAR [9],

authors proposed GA based approach to minimize overall transmission in a round.

During the mutation operation GAR finds out the critical node which contributes

maximum distance and it is replaced by another the valid node. In MHRM [11],

authors developed a routing algorithm which selects the route with minimum number

of intermediate relay nodes. Bari et. al. [10] discussed about the routing algorithm

amongst relay nodes using GA. In this algorithm authors developed fitness function

based on the network lifetime and during mutation operation authors minimize the

incoming traffic in nodes.

In this article, we propose a GA based approach to generate the routing schedule

for transmitting the aggregated data from relay nodes to the BS directly or using

other relay nodes in k-connected WSNs. In order to be energy efficient, the algorithm

uses transmission distance, residual energy of the node and routing overhead. The

algorithm can quickly computes the route for entire relay nodes to the BS based on

the current network topology. For comparison, we also ran GAR [9] and MHRM

[11]. The experimental results reveal that the proposed algorithm performs better

than GAR and MHRM in terms of first node die and energy consumption.

The organization of the article is as follows. Proposed work and used terminolo-

gies are discussed in Sect. 2. The experimental results and conclusion are explained

in Sects. 3 and 4 respectively.
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2 Proposed Work

Here, we have assumed a WSN model in which few sensor nodes are placed randomly

or manually and after deployment all of the sensor nodes are stationary. The relay

nodes are placed with the help of an algorithm discussed in [3] so that the network is

designed as k-connected. The main work of the senor nodes is to sense the region and

collect the local data and finally send it to their corresponding CHs. After receiving

the data, CHs first minimize the redundancy within their cluster and then they route

the aggregated data to the BS. Therefore, each relay node acts as a source and the base

station acts as a destination. It is obvious to note that for multi-hop communication,

each relay node has to select a neighbor relay node in single-hop distance in order

to forward the data to the BS. Our algorithm deals with the selection of the best

neighbor relay node to find the optimal route with respect to energy consumption.

The data gathering operation is divided into rounds. A single round is completed,

when entire relay nodes forward the data to BS. We have used the same network and

energy model, as discussed in [9, 12].

The terminologies used in proposed work is explained as follows:

1. R = r1, r2, r3,… rN represents the set of relay nodes and rN+1 represents the sink

or base station.

2. CR denotes the communication range of the relay nodes.

3. Dist(ri, rj) represents the distance between relay node ri and rj.
4. Ers(rj) denotes the residual energy of rj.
5. Next(ri) denotes the set of relay nodes, those are within communication range of

ri. Therefore, it can be defined as follows:

Next(ri) = {rj ∣ ∀rj ∈ R ∧ Dist(ri, rj) ≤ CR}

6. RouteOhead(rj) represents the number of relay nodes for which rj acts as an inter-

mediate forwarder.

In following subsection, we have presented routing algorithm for k-connected WSNs

using GA. First, we have explained the representation of chromosome and genera-

tion of initial population. Then we have presented the other operations of GA, i.e.,

selection, crossover and mutation.

2.1 Chromosome Representation and Initial Population

We represent the chromosome as a string of relay node number. The length of each

chromosome is kept same for a given network and it is equal to the number of relay

nodes in that network. For a chromosome, ith gene value (say j) represents the next

hop relay node of ri is rj. The value say j of the ith position gene is randomly selected

such that rj ∈ Next(ri). Initial population is a randomly generated set of chromo-

somes.
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Fig. 1 a A sub graph of a

WSN with 9 relay nodes and

2-connectivity. b Chromo-

some representation for the

sub graph
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A sub graph of WSN is depicted in Fig. 1a, where only 2 connectivity amongst

relay nodes is shown. For example, relay node r1 is connected with r4 and r9, sim-

ilarly r6 is connected with base station and r7. A randomly generated chromosome

from the Fig. 1a is presented in Fig. 1b. It can be observed that the gene value at the

position 1, 4, 7 and 8 is 9, 6, BS and 6 respectively. It implies that relay node r9 acts

as a next hop node of r1. Similarly, r6 is the next hop of r4, BS is the next hop of r7
and r6 is the next hop of r8.

2.2 Fitness Function

The fitness value of a chromosome represents its qualification. This value can dis-

criminate two chromosomes in terms of which one of these two can be a better solu-

tion for the given problem. It is well known that in a sensor network maximum energy

is consumed in data transmission, which heavily depends on the transmission dis-

tance. Moreover, few relay nodes consume their energy to act as an intermediate

node. Therefore, in proposed work we have designed the fitness function for select-

ing the next hop based on the transmission distance, routing overhead and residual

energy.

To efficiently derive the fitness function, we have calculated the cost(ri, rj) for

each relay node ri to transmit the data to the next hop node rj. The cost(ri, rj) is

represented by the following Eq. 1.

cost(ri, rj) =
Ers(rj)

Dist(rj,BS) × Dist(ri, rj) × RouteOhead(rj)
(1)

When j = BS, cost(ri, rj) = Eie, i.e., the initial energy of all the relay nodes. It

is clearly seen that the cost function is directly proportional to residual energy of

the next hop node and inversely proportional to the distance between sender and

receiver, the distance between next hop node and BS and routing overhead of the
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next hop node, (i.e., RouteOhead). Therefore, as the distance between sender and

receiver or distance between next-hop node and BS or RouteOhead increases, the

cost value decreases. The minimum cost value represents poor next hop selection.

The Fitness function is represented as follow.

Fitness =
∑

∀ri∈R
cost(ri, rj) (2)

Higher is the Fitness value, better is the chromosome.

2.3 Selection and Crossover

Selection and crossover operations are the basic intermediate and iterative phases

of GA. In proposed work, we use Roulette-Wheel selection method to select the

10 % best population. The selected population is used for 1-point crossover operation.

It is a operation, which leads the population towards a local optimum. During the

crossover operation two parent chromosomes share their information and produce

two child chromosomes. If the fitness value of parent chromosomes is not better than

the child chromosome then child chromosome(s) replace the parent(s). The crossover

operation is depicted in Fig. 2.

2.4 Mutation

Mutation is the most important operation of GA. With the help of this operation

we strengthen the chromosome by varying the gene value. Here we apply uniform

mutation operation. During the mutation operation, we select that relay node which

contributes minimum cost value and try to replace the next of that relay node in such

a manner so that the cost is increased.

Fig. 2 Crossover operation

9      3      7 6 BS BS BS 6 5

4      8 8 5 BS BS 6 6 5

9 3 7 6

Crossover point

BS BS 6 6      5

4 8 8 5 BS BS BS 6 5

Parent 1 

Parent 2 

Child 1 

Child 2 
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3 Experimental Results

For performing the experiments, we have considered two different network scenar-

ios, WSN#1 and WSN#2. The size of WSN#1 is 150 × 150 square meter area and

position of the base station is taken as (175, 175). The size of WSN#2 is 300 × 300
square meter area and position of the base station is taken as (350, 350). For the

execution of GA based algorithm, an initial population of 70 chromosomes has been

considered. For the crossover operation, best 10 % chromosomes has been selected

with the help of Roulette Wheel selection model. The algorithm executed up to

50 epochs, but it returns the optimal results after 32 epochs. After completion of

crossover operation, we have applied uniform mutation operation to strengthen the

chromosome.

For the performance evaluation purpose, GAR [9] and MHRM [11] algorithms

are also executed. For all the algorithms simulation parameters are same and as dis-

cussed in [12]. The algorithms are compared in terms of energy consumption and

First Node Die (FND). Figure 3a and b represents the energy consumption amongst

the algorithms in scenarios WSN#1 and WSN#2. From the Fig. 3a and b, it is marked

that proposed algorithm consumes less energy than GAR and greater than MHRM.

The reason for the same is that MHRM generates a route with minimum number of

intermediate nodes and it is well known that less participation of intermediate nodes

always saves the energy in WSN. The fitness function of GAR is designed in such

a fashion that it tries to select the next hop with minimum distance, so it increases

the number of intermediate nodes. Moreover, participation of intermediate nodes

increases the energy consumption due to aggregation of data and forwarding it to the

next hop. In the proposed algorithm, selection of next hop is based on the distance

and routing overhead. The parameter distance tries to make the algorithm energy

efficient and routing overhead tries to balance the energy consumption. Due to this

energy consumption of proposed algorithm is lies between GAR and MHRM.
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Fig. 3 Comparison in terms of energy consumption for a WSN#1 and b WSN#2
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Fig. 4 Algorithms comparison in terms of first node die (FND) for a WSN#1 and b WSN#2

The comparsion of proposed algorithm with GAR and MHRM in terms of first

node die is represented in Fig. 4a and b and it is clearly demonstrated that proposed

algorithm performs better than existing algorithms in two different scenario namely

WSN#1 and WSN#2. In MHRM node dies quickly because there is a long haul com-

munication for minimizing the intermediate nodes. Moreover, it is well known that

in WSN the energy consumption is increased as the distance between sender and

receiver is increased, so in MHRM nodes quickly depletes the energy. In GAR, rout-

ing schedule is generated on the basis of distance covered in a round, but there is

no mechanism for avoiding the bottleneck situation in the network, due to which

some relay nodes are extra overloaded and die quickly. The proposed algorithm is

performed better than GAR and MHRM because fitness function is designed with

considering the distance as well as balancing the incoming traffic in each node.

4 Conclusion

In this research article, we have discussed a GA based routing scheme for k-connected

wireless sensor networks. The algorithm has been provided with suitable representa-

tion of chromosomes, explanation for fitness function, crossover and mutation oper-

ations. In proposed work, the fitness function is based on distance between relay

and its next hop node, the distance between next hop and the base station, residual

energy and routing overhead of the next hop. Consideration of distance and residual

energy always makes the algorithm energy efficient and other parameter, e.g., routing

overhead tries to balance the energy consumption by distributing the incoming traf-

fic of a relay node to other relay node, which has comparably less incoming traffic.
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Experimentally, it is demonstrated that the performance of proposed algorithm is

better than GAR and MHRM due to fact that in GAR, authors only consider the dis-

tance as parameter and in MHRM, authors tries to minimize the number of hops.

In contrast to GAR and MHRM, we consider some other parameters, i.e., residual

energy, routing overhead due to which proposed algorithm is performed better than

both of them. However, proposed algorithm does not consider any QoS parameters,

mobility of node and sink, so as our future research we will consider all these para-

meters.
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An Approach Towards Energy Efficient
Channel Reduction in Cellular Networks

Spandan Chowdhury and Parag Kumar Guha Thakurta

Abstract An energy efficient model in cellular networks is proposed in this paper
to reduce the number of long range channels as well as the energy consumption of
the mobile devices. The devices having high energy in terms of battery level are
used to establish communication between the base station and the requesting mobile
devices. The overall energy consumed by all devices is estimated if one such high
energy device receives data from the base station and subsequently propagates the
same to other mobile devices. The energy consumption is assessed for increasing
number of bridging devices. The proposed approach reduces the number of long
range channels used and the overall energy consumption of devices. The experi-
mental results show the effectiveness of the proposed approach.

Keywords Energy ⋅ Mobile device ⋅ Base station ⋅ Cellular networks ⋅
Unicast ⋅ Multicast

1 Introduction

The advancement of mobile applications has led to an explosive growth in mobile
device (MD) usage. Thus, an enormous number of cellular subscribers is resulting
into high rates of data downloads and ultimately, causing congestion in cellular
networks. This in turn is affecting the end user quality of service [1].

For example, consider the simultaneous distribution of a common content such
as news download or multimedia multicasting to a group of MDs over a network
[2]. In order to accomplish the job, a server transmits the content to the MDs via a
Base Station (BS). However, two different modes of interaction between the BS and
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MDs can be observed. The first approach provides dedicated one-to-one long range
(LR) channels from the BS to every requesting MD. In another approach, the BS
transfers the content to some of those requesting MDs and subsequently, these MDs
further unicast or multicast the same content in a cooperative manner over short
range (SR) channels. Thus an amount of energy is consumed by MDs in both
approaches.

The measurement of such energy consumption [3] is associated with the average
battery levels of MDs. However, the dependence of MDs on limited battery levels
imposes a constraint on the earlier approaches. Moreover, the current age of green
communication concerns the reduction of energy consumption in networks. This
can be the key in designing an optimal framework that has a multi objective
approach of minimizing the energy consumption of the MDs while simultaneously
reducing the number of dedicated LR channels.

In this paper, an energy efficient model is proposed to reduce the number of LR
channels as well as the energy consumption of the MDs for supporting the earlier
mentioned two-pronged approach. The terms MD and node are interchangeably
used in this work. Primarily, the nodes having high energy in terms of battery level
are used to establish communication between the BS and the requesting MDs. Here,
it is important to note that such high energy nodes are selected from the set of
requesting MDs. Further, the overall energy consumed by all MDs is estimated if
one such high energy MD receives the data from the BS and subsequently prop-
agates the same to other MDs. Carrying on the same approach, the energy con-
sumption is assessed if the number of such high energy bridging MDs is increased.
Finally, the solution provides the reduction in the number of long range channels
used and the overall energy consumption of devices. In addition, the experimental
results of the proposed approach confirm the theoretical findings and highlights its
effectiveness.

The rest of this paper is organized as follows: Sect. 2 discusses related works.
Section 3 presents the system model, and the problem is formulated in Sect. 4. The
proposed solution is introduced in Sect. 5. Next, the experimental results are shown
in Sect. 6 followed by the conclusion and its future scope in Sect. 7.

2 Related Work

The recent popularization of cellular networks has caused the explosive growth of
mobile users with ubiquitous internet access. Therefore, the demand for huge
amount of data traffic has posed a big challenge to the cellular networks. Sometimes
the traffic exceeds the capacity of cellular networks and hence deteriorates the
network quality [1]. To handle such immense volume of data, MDs spend a con-
siderable amount of energy. Under such scenario, in order to provide high
throughput and low latency.

Requirements, protocols are developed by simultaneously accounting for the
concerns on energy efficiency [4]. Due to limited transmission rate of MDs, the
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energy expenditure becomes very high. Thus reducing energy consumption in the
wireless networks manifests into a major goal for supporting the emerging services.

The emergence of MDs with multiple wireless interfaces as discussed earlier is
expected to address the issues of energy-efficiency by allowing cooperation among
MDs over wireless interfaces [5]. Such cooperation takes into account the power
limitation in the MDs. Bearing this fact in mind, cooperation among MDs have
major advantages in terms of increasing the network throughput and decreasing the
energy consumption of MDs [6].

In short, the previous literature studies introduce the concept of energy efficiency
in perspective of cooperation among MDs. This cooperation based design
methodology is further enhanced in this paper for reducing the required number of
LR channels as well as for facilitating a more energy efficient approach by con-
sidering multicasting operation as introduced next.

3 System Model

Consider the scenario as introduced in the Fig. 1. Here, “k” number of MDs as
½N1,N2,N3, . . .Nk� can download the same content from the server ðSÞ through BS.
For the sake of simplicity, it is assumed that the MDs are uniformly distributed
around the BS and at a one hop distance from each other. In this work, LR channels
are used for the data transmission from BS to MDs, whereas SR channels are used
for inter-MD communication.

Mainly the problem addressed in this work is associated with two major com-
ponents. These are—(a) LR factor ðLRf Þ: The ratio between the number of LR
channels used and the total number of LR channels allowed for transferring the data

Fig. 1 Organization of the system
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to the various MDs, and (b) E factor ðEf Þ: The ratio between the total energy used
and the maximum amount of energy that is allowed to be used for facilitating the
required communication. So, LRf and Ef are represented as ðLRused L̸RmaxÞ and
ðEused E̸maxÞ respectively. In addition, Eused is estimated as follows:

Eused =Energy consumed by bridgingMDs

+Energy consumed by other requestingMDs
ð1Þ

where, bridging MDs denote those devices that can receive data directly from BS
and further transmit the same to other requesting MDs in a cooperative manner.
Further, (1) can be discussed in more detail as in (2).

Eused = ∑ LRrecv + ∑X + ∑ Y ð2Þ

In (2), ∑ LRrecv and ∑X refer to the summation of energy consumed for
receiving data and the summation of energy consumed for either unicast or mul-
ticast transmission by all bridging MDs respectively. Again, the term ∑ Y used in
(2) denotes the summation of energy consumed by all MDs to receive data by
unicast or multicast over SR. In this work, the energy consumed by an MD for
transmitting one unit (say 1 Mbit) of data is represented by Table 1.

The energy consumption for MDs in various scenarios with respect (2) are
estimated by the followings. In this context, the data size, denoted as ST , is also
considered in our work.

• For each bridging MD:

LRrecv = ST ×RLR ð3Þ

X = ST ×Rsend
SRu unicast communicationj ð4Þ

X = ST ×Rsend
SRm multicast communicationj ð5Þ

Table 1 Various rates of energy consumption in Joules/Mbit

Symbol Description

RLR Energy consumed for receiving data on LR

Rsend
SRu Energy consumed for sending data over SR on unicast

Rsend
SRm Energy consumed for sending data over SR on multicast

Rrecv
SRu Energy consumed for receiving data over SR on unicast

Rrecv
SRm Energy consumed for receiving data over SR on multicast
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• For each non-bridging MD,

Y = ST ×Rrecv
SRu unicast communicationj ð6Þ

Y = ST ×Rrecv
SRm multicast communicationj ð7Þ

4 Problem Formulation

Several high energy bridging MDs are involved in capturing the data from BS and
subsequently forwarding the data to other requesting MDs in a cooperative manner.
Therefore, a number of ðLRf +Ef Þ values are obtained for varying number of
bridging MDs. Hence, the energy-efficient solution under such scenario is obtained
by selecting the minimum value of such ðLRf +Ef Þ. Thus the problem is formulated
as follows:

minimum½ LRf +Ef
� �

1, LRf +Ef
� �

2, . . . , LRf +Ef
� �

LRmax
� ð8Þ

5 Proposed Approach

The problem addressed in this paper deals only with the nodes that have the
minimum energy to receive the data directly from BS over an LR. Along with each
request, a node sends its energy level to the BS. It is to be noted that a limit for the
usage of LRs ðLRmaxÞ can also be provided. By default, the limit is set to the total
number of requesting nodes.

After the BS receives the request, it sorts the energy levels of all MDs in
decreasing order. Then LRmax number of ðLRf +Ef Þ values are calculated for two
different scenarios as explained below:

(i) A few high energy bridging MDs receive the data on LR and unicasts the same
to the other MDs;

(ii) A few high energy bridging MDs receive the data on LR and multicast the
same to the other MDs

The calculations for each scenario are begun by considering only the highest
energy MD as the bridging node and then calculating the energy consumption and
LR requirements for the scenarios (i) and (ii) as mentioned earlier. Then the same
approach is extrapolated further by considering the two highest MDs as bridging
nodes and calculating the same parameters as mentioned earlier. This is continued
until the total number of bridging MDs equal the number of requesting nodes or
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they equal the number of the maximum number of LR channels allowed. Finally the
approach selects the lowest value of ðLRf +Ef Þ as solution. This procedure is
described by the following algorithm.

Remark The energy consumption is related with the testing of LRmax number of
iterations. Further, every node in each iteration is checked for the compatibility of
its energy level with the transmission or reception of data. Thus the algorithm in our
proposed approach executes in O ðn2Þ time, where “n” denotes the number of nodes
considered in the network.
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6 Experimental Results

In this section, the experimental results confirm the theoretical findings for the
proposed approach. The analysis is carried out with Intel core i5 third generation
processor, 4 GB RAM and Java programming language. The input values for the
symbols used in Table 1 are considered here as 2 J/Mbit for RLR, 0.4 J/Mbit for
Rsend
SRu and Rsend

SRm, 0.8 J/Mbit for Rrecv
SRu and R

recv
SRm. In addition, the data size ðSTÞ is taken

into account as 2 Mbit.
In Fig. 2, the energy consumed in the network is estimated against number of

requesting MDs. This figure shows that the energy consumption gradually increases
proportionally with the increasing number of MDs for unicast communication.
Similar characteristic is achieved for multicasting. However, the energy consumed
in case of multicasting is significantly less than unicasting due to the lower
requirements of the number of LR and SR channels.

Figure 3a shows the nature of requirement of LR channels against number of
requesting MDs. In this figure, it is observed that the number of LR channels
increase with increasing number of requesting MDs for unicasting. However, the
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rate of increase in percentage of LR channels slowly decreases after achieving
stability with higher values of MDs. However, in case of multicasting, it is observed
that the minimum energy consumption scenario arises when the number of LRs is
reduced to one. Owing to the one hop nature of the network, a single MD is found
to be capable of multicasting the data to all other requesting MDs, and hence
reduces the LR requirement to 1. In Fig. 3b we have observed that the number of
required SR channels complement the number of required LRs during unicasting,
due to the fact that every MD requires a separate channel for receiving the data. But
in case of multicasting, the number of SR is found to be equal to the number of LRs
as an MD needs to transmit the data over multicast only once, and hence the
required number of SR never exceeds the number of LRs.

The fact that multicast communication requires less energy than unicasting, as
shown in Fig. 2, is further established through Fig. 4. In this context, we have
observed that the average energy levels of the MDs, after data transfer, are more in
case of multicast communication over unicast communication. Moreover, in all the
scenarios, an average energy level of approximately 15 Joules is maintained
initially.

7 Conclusions

The methodology adopted by this paper has been directed towards the simultaneous
reduction of the required number of LR channels, and the energy consumption for
communication in the network. The procedure to achieve this goal is involved in
obtaining the best solution among several possible alternatives for reducing the
energy consumption as well as the LR channel requirement. The proposed approach
reveals that a significantly less amount of energy is spent by using a combination
of LRs and SRs, rather than directly receiving data from the BS by all MDs. The
implementation of a unicast model of communication shows how the number of
dedicated channels for data transfer from the BS to MDs can be significantly
reduced. Moreover, from the experimental results, it is observed that in order to
achieve the best result, it is recommended to follow a multicast approach.
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This approach is properly suited for a single hop network, and requires both
minimum number of LR channels and the least amount of energy for successful
communication. Further, the approach proposed in this paper can be extended by
applying other powerful optimization techniques in order to obtain enhanced
results.
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Military Robot Path Control
Using RF Communication

Sandeep Bhat and Manjalagiri Meenakshi

Abstract This paper illustrates how to solve some risky tasks in military and rescue
operations. The task like the continuous firing of bullets, provide weapons to soldiers
in the war field, rescue operations in flood, earthquakes etc., a robot needs proper
guideline to perform the task. In this work these tasks are solved by Radio Frequency
(RF) based communication, because command is transmitted by a letter. Hence
encryption of the data is not required. And also it presents the efficient way of
utilizing the power and replaces the soldiers by many swam like robots. The com-
munication on this system takes place by using RF signals. The robot path is con-
trolled by remote controlled RF signal or using a mobile phone if the mobile carrier
service is available. The real time result parameter are comparing with the vision
based robot path planning system.

Keywords ASK ⋅ DTMF ⋅ Path planning ⋅ RF ⋅ Robot

1 Introduction

Radio Frequency communication plays a major role in our daily life. TV, Mobile,
Internet MODEM, remote controller etc. are RF communication based gadgets. RF
frequency is in the range of 3 kHz to 300 GHz [1]. It is well known fact that, most
of the tasks in military applications are more dangerous than others. For example,
walking through minefields, clearing out hostile buildings, are some of the most
dangerous tasks a person is asked to perform in the line of duty [2]. Self-directed
military hardware robotic system tasks are replaced direct human participation in
the war field [3].
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The bullets can be fired by a military robot through its two barrel gun battlement.
To a secure firing edge military robot have two cameras in synchronization with the
turret which can turn around all the direction [4]. The terrorism problem can be
solved by designing the RF based detective military robot which consists of the
wireless camera. This robot can softly go through into rival locale and sends the
information through wireless camera. Because of the colour sensor used in military
robot senses the colour of the surface and according to that robot will change its
colour. Hence the robot can be simply escaped by enemies [5].

The hand gesture recognition is developed for identifying the different auction
signs in the MEMS based Gesture Controlled Robot. The gesture is based on the
hand movement, hence increases the normal technique of intelligence [6]. The
military robot includes low power Zigbee wireless sensor network to detect the
intruders and the essential action will be taken involuntarily by the robot. The robotic
system in the military is intended to save human life and thereby strengthen the
country [7]. The existing military and business satellite-based RF communications
structure property are both insufficient and costly; a system for global voice and data
communications has been established recently to allow the Military Sealift Com-
mand (MSC) to achieve its task [8]. In a present multi-complex building utilizing RF
tools and RF transmission path gain magnitude were made in classic narrow straight
and wide straight interior corridors at 2400 MHz to solve vulnerabilities [9, 10].

As mentioned above, the most part of the work mentioned in the literature has its
own particular disadvantages of RF based communication. Furthermore, they are
confused, needs more scientific methodologies. Accordingly, to address the above
issues, this paper introduces RF communication based robot path planning to fire
the bullets automatically in the war field.

The organization of this paper is as follows: Sect. 2 gives the working principle.
Next the concept of implementation is given in Sect. 3. Results and discussion are
given in Sect. 4 followed by conclusion in Sect. 5.

2 Working Principle

The Block Diagram of RF Communication Module is as shown in the Fig. 1. In
which the appropriate task is received by the sensor or by manual operation through
the military officer. The received signal is later send to the microcontroller unit after

Fig. 1 Block diagram of RF communication module
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the digital conversion. The suitable command is transmitted by the RF Transmitter
to RF Receiver according to a command received by the Microcontroller unit at the
transmitter location. The microcontroller unit at the receiver site sends desired
signal to the motor through the motor driver depending on the signal received by
the RF Receiver Module.

The block diagram of Mobile Controlled Military Robot is as shown in the
Fig. 2.

For a short distance robot path planning mobile phone based control is suitable.
Depending on the obstacle position, the robot moving direction can be controlled
by the key pressed from the mobile phone. The frequency tone generated by a
mobile phone after pressing a key is converted into a binary signal by Dual Tone
Multi Frequency (DTMF) decoder. The microcontroller receives the binary signal
from DTMF decoder and sends appropriate signal to the motor driver. The motor
gets proper direction and power to move from motor driver and move accordingly.

3 Implementation

The Fig. 3 shows the hardware implementation of RF transmitter and receiver
modules. As shown in Fig. 3a is an RF transmitter on 433 MHz with an antenna
and microcontroller unit. The input from the sensor is fed to the microcontroller
after digital conversion of the analog signal. Microcontroller processed the digital
signal and according to the information in the signal it sends the appropriate signal
to the RF receiver module through RF transmitter module. The information is
transmitted is being modulated by a RF carrier of frequency 433 MHz.

Figure 3b shows an RF receiver and microcontroller unit. The input from the RF
receiver is fed to the microcontroller. Microcontroller sends appropriate signal to
the robot for its movement to reach the destination.

Mobile Robot is as shown in the Fig. 4. It consists of DTMF decoder IC
CS9370DGP, decoder to the Mobile Phone connector, microcontroller unit with IR
sensor. From the mobile phone press ‘2’ for forward, ‘8’ backward, ‘4’ for left, ‘6’
for right and ‘0’ for stop. The frequency tone is generated by a mobile phone after
pressing a key is converted into a binary signal by Dual Tone Multi Frequency
(DTMF) decoder CS9370DGP and send to microcontroller 89V51RD2. The motor
gets the required data from the microcontroller through the motor driver L293D.

Fig. 2 Block diagram of
mobile controlled robot
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4 Result and Discussion

The RF communication prototype is as shown in the Fig. 5.

Fig. 4 Mobile robot

Fig. 3 RF communication for robot
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4.1 Test Point-1

The RF communication prototype consists of transmitter and receiver. The condi-
tion like war or rescue operation more weapons, firing equipment or food and
medicines are required towards enemies/rescue premises. To carry these more
carriers are required in the same direction. In the RF communication a command
sent by a master control unit (command signal can be transmitted by a sensor or
manually) can be received by a number of RF receivers mounted on robots.

The signal from the sensor is fed to the microcontroller after converting to digital
signal by a comparator. The microcontroller 89V51RD2 processed digitally and
generates the output to the RF transmitter unit. ASK modulator uses 433 MHz
carriers and an information signal is the output of the microcontroller. The mod-
ulated signal is radiated by the helical antenna as shown in the Fig. 5. RF receiver
demodulates the modulated signal, later the appropriate signal is applied to the
motor of the robot via microcontroller. Hence, many robots which carry the
weapons or to fire the bullets or food, medicines in a war field/rescue place are
ready to fight.

Mobile controlled Robot Prototype is as shown in Fig. 6.

4.2 Test Point-2

Switch ON the power of microcontroller unit and robot units in the military
surveillance area. As mentioned in the TEST POINT-1, to fight with the enemy in
the war field for short distances. In which direction firing the bullets and weapons to
carry out, is depending on the appropriate key pressed in the mobile phone.

Fig. 5 RF receiver
communication prototype
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The DTMF converts frequency tone generated by the mobile key to the
microcontroller compatible digital signal. Desired direction of the robot is achieved
by the motor, by receiving the output signal of the microcontroller.

Thus, from the above two test points, RF communication in the military/rescue
operation is implemented and tested for long and short distances. Instead of using
many machines/rollers/robots for similar applications individually in the
military/rescue operation, these approaches use only one master and many slaves to
fight in the war field. Hence, utilizing the power and save the life of soldiers and
citizens. The Vision based Robot Prototype is as shown in the Fig. 7.

Figure 8 shows the comparison of Embedded controlled RF Robot and Vision
based Robot Path Planning in terms of efficiency and processing time. The accuracy
of the Embedded System is 93 % (because identifying obstacle is not accurate) and
for Vision based System is 96 % (it depends on camera resolution). The Processing
Time of the Embedded System is 1030 ms and for Vision based System Processing
Time is 1290 ms (it depends on image processing time).

Fig. 7 Vision based robot
prototype. (Source Ref. [2])

Fig. 6 Mobile controlled
robot prototype
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5 Conclusions

This paper illustrated the technique of solving risky task like the continuous firing
of bullets; provide weapons to soldiers in the war field, rescue operations in flood,
earthquakes etc. All these tasks are solved by Radio Frequency based communi-
cation. In this work long distance monitoring of robot path planning is achieved by
a Radio Frequency based communication. And for the short distance, robot path is
controlled by Mobile phone. The real time results are compared with the vision
based robot path planning system.

Acknowledgments Authors highly acknowledge the “Skyfi Labs”, Coimbatore, India for pro-
viding the lab and training to prepare these robots.
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