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CHAPTER 1

Introduction

Somesh K. Mathur, Rabhul Arora, and Sarbjit Singh

Proponents of free trade always prefer free trade over no trade due to the
gains associated with the former, and use trade theories and trade trends to
explain why two countries should engage in trade. Trade theories empha-
size that gains from trade depend on both the pattern of trade and the type
of trading countries (developed or developing). Traditional trade theories
explain the sources of gains at the country level, but modern trade theories
provide the explanation of these sources in a very advanced way by assuming
real-world situations based on imperfections, firm level analysis, and market
conditions.

Empirical analysis is the centerpoint of the emergence of modern-day
trade theories which are based on real-world phenomena such as imperfect
competition in a product market, the presence of economies of scale in
production, and varying consumer preferences, among others. Advances in
international trade theory and policy are emerging at a rapid pace, and the
main reasons are the advancement of the empirical research methods and
availability of country-wide detailed data on disaggregated sectors.

The empirical research tools used in quantitative research in international
trade can be divided into two main categories: deterministic and stochastic.
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Among deterministic tools, two main methodologies exist, namely, partial
and general equilibrium analysis. These methodologies also fall under the
category of ex ante analysis as they deal with predicting trade flows in the
scenario of variable changes in trade policy. With the help of general
equilibrium analyses (including GTAP and dynamic GTAP models,
among others), one can also consider the impact of changes in trade policy
on economywide variables.

On the other hand, different econometric procedures are available under
the stochastic category. Here, the estimation of gravity models is very
important in explaining and accounting for trade flows among countries.
The advanced estimation of any regression model (e.g., gravity models)
using econometric tools falls under the category of ex post analysis, where in
one studies the impact of past events on bilateral trade flows or any other
dependent variable of interest. Hence, knowledge of these research tools
have become necessary for researchers working in the field of quantitative
analysis of international trade.

This book presents an empirical foundation of international trade theory
and policy and also of international monetary theory and policy, keeping in
mind new developments in both trade and international monetary theories.
Broadly, this book discusses developments in trade theories including
“new” new trade models accounting for firm-level trade flows; trade growth
accounting using inverse gravity models (including distortions in gravity
models); the impact of trade liberalization under the aegis of regional and
multilateral liberalization efforts of economies using partial and general
equilibrium analysis; methodologies of constructing ad valorem equivalents
of nontariff barriers; determination of countries’ trade and exchange rate
flows; and volatility spillover effects of financial and exchange rate markets
among others.

The focus of this book is to test various trade theory and international
finance hypotheses and other changes in trade and international monetary
policy using frontier methodologies in econometrics and simulations using
partial and general equilibrium analysis. The main objective behind writing
this book is to develop expertise among researchers, docents, policymakers
and academicians alike, so that they can engage themselves in analyzing the
impact of various trade policy instruments, and research international
finance issues empirically, as per their own country’s/research require-
ments. The discussion is focused on theoretical and empirical work related
to the following issues.
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* developments in trade theory including NewNew trade theories;

e advances in gravity model;

e trade growth accounting using inverse gravity model;

e calculation of tarift equivalent of non-tariff barriers;

e measurement of trade costs between the trading Partners;

e methods to analyze country’s trade and tarift profile;

e partial equilibrium effects of tariff liberalization through SMART and
gravity modelling;

¢ the impact of food safety measures on exports using gravity modelling
and CGE analysis, specifically focusing on India;

e the economywide impact of tariff liberalization between trading part-
ners using GTAP and dynamic GTAP models, and estimating the
relative benefits of countries aligning with regional groups;

¢ trade openness and wage inequality;

e the impact of technical barriers to trade; and

¢ dynamic spillover effects in financial markets.

While discussing the above issues, many other research problems will also
be discussed providing future avenues of research in this area.

1.1 OVERVIEW OF THE BOOK

To present the above issues in a structured pattern, the discussion is divided
into three main parts which consists of 16 chapters in total. Chapter 1
provides a brief introductory overview of the contents included in each
chapter. It also highlights the role of empirical methods in testing the
existing theories of international trade and finance while keeping in mind
new developments in trade theory.

Part 1 of the book contains six chapters that are focused mainly on
advancements in trade theories and trade growth accounting using the
gravity model. Part 2 also contains five chapters with the prime motive of
showing the usage and procedures of both the partial and general equilib-
rium approaches. Part 3 contains four chapters, three of which deal with the
applied parts of the topics of international trade theory and international
monetary theory. The last chapter concludes the discussion and provides
future avenues for trade policy research.
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1.1.1  Part 1: Developments in Trade Theory and Gravity Modelling,
and Their Applications

Part 1 of this book focuses on developments in trade theory and gravity
modelling, and their applications. It consists of six chapters (Chaps. 2, 3, 4,
5, 6, and 7). Chapter 2 explains the reasons behind gains from trade.
Chapter 3 reviews important issues in the strategic trade literature that
have made critical use of the assumption of imperfect competition and
increasing returns of scale. The study seeks to extend Krugman (1984) by
providing an alternative theoretical foundation for the idea of import pro-
tection leading to export promotion, based on the assumption of free entry
and linear marginal costs. The study demonstrated that the result holds
under all three different versions of free entry, that is, free entry domesti-
cally, or in a foreign country only, or both. It also showed welfare analysis,
where the study found that welfare implications are sensitive to the three
different versions of free entry.

Chapter 4, provides explanation of entry and exit behaviors of heteroge-
neous firms operating under oligopoly, partly driven by endogenous sunk
costs. This chapter helps in understanding the time profile of interfirm
relocation in global markets. It introduces an oversimplified Cournot frame-
work with endogenous sunk costs to extend the framework of traditional
models of vertical markets.

Chapter 5 works out the trade costs for APEC countries with India in goods
traded using Novy’s methodology of inverse gravity modelling including an
exercise performing trade growth accounting. It decomposes trade growth
into quadripartite decomposition flows: how does income convergence impact
the trade taking place between two trading partners; how does the size of both
trading partners affect trade; and what are the roles played by bilateral trade
costs and multilateral trade barriers in explaining trade growth? Importantly,
Chap. 5 gives an account of exporters’ and importers’ resistance terms
[(Anderson and Wincoop (2003)], who introduced the terms in the gravity
model) based on the actual trade and domestic database of both India and
APEC countries.

Chapter 6 provides the calculation of ad valorem equivalents (AVEs) of
nontarift barriers, particularly those barriers that increase the time to import
and the time to export goods between two trading partners. This calculation
was made by using data taken from the 16 member countries of the proposed
Regional Comprehensive Economic Partnership (RCEP) agreement.
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In the final chapter of this part (Chap. 7), the bilateral trade costs of
services of India and China has been estimated. This chapter also shows the

reasons behind the growth of trade in services over the study period (from
1995 to 2010).

1.1.2  Part 2: Some Applications of General Equilibvium Analysis

Part 2 of the book starts with the methodological chapter (Chap. 8)
explaining the partial and general equilibrium approaches for evaluating
proposed changes in trade policy. It discusses some of the empirical
methods available in trade policy research Advance references and online
links are also given for detailed reading. This chapter is very important for
those readers who have initiated and planned their research in the field of
empirical analysis of international trade policy issues. It will guide them in
choosing an appropriate methodology and acquiring data for their
research work.

Chapter 9 analyzes the impact of food safety measures on Indian exports
using gravity and computable general equilibrium models. Furthermore,
Chap. 10 uses a GTAP model to explain the relative benefits of India
aligning with the GCC countries. The chapter uses the GTAP-8 database
to handle the general equilibrium model of nineteen regions over fifteen
commodity groups.

In Chap. 11, the dynamic general equilibrium model is used to work out
a macroeconomic assessment of Lebanon’s accession to the World Trade
Organization (WTO). Chapter 12 uses partial (SMART) and general equi-
librium (GTAP) tools to assess and simulate the impact of complete trade
liberalization of “all” and “specialized” products between India and Canada
under the proposed Canada-India free trade agreement (FTA).

1.1.3  Part 3: Other Related Topics

The final part of the book consists of four chapters including the conclu-
sions. In Chap. 13, the effect of two measures of technical barriers to trade
(TBT) that were adopted by Ecuador in November 2013 have been esti-
mated, particularly upon the import flows of perfumes and toilet waters.
The study considers two such TBTs: Resolution 116 and Resolution 093.
To obtain an unbiased estimate, the study uses a synthetic control method
combined with a difference-in-difference estimation.
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Chapter 14 estimates the effect of trade openness on wage elasticity of
labor demand for both production and nonproduction workers in aggregate
as well as disaggregate manufacturing in India during post reforms. Econo-
metric estimation is carried out for a panel data set comprised of fifteen
disaggregated manufacturing industries for the period from 1991 to 2010
using dynamic panel data estimation methods.

In Chap. 15, the study uses multivariate GARCH (generalized
autoregressive conditional heteroscedasticity) models to study volatility
spillovers in the foreign exchange markets. The study is based on the daily
data of futures and spot rates of four exchanges, namely, EURO/INR,
GBP/INR, USD/INR, and JPY/INR, traded on the NSE and MCX-SX
for the period February 2010-November 2014. The final Chap. 16 con-
cludes the discussion and provides future avenues for trade policy research.
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CHAPTER 2

Developments in International Trade Theory
and Gravity Modelling

Somesh K. Mathur, Rabul Arora, Sarbjit Singh,
and Amrita Roy

2.1 TRADITIONAL TRADE THEORIES

Traditional trade theories—for example, Ricardo (1817) and Heckscher-
Ohlin—have explained the pattern of trade in terms of comparative advan-
tage, which means the low relative cost of a good in comparison to other
countries in autarky. In these theories, gains from trade arise because of
differences among countries. In the Ricardian theory of comparative advan-
tage, these differences among countries have been due to differences in the
technologies used in production processes, and these differences have
served as a push factor toward trade. Ricardo assumed only one factor of
production in terms of labor, so differences in technology represent differ-
ences in the usage of labor hours. A country that uses a fewer number
of labor hours to produce a certain commodity—in relation to another
country—will have a comparative advantage in production of that particular
commodity. If the product with comparative advantage is then exported to
another country, then the exporting country will obtain gains from trade
through the specialization in production.
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With the advent of the Heckscher—Ohlin (HO) model, the explanation
of trade specialization has shifted away from technological differences to
differences in endowments. One country, endowed with a particular type of
factor of production, should exploit that factor more and reap gains associ-
ated with trade in that commodity which uses more of the available abun-
dant factor. Although, the main focus has remained on the comparative
advantage, the source of comparative advantage has been shifted to the
difference in factor endowments.

On the basis of standard assumptions of the HO model—two goods, two
countries, two factors of production, constancy of tastes and technologies
across the trading partners and difference in the endowment of factors of
production owned by the trading partners—four famous theorems of trade
have been emerged: the HO theorem’; the Stolper-Samuelson theorem?;
the Rybczynski theorem®; and the factor—price equalization theorem.* All
these theorems have proven that the existence of differences in factor
endowments between countries have served as reasons for trade, and that
trade in return feeds back to factors of production difterently. These theo-
rems collectively form the fundamentals of trade theory.

Since the 1940s, these simple two-country, two-factor models have come
under close scrutiny. Studies have focused on checking the validity of these
trade theorems in a generalized framework and have found that these
theorems do not hold when generalizations (K-goods and N-factors) are
applied to the models. Leontief’s (1953) study is considered to be the first
significant attempt to test the empirical validity of the HO theory while
looking at the exports and imports in the United States. Comparing the
number of factors of production used in the same value of exports and
imports, Leontief found that US exports were less capital intensive com-
pared to imports even though their capital/labor ratio was relatively high
and hence contradicted the basic HO theory. Later, a number of studies
(Vanek 1968; Leamer 1980; Bowen et al. 1987; Davis and Weinstein 2001,
among others) attempted to improve on the methodology adopted by
Leontief (1953) to capture the actual scenario.

Many empirical trade economists have also noted the difficulties in
applying these trade theories in complex multicountry, multifactor,
multicommodity real-world situations. Over the years, with the changing
pattern of trade between countries, Deardorft (1979) in his study showed
that the imposition of high trade restrictions on an input will raise the price
of a final commodity attached with this input and hence make the produc-
tion of a final good difficult to survive even if the country is a low-cost
producer of the same commodity. While testing the theory of comparative
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advantage for trade in services, Deardorff (1985) addressed three different
characteristics of trade in services—trade in services arise as a by-product of
trade in goods; trade in services are accompanied by international direct
investment; and services cannot be produced somewhere and consumed
somewhere else like goods. Based on his study’s results, he was of the view
that under certain assumptions, the weak version of the theory of compar-
ative advantage may apply.

Many empirical studies have also touched upon the issue of whether
traditional trade theories still hold in the presence of fragmentation of the
production process. Deardorff (2005) has done a detailed analysis in this
respect and has found that if the fragmented production process is based on
the level of resources that countries have, then this process will add some
value to the existing level of world welfare. Improvements in transportation
and communication facilities have also helped in the splitting of production
process.

2.2 NEW TRADE THEORIES

Traditional trade theories are based on key assumptions: perfect competi-
tion; constant returns to scale; no externalities; and the fully flexible market
of factors of production (such as capital and labor) that ensure full employ-
ment. Subsequent developments in trade theories have relaxed these
assumptions to take into account the real picture. In new trade theories, a
new term called “intra-industry trade” has been coined, which represents
the trade of products of similar industry between two countries with similar
factors of production or same endowments. Final products are differenti-
ated but are very close substitutes of each other. This pattern of trade can
even exist without differences in the technology of production.

These theories explain three main reasons behind the trade between
countries: (i) economies of scale; (ii) product differentiation; and (iii) the
existence of imperfect competition in the markets. These theories predict
scale and selection effects as the result of international trade taking place in
goods with similar factor intensities. Instead of producing all sets of varie-
ties, countries would concentrate on a few varieties (some firms would exit,
leading to a selection effect), reap economies of scale (existing firms would
expand business, leading to a scale effect), and export the same at compet-
itive costs to others, while importing other sets of varieties of the same good
from other countries at lower prices.

Krugman with his ingenuity modeled the consumption side of his model
with a “love for variety” utility function as a variant of the Dixit-Stiglitz
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utility function,® but never gave the exact form the same. This led him to
show that scale and selection effects are present in the model. In fact, if one
takes a particular function form like CES or the Dixit-Stiglitz utility func-
tion in addition to Krugman’s existing model, one would not see any scale
and selection effects. Consumers would gain by exchanging varieties
because each variety enters the utility function (“love for variety” utility
function) of each consumer present in both trading countries.

The new trade models of Krugman and others help us to understand the
impact of trade liberalization on countries, wherein with liberalization one
may see the exit of some firms in the short run, while in the long run the
remaining firms would take up the business, reap economies of scale, and
produce more goods at a lower average cost. It was Melitz (2003), however,
who developed the model of heterogeneous firms to explain which firms
would exit and which would take up the rest of the business. New trade
models, however, could not explain the pattern of trade, as was the case with
the earlier trade models.

Balassa (1966) took the initiative in this respect, but the development of
trade theories to explain intra-industry trade happened in the 1980s.
Krugman (1979) in his monopolistic model of trade has explained the
reasons of gains from intra-industry trade between two similar (in terms of
technology and factor endowments) countries. Its reciprocal dumping
model has also explained the benefits associated with trade in identical
products. By taking the assumptions of the presence of economies of scale
in the production and love for variety in the consumption, Krugman
explained the reasons behind intra-industry trade and gains from trade. As
per his theory, if the scale of production is enlarged, then the producer will
gain in terms of economies of scale and the consumer will gain in terms of
the availability of more consumable varieties. There will be a large number
of producers producing the differentiated products, but each variety should
be a close substitute for each other variety. Further, Helpman and Krugman
(1985) gave another explanation of the new pattern of trade by assuming
the propositions of the HO model with some assumptions of the Krugman
model. By assuming the absence of economies of scale in the production of
goods from capital-intensive industries, they explained that a capital-rich
country will produce and export capital-intensive products and import labor
products produced by the labor-abundant country. The latter country can
also export manufactured goods as it produces a different variety, which can
be liked by the consumers in the capital-abundant nation. Therefore, new
trade theories have identified new sources of gains from trade: a rise in



DEVELOPMENTS IN INTERNATIONAL TRADE THEORY AND GRAVITY. .. 13

efficiency, resulting from economies of scale in the production front, and a
welfare gain for consumers resulting from the availability of new varieties in
the market and lower costs of imports.

2.3 “NEw” NEwW TRADE THEORIES

Further advancements in trade theory to explain gains from trade have been
elucidated by “new” new trade theories modeled on assuming differences in
firms (i.e., firm heterogeneity) producing the same product. Until the
1970s, trade theories ignored the issue of firm heterogeneity and assumed
that all firms in a given industry were homogeneous. In the 1980s, with the
advent of wide microdata on production and trade at the firm level, it was
noted that considerable differences existed among firms in terms of their
size, productivity, choice of technology, quality of products, and opting to
access the international market.

This empirical evidence initiated the search for new sources of gains from
trade and factor allocation resulting from international trade. It was noted
that only a small fraction of total firms within an industry indulged in
trading, and this phenomenon cannot be explained with the help of either
the traditional or new trade theories.

In the 2000s, another major development in trade theories, the “new”
new trade theories, has begun to account for the dynamic industrial models
of firm entry, innovation, growth, and death. “New” new trade theories
have focused on the issue that it is not the countries or industries that
indulge in trade but the firms that trade, and they are heterogeneous in
nature. Extensive margins, firm heterogeneity, and market conditions are
important components of any “new” new trade models.

By focusing on the fact that all firms in an exporting sector do not export,
this theory differentiated the firms engaging in the production of similar
products in the same industry. The firm heterogeneity can be best explained
by differences in productivity of different firms. Melitz (2003) in his model
introduced differences in firms in the Krugman model of new trade theory
and explained that only more productive firms would become the exporters.
He believed more trade opportunities would lead to more welfare gains
through incentives associated with the enhancement of the productivity of
existing firms, as well as these gains working as an incentive for the new
entrant to enter with high productivity. His model was considered the most
successful way to analyze firm heterogeneity and trade. The model expli-
cates that firms need to bear several costs to enter the international market.



14 S.K. MATHURET AL.

This finding raised the question of causality: whether the high productivity
induced firms to self-select for exports, or productivity of the exporting
firms increased with learning by exporting.

Though the direction of causality is not very clear, extensive studies have
found the evidence that high productivity precedes entry into exporting
markets, which gave rise to the concept of sunk cost. Initially, each firm
invested in research and development to invent a new variety that is con-
sidered as the sunk cost or invention cost. The invention cost ultimately
determines the firm’s productivity level because of the uncertainty associ-
ated with the average cost of production of a new variety. Along with the
sunk cost, firms need to bear the entry cost to enter a domestic market and
an additional entry cost to enter an international market.

In addition to prices, demand conditions, and trade costs, threshold
marginal costs determine whether firms will choose to sell their product in
the domestic market or in the international market also. So, firm heteroge-
neity and sunk cost imply that the lowest productivity firms will exit and that
overall productivity of the industry will increase. Therefore, the “new” new
trade theories have identified another source of gains from trade: a rise in
productivity level resulting from the exit of the least efficient firms and the
reallocation of resources in favor of the most efficient firms. Most of the
recent theoretical literature in this respect has tried to generalize or to
elaborate the Melitz (2003) model of selection.

Bernard et al. (2007) have studied the interaction between comparative
advantage and firm heterogeneity. Melitz and Ottaviano (2008) have
explored the interaction between variable mark-ups and market size.
Multiproduct firms have been studied by a large number of researchers
(e.g., Bernard et al. 2011; Eckel and Neary 2010; Mayer et al. 2014;
among others) and labor market frictions have been considered in Amiti
and Davis (2011) and Helpman et al. (2011).

Helpman et al. (2004) extended the Melitz (2003) model (highlighting
the role of fixed costs) to explain the decisions of firms to choose to serve
international market with exports or in terms of FDI. They noted that
multinationals are more productive compared to the domestically owned
firms. In their framework, firms compare the costs of establishing a produc-
tion unit in a foreign land to the costs of exporting to that particular
country. Along with the fixed costs, firms that wish to serve the international
market with exports need to bear some transportation costs. Similarly, firms
that want to run their production unit in a foreign land need to bear some
institutional processing costs and other costs associated with duplicating
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production capacity. If the transportation costs outweigh the fixed costs of
setting up a foreign affiliate, firms will opt for FDI rather than exporting
while producing domestically. Antras and Helpman (2004, 2007) explained
the organization decision of a firm’s production: whether internally, FDI, or
outsourcing. In their model, trade, investment, and organizational forms of
the firm were determined jointly. Firm level differences, fixed costs associ-
ated with enforcing contracts, and differences in wage rates play together to
decide the organizational structure of the firm.

The Melitz (2003) model assumed a constant elasticity of substitution
preferences which ensured constant firm mark-ups of price over marginal
costs. Bernard et al. (2003) and Melitz and Ottaviano (2008) extended the
Melitz (2003) model, allowing to endogenously determine mark-ups. In
this scenario, trade liberalization might induce competition, initiating a
reduction in mark-ups of price over the marginal cost. This reduction in
average prices generates another source of welfare gain.

Further modifications in these models have been done by Chaney
(2008), Arkolakis and Muendler (2010, 2011), and Mayer et al. (2014)
where they accounted for multiproduct firms exporting to multiple desti-
nations. Firms face fixed entry costs for each product for each market.
Accordingly, firms decide on the destinations, number of products by
destinations, and amount of sales by products and destinations. Their
models have tried to explain why a small number of firms export many
products and to a larger number of countries. Bernard et al. (2003) and
Melitz (2003) have noted that firms are heterogeneous in nature and all
firms do not trade in the international market because of the higher entry
cost there. Only the most productive firms will be able to cover these costs.
For more literature on empirical studies on testing trade theories, the reader
can download the World Trade Report 2008, provided online® by the
WTO.

2.4 GRAVITY MODELING

Initially, by looking at the trends in trade data, it has been established that
trade between larger countries is more than the smaller countries and this
trade is inversely affected by the distance between two trading partners due
to the larger transportation costs related herewith. Based on this intuition,
Tinbergen (1962) developed the concept of the gravity equation in trade,
which he based on Newton’s gravity equation, and which described that
international trade between two trading nations is directly linked with their
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economic sizes and inversely related with the distance between them. His
gravity model is given by Eq. (2.1).
YY;

My =1 (2.1)
g

where, M;;is the flow of trade (exports or imports) from origin 7 to desti-
nation 7, 7; and 7 are the economic masses (GDPs) of these two nations,
and D;;is the distance between these countries.

Despite its empirical popularity, the gravity model was criticized in the
1970s and 1980s for not having a convincing microeconomic foundation.
Tinbergen (1962) explained the determination of trade by supply potential
(exporter GDP), demand potential (importer GDP), and transportation
costs (distance). Linnemann (1966) used quasi-Walrasian model to justify
the formulation of the trade gravity equation. Neither he nor Péyhonen
(1963) and Pulliainen (1963) were able to provide a microfoundation to
the gravity equation.

As per Leamer and Levinsohn (1995), “The gravity models are strictly
descriptive. They lack a theoretical underpinning so that once the facts are
out, it is not clear what to make of them.” Deardorft (1984) stated that the
gravity equations are empirically successful but their “theoretical heritage”
is “dubious.” So, after Tinbergen, an urge has begun to convert this
intuitive model into a theoretically acceptable model. In the literature,
many theoretical explanations have become available since then, which
provide various forms of the gravity equation for empirical analysis. Some
of these are explained as follows:

Anderson (1979) gave one of the demand-side models and became the
first to provide a theoretical basis for the gravity equation. To derive this
equation, he assumed Armington preferences, and these preferences are
identical over all the partners represented by a Cob—Douglas utility func-
tion. Thereafter, he derived the simplistic form of the gravity equation:

v X
Yy

(2.2)

where Xj;are the imports of country j from country 7 (or exports of country
ito country 7), Y;and 7;are the GDPs of both the trading partners, and ¥ 7;
is the sum of GDPs of all the importing countries (world GDP). To make
the model more operational, later, he added nontradable goods, trade costs,
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and many varieties of goods by using the preferences given by constant
elasticity of substitution (CES).

Eaton and Kortum (2002) derived the gravity model from the Ricardian
trade model with a continuum of goods. In their model, the distribution of
trade between countries depended upon differences in technology, as was
also assumed by Ricardo, and the country with the lowest comparative costs
(production plus trade costs) will export to all other trading countries.
Ricardo assumed that country #’s efficiency in production of good j is
derived from probabilistic distribution (the Frechet distribution).

Fiz) =e %" (2.3)

where z is the random variable depicting country #’s efficiency in the
production of good j; and 7; and 0 are the distribution parameters. 7} is
the location parameter (country-specific) of the distribution; a high value
linked with this parameter shows the high efficiency of country 7 in the
production of any good 7. Parameter € (common to all countries) describes
the level of variation within the distribution; the high value of @ depicts the
low variation, and vice versa. They linked 7; and 8 with the Ricardian type of
trade by referring to the former as country #’s of technology and to the latter
as heterogeneity across goods by country (given by the relative efficiencies
of each country). In this sense, the parameter 7; governs country ¢’s absolute
advantage, and parameter 6 governs the comparative advantage. The effect
of trade costs on trade is explained by the degree of comparative advantage.
If it is low then the trade will be highly sensitive to trade costs, but if it is
high then it will diminish the effect of trade costs on trade.

Anderson and Wincoop (2003) used the framework of Anderson (1979)
and derived an equation of gravity in which the level of trade between two
nations depended upon the height of resistance they both were facing from
the other trading partners except each other in addition to the level of trade
costs between them. They labelled these multilateral resistances. Their final

equation was:
l—o
S t
X; = y,y;, i (2.4)
yw ”ipj

and
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J

p e =Y 20V, (2.4b)

where Xj;is the level of trade of country 7 from country 7; y;,7;, and y” are the
GDPs of country 4, 7, and world, respectively; #;;is the level of trade costs; x;
is the outward multilateral resistance and p; is the inward multilateral
resistance; and o>1 is the elasticity of substitution across the goods. In
the fourth and fifth equations, 6; and 6; represent the income shares of
country 7 and jin the world income, i.e., 8; = ;—f and 6; = 3— So, these two
equations provide solutions to the inward and outward multilateral resis-
tance terms. They assume trade costs to be symmetric (#;;=1;;), and these are
given an observable trade cost equation in which trade costs (#;;) depend on
the distance and border between two trading partners, 7 and j. This is given
by:

(2.5)
where b;; is positive if there is a border between trading nations and zero
otherwise; and 4;; measures the level of distance between the two nations.

Chaney (2008) used the Krugman (1980) model of gravity as
a departure point for his own study. By assuming only one factor of
production—labor; identical costs for each firm; each firm produces a
differentiated good; full employment; free entry and exit of firms; transpor-
tation is the only variable cost; and consumers have preferences for variety—
Krugman (1980) derived the flow of exports (X)) from country 7 to j given
by the following equation:

GDP; * GDP,

X;; = Constant * ————
(TradeCosts;;)

(2.6)

where o represents the elasticity of substitution between varieties, so the
high value of ¢ will lead to the very high level of competition in the market
and also will lead to the high impact of trade barriers on trade flows. But
when the varieties are less substitutable (low o), the consumers will still
be ready to buy that commodity even at the higher cost, dampening the
impact trade barriers on the trade flows. Chaney (2008) added two new
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assumptions—heterogeneity of firms in productivity and fixed costs of
exporting—to the Krugman (1980) model, and found that when trade
costs vary, then not only the size of exports changes (intensive margin)
but also the number of exporters changes (extensive margin). When elastic-
ity of substitution is high, then it makes the intensive margin more sensitive
in relation to trade costs and the extensive margin less sensitive. When the
elasticity of substitution is low, then new entrants will capture the large
market share and these will affect the level of trade highly. To check which
one of these two effects dominates, he used Pareto distribution for model-
ing productivity across the firms. His model also predicts that when trade
barriers decline, the exports of each firm increase, and in addition to this,
new firms also start exporting. By incorporating the consumption side,
production side, firm heterogeneity, market condition and trade barriers
into the model, he found that the gravity model can be distorted. Chaney
interacted firm heterogeneity and elasticity of substitution with traditional
variables of the gravity model explaining trade flows and found that the
usual sign changes (distance and bilateral trade barriers) turn out to have a
positive impact on trade. Chaney gave the following gravity equation:

YY; AN [ﬁ—l}
Xj=p*—"% <Wer»]> i 2.7)
J

Exports (Xj;) of country i to j depend on the weight of differentiated goods

. . . . 1.7,
in the consumer’s utility (u), country sizes relative to the world ( Yf),

workers’ productivity (w;), fixed (fj;) and variable (z;;) trade costs, and
importer ( f)’s remoteness from the rest of world (6)). It is apparently clear
that:

1. Exports are more elastic with respect to variable trade barriers (y)” and
this elasticity is larger than the elasticity for each individual firm. Any
reduction in the variable costs increase the exports of each firm and, in
addition to this, allows new firms to enter in the market. Hence,
extensive margin will come on the top by overcoming the intensive
margin, further augmenting the impact of variable trade costs.

2. The elasticity of exports with respect to variable costs does not depend
on the elasticity of substitution between goods (o), and elasticity of
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exports with respect to fixed costs is inversely related to the elasticity
of substitution between goods (o).

Melitz and Ottaviano (2008) also derived the gravity equation by using the
assumption of heterogeneous firms, and they replaced the constant elasticity
of substitution with quasi-linear preferences. In their model, trade costs are
differently related with exporter and importer countries. From the
exporter’s side, these are related with the comparative advantage in tech-
nology, and from importer’s side these are related with the intensity of
competition. Anderson (2010) noted that the distinguishing feature of
gravity lies in its modularity. The distribution of goods and factors among
countries is determined by the gravitational forces subject to the economic
size of the countries. The model allows for disaggregation at any scale and is
not restricted by any particular production and market structure.

The most recent contribution in the history of gravity modeling has been
made by Baldwin and Taglioni (2011). They started with the very basic
difference in the measurement of trade and GDPs, where the former is
measured in gross sales basis and the latter is measured in value added basis.
They pointed out that when the trade in intermediates takes place, then
these proxies of supply and demand (i.e., GDPs) becomes less appropriate
and hence should be corrected by an appropriate mass variable. Baldwin and
Taglioni (2011) added a new correction term to the gravity model when the
trade is taking place in parts and components instead of trade in final/
consumer goods. They proved that the standard gravity model ‘breaks
down’ for the trade in intermediate goods. As the trade is measured in
gross sales while the GDP is measured in terms of value added (net sales),
there is something in between these two which needs some remedial
measures to correctly specify the gravity model. They started with the
well-known CES preferences for differentiated varieties:

-0
Vod = (Iﬁ> Ey; o>1 (2.3)
Py

The notations “0” and “4” represents the origin and destination countries,
respectively; v, is the expenditure in the destination country on the goods
imported from the origin country; P;is the CES price index of all varieties in
destination; Ej is the consumer price in destination; o is the elasticity of
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substitution among varieties; and p,, is the consumer price inside the
destination of a variety made in the origin and is defined as:

Pod = HoaMoTod (29)

where: u,,; is the optimal price mark-up; s, is the marginal costs; and z,, is
the bilateral trade cost component (one plus tariff equivalent of all trade
barriers). The mark-up p,, is the same for all destinations by assuming the
perfect competition or Dixit-Stiglitz monopolistic competition. By assum-
ing the latter case—Dixit-Stiglitz competition—the mark-up is ;. The
price available to local consumers is p,, = - 7,74, and assuming no
internal trade barrier the 7,, will be equal to unity. Taking the summation
over all varieties:

-0
Vioa = nopyy !~ <;—;’> E, (2.10)

where v, is the aggregated value of bilateral flow from origin (nation-o) to
destination (nation-4); n, is the number (mass) of varieties produced by
nation-o.

To convert the above expenditure function into a gravitational form,
Baldwin and Taglioni imposed a market clearing condition. To make supply
equal to demand, the nation-o’s output must be equal to above equation
summed across all destinations (including the nation-o’s local sales to itself).
With the assumption of no trade of parts and components, the nation’s
output is its own GDP denoted by 7,. Thus,

-0
V=m0 Y (;_:) E, 2.11)

d

o _

MoDoo' (2.12)

Y -0
n0p00176 = Q—o and QO = Z (%) Ed
o d

Plugging the above result into »,,
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1

Vi = Toa' “EqYy——
od od d nPdlfaQO

(2.13)

where P, is the CES price index in nation-4 and €, is the market potential
index of nation-o. The product of P/ 7% and Q, is known as multilateral
trade resistance. In the standard gravity equation Y, E,, and 7 are proxied
with nation-¢’s GDP, nation-4’s GDP, and their bilateral distance,
respectively.

Thereafter, Baldwin and Taglioni included the trade in parts and com-
ponents to the gravity model. For this purpose, they used the “vertical
linkages” model of Krugman and Venables (1996). After introducing inter-
mediate goods in the utility and cost functions, they derived the following
type of gravity model:

1
Pdl_ﬂgo
E;=y(Is+nsCy) and C, = Clw,P,x,) (2.15)

Voa = Tad]_(;EdCo (214)

where I;is the income of the consumer in nation-4; C, is the total cost of a
variety in nation-4; and C is the cost function. In the above equation, the
“mass” variable is different from the mass in the standard gravity equation
because it includes the direct consumable as well as the intermediate goods.
For the direct consumables, the demand depends upon the level of income,
whereas for the intermediate goods the demand depends upon the total
production cost. So, here the standard gravity breaks down, and the reason
for this breakdown is that the GDPs cannot be used to represent the mass
because now the intermediate goods trade is also there. So, mass should be
reformulated. Baldwin and Taglioni estimated the following gravity equa-
tion for a panel of countries over the period 1967 to 2007 for 187 nations of
the world:

Y, E
ln(Vodt)—G+alln< L di

Pdlfo' g%) +ailn (Tndt) + Eodr (216)

mass

Basically, the mass term is the product of the trade partners’ economic mass,
which is the product of importer-4’s real GDP and the exporter’s nominal
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GDP divided by P; and Q,, and Q, is calculated by the method given by
Baier and Bergstrand (2001) as:

Q, = (Z GDPd,(DISTod)“’> (2.16a)
d

To decide the value of elasticity (o), they took help from Obstfeld and
Rogoft (2001) and Carrere (2006) and took the value equal to four. Again,
in Eq. (2.16) the GDDPs are present in the numerator of the new mass
variable. Now the question arises of how to fix the proxies of economic
mass. For this, they calculated nation-4’s demand shifter:

Eq=Y + ) Ve (2.17)
i£0

For the calculation of gross output, there is a simple application of the
theory in terms of value added of nation-o in manufacturing plus its pur-
chases of intermediate inputs from all sources except from itself, given by:

C, = AV 43 " yinem (2.18)
i#0

Baldwin and Taglioni then estimated the regression by using the above two
proxies for the standard GDP variables and found that the proxies worked
better than the GDPs.

2.4.1  Gravity Analysis: Estimation Issues

Gravity analysis is another way of analyzing trade flows with the help of
econometric tools. Since the introduction of the traditional model to
the advanced model of gravity, econometric estimation has played a
significant role in estimating the effect of country-specific effects on bilateral
trade flows. The most basic cross-sectional gravity model has been estimated
using the ordinary least square (OLS) method by estimating a log-linearized
form of it.

McCallum (1995) estimated the traditional gravity equation for the
bilateral trade between the United States and Canada with distance and
border as proxies for the trade costs. He found very surprising results that
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the US-Canadian border led to trade between Canadian provinces that is a
factor 22 (2.200 percent) times trade between US states and Canadian
provinces.

Anderson and Wincoop (2003) argued that McCallum (1995) had used
a misspecified model. They brought forward that not only bilateral trade
barriers but also multilateral trade barriers affect the international trade, and
they called these barriers the “multilateral resistance term”—the resistance
from the other trading partners. Hence, Anderson and Wincoop advocated
the inclusion of a multilateral resistance term in the econometric estimation
of the theoretical gravity equation. The problem with adding this term is
that it is not directly observable and requires advanced estimation tech-
niques to include the impact of multilateral resistance (MR) on bilateral
trade. The estimation of gravity equation in the presence of the MR term
could be a good area of research for working in the area of trade policy
research.

In the literature, studies are available that estimate the gravity equation
by including the impact of the MR term. The easiest solution of this
problem is the fixed effect estimation. The availability of countrywide data
over a continuous time period led to the use of panel data estimation
techniques of econometrics to estimate the gravity model. Using fixed effect
estimation with panel data allowed researchers to solve the problem of
heterogeneity because of different countries with the help of country-pair
fixed effects. But the fixed effect estimation has an issue of dropping the
collinear variable which is not time variant such as distance. Hence, in that
case one should choose an appropriate panel data estimation technique to
obtain the results of those time-invariant variables on trade flows. Studies
have used many specifications of the gravity equation by using nation-
dummies, but the matter is the correct specification of the model and the
unbiased estimated results.

Baldwin and Taglioni (2011) highlighted the three main mistakes in
estimating the gravity equation and gave a solution for it. These mistakes
are:

* Gold Medal Mistake: Occurs with the inclusion of a log of GDPs in
place of a log of importer- and exporter-specific factors. It generally
omits the MR term from the gravity equation and creates bias in the
estimation. This mistake is still very common in the literature.

e Silver Medal Mistake: Under this, studies have taken the average of
reciprocal trade flows instead of treating bilateral trade differently. The
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extent of this problem has been solved due to the availability of
bilateral trade data.

* Bronze Medal Mistake: Under this, inappropriate usage of a defla-
tion method to deflate the trade flows and the country’s income
become problematic.

Hence, one can obtain the unbiased results on the variables affecting the
level of bilateral trade from the estimation of the properly specified gravity
model. There exist many other issues related to the estimation of the gravity
model that can be solved by taking appropriate steps using advanced econo-
metric methods.® The estimation issues and the procedure to estimate the
gravity equation are given in detail in Shepherd (2013). Chapter 3 of “A
Practical Guide to Trade Policy Analysis” provided by United Nations and
World Trade Organization (WTO) can also be helpful for the readers to
study more on gravity model insights and its estimation issues.

2.4.2  Quantification of Trade Barviers

The trade policy linked to every trade agreement is the policy of reducing
trade barriers that hinder the level of bilateral trade. These barriers are of
two types: direct and indirect. Direct barriers include tariffs imposed by an
importer on the exporter’s goods; however, indirect barriers include those
barriers responsible for delaying the exporting of goods from the exporter
country to the destination country (importer)—also known as trade trans-
action costs.

In the literature, these trade barriers are termed broadly under the
category of trade costs. These costs are the difference between the produc-
tion cost of a traded commodity and the price paid by the ultimate
consumers.

Figure 2.1 shows that trade costs are paid at three stages: (1) Getting to
the border: this includes the costs of moving a good from the production
site to the international border; (2) at the border: this incorporates the costs
that a good encounters while crossing an international border; and
(3) behind the border: this captures the costs to move a good from an
international border to the final consumer.

The simplest way of calculating trade costs is to report the data on the
tariff rate as a percentage of the price of the imported commodity at a given
level of product classification. The extent of restriction to trade by these
direct trade costs can be measured by calculating the level of protection
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Fig. 2.1 Diagnostic of trade costs (Source: Moise and Bris (2013))

index. Other protection measures can also be used for the same purpose and
require data on productwide tariff rates by country as a given level of
product classification. But the use of this method underestimates the level
of restrictiveness as one is totally ignoring the hurdles imposed by the
indirect trade barriers.

Because we have already defined that these costs are the difference
between the production cost of a traded commodity and the price paid by
the ultimate consumer, this price gap not only includes the price raised by
the imposition of tariffs but also raised by other factors as well which are
qualitative in nature and difficult to account. To calculate these price gaps
properly, data on each variable that accumulates the price of a traded
commodity from source to ultimate destination is required, which is not
available.

The literature provides various indirect measures to calculate the extent
of restrictiveness to trade between two partners. One among these is derived
by Novy (2008) by using the gravity model of international trade given by
Anderson and Wincoop (2003) using the data on actual trade flows. After
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applying some manipulations, he derived a micro-founded measure for
international trade costs. His measure overcomes the problem of assuming
the symmetric and particular kind of trade cost function of Anderson and
Wincoop (2003), and directly calculates the international trade costs from
the observable data. This bilateral measure of trade costs is comprehensive
in the sense that it includes all additional costs involved in trading goods
bilaterally relative to those involved in trading goods intranationally (Duval
and Utoktham 2011).

We assumed Anderson and Wincoop (2003 )’s final gravity model” as the
starting point for the derivation of the measure of trade costs, but ended up
with totally different and more realistic findings. Novy (2008)’s measure of
trade costs poses some merits over the Anderson and Wincoop (2003)’s
trade cost function, as it does not assume bilateral trade costs to be sym-
metric, trade costs do not depend only on the two variables distance and
border, and also these vary over time. Using the Anderson and Wincoop
(2003) framework given by Eq. (2.4) to find the expression for country 7’s
intranational trade, we arrive at

. £ 1-0
Xii = ol (L) (2.19)

WAz,

where 2;; represents intranational trade costs, e.g., domestic transportation
costs. Equation (2.19) can be solved for the product of outward and inward
multilateral resistance as:

1
)Cii/)’i)W
Tip; = \—— tii 2.20

l (Yi/yw (2:20)

The explicit solution for the multilateral resistance variables can be exploited
to solve the general equilibrium model of bilateral trade costs. Gravity
Eq. (2.4) contains the product of outward multilateral resistance of one
country and inward multilateral resistance of another country, zp;, whereas
Eq. (2.20) provides a solution for z;p;. It is therefore useful to multiply
gravity Eq. (2.4) by the corresponding gravity equation for trade flows in
the opposite direction, xj;, to obtain a bidirectional gravity equation that
contains both countries’ outward and inward multilateral resistance
variables:
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2 ot l-0
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Substituting the solution from Eq. (2.20) yields,
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The size variables in the gravity Eq. (2.22) are not total income y;y; as in
traditional gravity equations, but intranational trade «;;. Intranational
trade not only controls for the countries’ economic size, but according to
Eq. (2.4b) itis also directly linked to multilateral resistance. Equation (2.22)
can be rearranged as:
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Because shipping costs between 7 and j can be asymmetric (#;#¢;) and
because domestic trade costs can differ across countries (#;7£), it is useful
to take the geometric mean of the barriers in both directions. It is also useful
to deduct one to get an expression for the tariff equivalent. The resulting
micro-founded trade cost measure is denoted as 7;;:

1
tiitii i\ 20D
7 = (—) 1= (— ) 1 (2.24)
‘ liitjj

XijXji
where 7,;; measures bilateral trade costs #;¢;; relative to domestic trade costs
t;itjj. It therefore does not impose frictionless domestic trade and captures
what makes international trade more costly than domestic trade.

o=

2.4.3  Ad Valovem Equivalents (AVEs) of Nontariff Barviers (NTBs)

Another method of accounting for the impact of trade costs is to calculate
the overall trade restrictiveness index. In the literature, this is calculated by
using the weighted sum of tariffs and AVEs of all NTBs at the tariff line
level. Here the NTBs refer to those barriers that increase the transaction
costs to the trade between two countries. Doing business report, 2015
grouped all direct and indirect trade transaction costs into three main
categories:

® documents required to import and export in numbers;
e time required to import and export in days; and
e cost required to import and export in USD per container.

where the number of documents required to import and export includes
bank documents, customs clearance documents, port and terminal handling
documents, and transport documents; the time required to import and
export includes time of obtaining, filling out, and submitting all documents,
inland transport and handling, customs clearance and inspections, and port
and terminal handling; and the costs of all documentation, inland transport
and handling, customs clearance and inspections, and port and terminal
handling. All countries are compared on the same scale using the same
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assumptions and level of trade barriers. Using data from the above three
aggregated categories of TTCs, provided by Dosng Business reports, one can
easily calculate the AVEs of these NTBs using the methodology given by
Kee et al. (2009). For references purpose, one can also read Zaki (2010) for
calculation of the AVEs of administrative barriers.

2.5 CONCLUDING REMARKS

Different theories of international trade have provided different reasons for
international trade among nations. Each of these different trade theories has
highlighted different sources of gains from trade. Each new theory has
pointed out even larger gains from trade than previous theories with an
indication that policy suggestions are different in each case.

Many empirical studies have been done to test these trade theories and
the final results have been mixed. Some of the hypotheses obtained from
different trade theories have validated results for some countries and
invalidated results for others. Despite their differing results, these trade
theories each have helped toward formulating the microfoundation for a
famous workhorse model of trade—the gravity model. But again the quan-
tification of trade barriers and an appropriate estimation method for the
gravity model still demands extra care and concentration.

APPENDIX

We have the utility function:

N (1/p)
i=1

This utility should be maximized subject to the income constraint:

N
I= ZPiCi
i=1

Now, we have Langragian (£) with multiplier (4):
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Differentiating £ with respect to ¢;and equating it to zero gives us

N (1/}“)71
[Zc[] o =p; forj=1,2,...,N
i=1

Take the ratio of these first-order conditions with respect to variety 1, and
define e=1/(1—p) as discussed in the main text. Then:

X e
St e

p—1

— —1(p—1) -1
¢ =p "V p) Ve
G =p )" el or g=ptpie

Substituting these relations in the budget equation gives:

N N N
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i= i= i=
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N =7
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In the above equation, ¢ represents the demand for variety 1. Similarly, we
can derive the demand for other varieties. To answer the question of why we
defined a Ptype of price index in the above equation, we need to substitute
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the derived demand for all the varieties in the utility function along with:
e=1/1-p) = l-e=-¢ = Lt_=p = l=__¢c

£

N 1/p N 1/p
U= (Zc;’> (Z Ip; P )
i=1
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Using the price index again'?;
U=1p(P¢) T = p e = P!
1
U==
P
NoOTES

921

. The HO theorem states that a country will produce and export that com-

modity that intensively uses the relatively abundant factor.

. According to the Stolper-Samuelson theorem, an increase in the relative

price of one of the two goods will increase the real return to the factor that is
used intensively for the production of the good that experiences a price
increase.

. The Rybczynski theorem states that keeping the prices of goods constant, an

increase in the endowment of one factor of production will increase the
production of that commodity proportionately more than the one that uses
the factor intensively.

. According to the factor price equalization theorem, under certain conditions

the free trade of commodities will result in complete international equaliza-
tion of the prices of the factors of production.

. See the Appendix.
. https:/ /www.wto.org/english/res_e /booksp_e/anrep_e /world_trade_re

port08_e.pdf

.y firm heterogeneity of firms in a particular sector, where high y means firms

are more homogeneous (less heterogeneous) and vice versa.

. Shepherd, B. (2013). “The Gravity Model of International Trade: A

User Guide.” ARTNeT. New York: United Nations Publication. Available


https://www.wto.org/english/res_e/booksp_e/anrep_e/world_trade_report08_e.pdf
https://www.wto.org/english/res_e/booksp_e/anrep_e/world_trade_report08_e.pdf
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at: http:/ /www.unescap.org/sites /default/files /full-report-gravity-model-
2013.pdf
9. See Eq. (2.13) of Anderson and Wincoop (2003).
10. For Details, refer to the Dixit Stiglitz (1977) model.
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CHAPTER 3

Revisiting Strategic Trade Theory

Indrani Roy Chowdhury

3.1 INTRODUCTION TO STRATEGIC TRADE THEORY

Traditional theories of international trade explain trade in terms of the
differences in endowments of factors such as resources, technology, or
even tastes. This orthodoxy has been challenged from the 1970s onward
by a group of trade theorists who have tried to explain the pattern of
specialization between countries, the effects of protectionism, and so on, in
terms of increasing returns and imperfect competition. This departure from
tradition has drawn on various concepts from industrial organization theory,
in particular the concept of imperfectly competitive markets. This deviation
from the standard assumption of perfect competition in the trade models
naturally leads one towards a theory of strategic trade. This approach has
succeeded in providing explanations for the high volume of intraindustry
trade, the existence of multinational corporations, and the emergence of an
international technology gap. Furthermore, the literature in this area has
deepened our understanding of the issues involved in trade policy analysis."

What is strategic trade theory? Let us present the argument in a stylized
manner so as to highlight the central issue. Suppose there are only two trade
partners, represented by one domestic firm and one foreign firm, competing
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in the world market. Since there are only two firms, they are unlikely to act
as price takers under perfect competition. Strategic interaction among
the trade partners arises naturally in such a scenario with the profits of
each of the firm being contingent on the actions of other rival firm. Such
interdependence may arise through price, output, investments, R&Ds, and
so on. This generates a strategic game between the two firms, in particular a
duopolistic one.

The problem is to predict how the two firms will behave optimally in
such a situation. Consider a situation where the two firms are engaged in
quantity competition, and one of the firms becomes cost efficient and is thus
able to reduce its marginal cost. Thus, given the output of a rival firm, it is
optimal for the incumbent firm to expand. The new Cournot equilibrium
indicates a higher market share and profit for the cost-efficient firm and a
lower market share and profit for the rival foreign firm. Therefore, the cost-
efficient firm not only directly gains due to the reduction in costs, but also
because the cost reduction indirectly improves its strategic position in the
market, which thereby induces the rival to contract. The efficient firm
therefore benefits more than the amount of the costs savings.

If we extend this idea to the intraindustry trade framework, where firms
indulge in trade in a duopolistic market structure with homogenous or
differentiated products, some critical insights can be drawn. Note that an
export or a production subsidy, which are some policy instruments vested
with the government, have the same effect as a cost reduction for the
domestic firm. Now the question is, while the policy clearly benefits the
domestic firm, does it serve the national interest? There are two effects of a
subsidy. One effect is the direct costs saving, which is just a transfer. In
addition, because of the subsidized costs, it allows the domestic firm to
expand, and hence the foreign rival’s best response is to contract.

Formally, given that output levels are strategic substitutes, the best
response function of the domestic firm will shift out, inducing an increase
in the domestic firm’s market share and hence profit by an additional
amount. This is the ‘strategic effect’ of subsidy. It implies that the profit
of the domestic firm rises by more than the amount of subsidy. Thus, the
benefit of the firm exceeds the cost of the taxpayers (which is used to finance
the cost reduction subsidy). This idea can be traced, among others, to
Brander and Spencer (1983). The basic point is quite general and helps to
focus on the strategic role of government policies in diverting profits
from foreign to domestic firms. Helpman concludes his theoretical
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survey with the statement that “international theory has taken the advan-
tage of a new framework that has brought it closer to reality than before.”

Traditional trade theory suggests that trade protection measures such as
tariff or import quotas would increase the price of a good for both domestic
producers and consumers and reduce imports, which is welfare-reducing
except in some well understood cases. In contrast, the new trade theory
shows that government protection measures may boost the welfare of the
country in relation to free trade in the presence of a small number of firms.
If, however, all countries try to protect their domestic industries, then there
would be losses due to a fragmented world market, arising not only from the
failure to specialize (according to comparative advantage), but also from the
inefficient scale of production. But an individual firm can conceivably
increase the scale of production in a protected industry sufficiently to reap
a net benefit, possibly even to lower prices to domestic consumers. Thus,
while traditional theory advocates trade protection only as a second-best
measure to correct for market failure, the new trade theory identifies other
possible gains from trade protection.

Trade policy is traditionally more concerned with the protection of
domestic import—competing industries, rather than export promotion.
Tariffs are imposed not as strategic policy, but simply as a way of raising
revenue. There is, however, a very old argument for protection that does
have a strategic interpretation, that is, the infant industry argument. Tem-
porary protection of an industry that is too inefficient to compete with
foreign rivals, might be justified on the grounds that this might allow the
industry to become efficient enough to compete with foreign firms. One
weakness of this argument is that it must rely on either the idea that firms in
an industry generate positive externalities among themselves, or the claim is
that the firms are unable to make efficient long-term investment through
the capital markets.

The principal obstacle to the formal modelling of increasing returns to
scale in the 1970s was the problem of market structure. The fact that
increasing returns and perfect competition are incompatible, and therefore
it was usual for the trade theorists to stick to the assumption of perfect
competition, as shown by the equality p = MC, cannot be extended in a
framework of increasing returns with marginal costs pricing (because it will
lead to losses).

The rest of this chapter is organized as follows. In the next section we
discuss some relevant literature. In Sect. 3.3 we seek to extend Krugman’s
(1984) seminal work on “import protection as export promotion.” While
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we discuss the model in Sect. 3.4, the analysis for the three different cases of
free-entry of firms is taken up in Sect. 3.5. Finally, Sect. 3.6 concludes the
discussion.

32 BRIEF LITERATURE SURVEY ON STRATEGIC TRADE

Strategic trade theory can be broadly classified into three categories as:
(1) the Marshallian external economy approach, (ii) the Chamberlinian
large-group analysis of competition, and (iii) the oligopolistic approach.

3.2.1 Marshallian External Economy Approach

There is a small body of literature that allows for increasing returns of
scale, but assumes that it is wholly external to the firms, so that costs fall
only with an increase in the size of the industry, but not with the size of
the firms. Under this framework the assumption of perfect competition is
naturally preserved. However, such external economies are hard to
model both theoretically, as well as empirically. Further, such a frame-
work cannot address issues related to market structure. Explicit general
equilibrium analysis of trade in the presence of external economies began
with Mattews and was continued in a number of papers, including
Kemp and Negeshi (1970), Melvin (1969), Chacoliades (1978), and
Panagariya (1981).

However, most of the literature about this approach fails to generate
useful insights. The notable contributions in this category are by Ethier.
He demonstrated that the analysis of trade in the presence of Marshallian
external economies is greatly clarified if we work from allocation of
resources to production and trade, and not the other way around.
Marshallian increasing returns and comparative advantage can be synthe-
sized in a tractable manner through factor prices and factor content, rather
than through commodity trade. To integrate Marshallian increasing returns
with comparative advantage, we assume that the trading world reproduces
the aggregate outcomes of a hypothetical perfectively integrated economy.
Using this framework we find that both factor proportions and scale econ-
omies are sources of gains from trade. In particular, one can show that:

1. Factor proportion theory continues to hold, although there is inde-
terminacy in the precise pattern of trade. Consequently, a country will
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be the net exporter of services of factors with which it is abundantly
endowed.

2. There will be geographical concentration of each industry subject to
the country-specific increasing returns. This concentration will be the
compelling force for trade even in a situation of equal factor endow-
ments in the two countries.

3. Gains from trade arises because the pretrade autarkic prices are
different.

4. Additional gains arise if there are increasing returns for the traded
industries (irrespective of their location).

3.2.2  Chamberlinian Approach

Chamberlin (1933) argued that in some industries firms practice product
differentiation and therefore acquire some monopoly power. Thus, they
face downward-sloping demand curves. However, along with the presence
of economies of scale, free entry implies that firms only earn normal profits.
The revival of Chamberlin’s “large group” analysis in the industrial organi-
zation literature in the 1970s has motivated trade theorists to discard the
assumption of perfect competition and formalize product differentiation
and monopolistic competition (Dixit and Stiglitz 1977). Thus, it has
become possible to build trade models involving scale of scale and imperfect
competition.

In this framework, it is not the difference between the countries but
economies of scale that induces trade in similar products, that is,
intraindustry trade. The gains from trade (Dixit and Stiglitz 1977) comes
from the increase in the number of available varieties, as well as from the
scale of production of each variety. The scale effect, however, depends on
the elasticity of demand of individual varieties. Under the Dixit and Stiglitz
(1977) approach, this elasticity is assumed to be constant, thus leading to
greater varieties through trade but not greater scale.

This framework has been widely used in the international trade.
Krugman (1979, 1980, 1981), for example, proves that the international
exchange of goods can, in addition to improving allocation of resources,
bring about greater variety. Under the Lancaster (1979, 1980) approach,
trade is likely to lead to more elastic demand, thus leading to greater
diversity, as well as to lower average costs. Helpman and Krugman
(1985a, b) argue that both scale and diversity will move monotonically with
gross industry output. Thus, trade is beneficial if the world output is larger
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than what the national output would have been in the absence of trade. So,
gains from scale will be translated into gains from trade. Therefore, unlike
Heckscher Ohlin, here trade is motivated mainly by economies of scale, and
we may expect that even the scarce factors gain.

Thus, gains for all factors are more likely the more similar is the country’s
endowment to that of the world as a whole (Krugman 1984). Several
authors such as Kemp and Negishi (1970), Eaton and Panagariya (1979),
and Markusen and Melvin (1981) have shown that gains from trade can be
guaranteed if the output of all goods produced under the IRS is greater
under free trade than under an autarky.

An alternative approach to product differentiation was developed by
Lancaster (1979). He assumed that each product represents a bundle of
characteristics, and consumers have preferences over these attributes. This
again leads to a demand for varieties at the aggregate level. This extended
framework has been further developed by Lancaster (1980) and Helpman
(1981). Helpman generalizes the Heckscher and Ohlin model by introduc-
ing product differentiation and monopolistic competition, and demon-
strates that his findings are capable of explaining North-South trade. Here
intraindustry trade takes place because each country produces a unique
variety of differentiated products.

In contrast to Lancaster’s model, Avner and Sutton (1984) extended
their analysis to vertical product differentiation where consumers of ditfer-
ent income levels choose different varieties. In this model, the interaction of
taste and technology decides the number of firms in the equilibrium,
independent of market structure. Trade drives away the low-quality pro-
ducers from the market and enhances consumers’ welfare in the long run.

Ethier suggested that international trade under increasing returns to
scale is more likely to be important in intermediate goods, than in final
goods, and the gains from trade comes from the increasing specialization of
their production process. Ethier also established results on the relationship
between interindustry and intraindustry trade, as well as on the distribu-
tional implications of trade that reinforce the findings of the earlier works by
Helpman, Dixit, Norman, Lancaster, and Krugman.

If there is factor mobility, there is an incentive for movement in large
economies, a process that reinforces the size advantage of these economies
(Helpman and Razin 1984; Krugman and Helpman 1985). If transport
costs are important but not prohibitive, then Krugman (1980) and
Venables (1985) demonstrated that, other things being equal, countries
will tend to be net exporters of goods for which they have a large domestic
market.
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The Chamberlinian framework has been useful in analyzing the role of
trade in technology and the role of multinational firms—issues which
cannot be analyzed under perfect competition. Feenstra and Judd (1982)
showed that fixed costs plays a significant role in trade in technology. Dixit
(1984) raises the old debate on North-South trade and shows that the
failure of the underdeveloped South is often due to the monopoly power of
the North. Dixit also addresses the issues of technological progress and
tariffs. On the empirical side, Grubel and Lloyd (1975) examine the signif-
icant role of intraindustry trade between developed countries with similar
factor endowments and technological know-how. Stewart focuses on the
implications of the new trade theories for the South.

3.2.3  Oligopolistic Approach

This approach takes place in an imperfectly competitive world where issues
such as interactions and interdependence among the firms take center stage.
This approach has yielded some important findings that were not captured
in the earlier two approaches. The first finding is the role of trade in
reducing monopoly power and increasing competition. The second finding
is the possibility that market segmentation and price discrimination can lead
to seemingly pointless intraindustry trade. Suppose that there is some
industry in the two countries such that few firms compete over quantity.
Also assume that under autarky the prices of the goods are the same in both
countries. When trade is opened up, each firm will become part of the
larger, more competitive market. It will find itself facing a higher elasticity
of demand, leading to an expansion of output. Thus, industry output will
expand and prices will fall. Moreover, if countries are symmetric, welfare will
rise due to the reduction of monopoly distortion.

The possibility of gains from trade in this framework was earlier discussed
by Caves (1974) and more recently by Dixit and Norman (1980). They
showed that the effect of opening trade in a Cournot market is that it leads
to a world industry that has fewer larger firms, but where competition is
nonetheless increased. Thus, the opening of trade not only leads to a
reduction in monopoly distortion, but also to an increase in productive
efficiency. Moreover, Cournot quantity competition can led to a third
possible explanation of trade.

Brander (1981) shows that trade may arise purely because imperfectly
competitive firms have an incentive to gain incremental sales by dumping in
each other’s home markets. Consider an industry consisting of two firms,
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each in a different country, engaged in Cournot competition through trade.
In the autarkic situation, each of the firms was a monopolist in their
respective country. As trade opens up, each firm has an incentive to sell a
little bit in the other’s home market, as long as the price exceeds the
marginal costs.

Brander and Krugman (1983) extended the original Brander model by
establishing that trade equilibrium with cross-hauling exists for arbitrary
forms of market demand and in the presence of transport costs. This
approach, however, relies on the assumption that the market is segmented
so that the firms make independent decisions regarding their supplies in
geographically separated markets.

Ben-zvi and Helpman (1992) and Venables (1990a, b) examined a
model with positive transport costs, but by dropping the assumption of a
segmented market they found that cross-hauling of identical goods never
takes place.

Markusen (1981) treats the world as a single integrated market where
producers choose an aggregate output level and then arbitraging determine
the cross-country allocation of sales. In this model, there are gains from
trade even though no trade actually takes place in equilibrium. Competition
between producers in the imperfectly competitive sectors of each economy
leads to an expansion of sectoral output relative to that under autarky.

Itoh and Ono (1982), Harris (1984), and Krishna (1992) have studied
quantitative restrictions, such as import quotas and voluntary export
restraints, in the context of oligopolistic trade models. While the first two
authors have assumed a domestic firm as a Stackelberg leader, Krishna
(1992) assumes that both the domestic and foreign firms compete with
prices simultanecously. Under an assumption of efficient rationing, she then
studies the mixed strategy equilibrium of this game.

Quantitative restrictions (QR) under Stackelberg and Nash settings have
different implications, compared to tariffs on the outcome of oligopolistic
competition—as Bhagwati (1965) first noted for the case of a domestic
monopolist facing a competitive foreign fringe. QRs limit the response of
foreign rivals to noncompetitive actions by the local producers. Krishna and
Itoh (1988) show that it is possible that when trade is restricted by domestic
content requirements, policy intervention may cause the foreign firm to
react more aggressively to price increases by the home firm, and so the
equilibrium may support less collusion and yield lower profits for both firms
than under free trade.
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There has been substantial work carried out on the normative implica-
tions of trade policy in an oligopolistic market structure. Katrak and
Svedberg argue that tariffs can be used to extract rents from foreign
monopolists. Brander and Spencer (1981) extend the result to the case of
general demand functions. Under Cournot duopoly, a domestic producer
will always benefit from tariff protection, and a small tariff levied against a
good supplied by foreign monopolists improves domestic welfare, provided
the marginal revenue curve is steeper than the demand curve in the
equilibrium.

However, both Corden (1974) and Brander and Spencer (1981) argue
that a subsidy, rather than a tarift, may be the optimum policy. They also
explain why tariff liberalization has tended to be multilateral and how tariffs
can be used to extract rents, when a foreign monopolist facing potential
competition from domestic firms charges an entry-deterring price. They
also argue that a positive tariff may be required to maximize global welfare,
but such a tariff would be generally lower than a noncooperatively selected
tarift.

Brander and Spencer (1985) consider a simple framework involving two
firms (domestic and foreign) engaged in Cournot competition in a seg-
mented third world market. They show that if the home government is the
only one actively using policy, then an export subsidy raises home welfare
whenever the reaction functions are strategic substitutes. The subsidy lends
credibility to aggressive output expansion by the home firm, and so foreign
firms responds by surrendering market share and profits. Tariffs can play a
similar strategic role when the firms behave as quantity competitors in the
home market.

Spencer and Brander (1983) examine a two-stage competition, where
R&D subsidies serve to shift profits from foreign to domestic firms. Later
works have refined the Brander and Spencer argument for export subsidies
and import tariffs in support of domestic competitors. Dixit (1984) and
Eaton and Grossman (1986) demonstrate that export subsidy, when com-
petition takes place in a third world country market, weakens as the number
of domestic participants increases in the industry. Hence the optimal sub-
sidy becomes zero at some critical number of domestic firms in the industry,
and the orthodox terms of the trade argument lead to an optimal export tax.
Eaton and Grossman (1986) also try to link the various market structures
under oligopolistic competition and the nature of optimal trade policy.

Related literature examines the role of policy in regulating entry and exit
by firms. Dixit and Kyle (1985) show that policies can be used strategically
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to deter or promote entry. Consider an industry in which a foreign firm has
already borne the sunk costs of entry. Suppose a domestic firm contemplates
entry but cannot cover its fixed costs in the case of duopolistic competition
with the foreign incumbent. As long as the domestic firm earns positive
profits as monopolists and its marginal costs are not too much higher than
its foreign counterpart, then the home country will benefit from an import
prohibition. This protectionist policy will generate a welfare effect as seen
from the fact that consumer surplus is not affected by the switch from one
monopolist to another, but the producer’s surplus increases from zero is the
policy induces entry by a domestic.

Horstmann and Markusen (1986) and Venables (1985) explore a case in
which free entry drives the profit of the marginal entrants to zero in an
oligopolistic framework. Horstmann and Markusen assume a framework
where the domestic and foreign firms are engaged in quantity competition,
allowing the goods to command the same price in the world market. The
domestic firm will derive an advantage in the global competition through
export subsidies and import tariffs. Any profit that are shifted strategically to
the domestic firms are dissipated because of the costs of en-try, and national
welfare falls. Venables (1985) finds a contrasting result in the case where
national markets are segmented and inter market transport costs are posi-
tive, showing that import tariffs are welfare enhancing. Domestic consumers
benefit from the expansion in the number of foreign firms because transport
costs are reduced. These results, along with others, are synthesized in
Markusen and Venables (1988).

This review establishes that certain types of trade interventions are ben-
eficial in some circumstances, but not in others. Most of the literature cited
is theoretical, however, since empirical work is lagging behind. Recent work
uses calibrated equilibrium to study some of these questions. The proce-
dures involve trying on a particular model of industry by specifying the
mode of conduct, the extent of market integration, the possibilities of entry
and exit, and so on. The researchers then insert into the model the data and
parameters that are readily available. Finally, unavailable data and parame-
ters are generated by the researchers, so that the equilibrium solution of the
model matches the observed outcome for some base year.

Turning to specific studies, in their work on the semiconductor market,
Baldwin and Krugman (1988) found that there is a great scope for govern-
ment policy to alter the structure of production, but less scope to generate
national welfare gains. Dixit (1989) similarly concludes that welfare gains
from strategic trade policy are modest in the automobile industry, except
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when the social values of the government revenue generated by tariffs is
large, or when much of the payment to automobile workers is viewed as
rent, rather than as opportunity costs. Baldwin and Krugman (1988) find
that strategic trade subsidies to Airbus in support of their wide-bodied jet
aircraft may have raised aggregate European welfare, although the gains are
more from consumers’ surplus resulting from earlier product introduction,
rather than from shifting of excess profit. Baldwin and Flam’s (1989)
analysis of the world market of 30—40-seat commuter aircraft reveals that
strategic trade intervention will yield a potential benefit. In contrast, Smith
and Venables (1991) find substantial gains to Europe from further liberal-
ization of'its external trade in a variety of oligopolistic industries, particularly
in the car market.

3.3 IMPORT PROTECTION AS EXPORT PROMOTION

One of the most important insights to come out of the recent literature on
international trade is that of import protection as export promotion.
Krugman (1984) demonstrates that in the presence of economies of scale,
a model with oligopolistic and segmented markets can be used to formalize
the intuitive notion. He considers several different scenarios with static and
dynamic economies of scale (e.g., cost reduction based on R&D invest-
ment, learning by doing, etc.) and shows that the argument goes through
for all these scenarios. He shows that with tariffs the local producer will
expand its output for the home market. With increasing returns, this would
lower the local firm’s marginal costs of production, so that the firm would
become an effective competitor in the foreign market as well, and hence
exports would zncrease.

The basic argument is quite intuitive. Suppose that there is import
protection. The effect is to make the home market more profitable. Thus,
domestic production will expand. If there are economies of scale (either
static or dynamic), then marginal costs will decline, so that firms in country
1 become more competitive in the foreign market. Hence exports will
increase. With static economies of scale the formalization, however, appears
to require, as Krugman (1984) himself points out, a heterodox assumption
in the form of decreasing marginal costs. Moreover, Krugman (1984 ) does
not provide any welfare analysis.

The objective of the present chapter is thus twofold. First, we want to
extend the analysis by suggesting an alternative foundation for the import
protection argument that does not require marginal costs to be decreasing.
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In fact, we use a model with constant marginal costs of production. Sec-
ondly, we use our framework to derive some interesting welfare
implications.

We consider a model with two countries, country 1 and country 2. The
markets are segregated and trade takes the form of reciprocal dumping. For
simplicity, we assume that the demand functions in the two countries are
identical and that the demand and the cost functions are linear in the level of
output. There is free entry in the product market. We consider three
versions of the model in this discussion, first when there is free entry in
country 1 alone, second when there is free entry in country 2 alone, and
third when there is free entry in both countries.

We show that in all three cases import protection leads to export pro
motion. This demonstrates that even in the absence of dynamic scale
economies, the assumption that marginal costs are decreasing is not
required to formalize the idea that import protection leads to export
promotion.

The intuitions are somewhat different in the three cases. The effect of
import protection by, say, country 1 is to make production in country
1 more profitable. With free entry in country 1 alone, this attracts a larger
number of firms into the country 1 market, making country 1 as a whole
more competitive. While this leads to a fall in exports by individual firms,
aggregate exports increase as the increase in the number of firms is more
than enough to make up for the decline in individual exports. With free
entry in both countries, there is the additional effect that the number of
firms in country 2 declines. In this case the relative increase in the number of
firms in country 1 is even larger.

Notice that in the above two versions of our model it is country 1 that
becomes more competitive as a whole, leading to increased exports. The
export levels of individual firms are, in fact, adversely affected. This is in
contrast to the result in Krugman (1984) where it was individual firms that
became more competitive.

If there is free entry in country 2 alone, then with an increase in import
protection the number of firms in country 2 decreases. In this case the
export level of each firm in country lincreases, and hence so do the aggre-
gate exports.

Finally, turning to the welfare analysis we find that the results are model
specific. If there is free entry in country 1 alone, then import protection by
country 1 reduces the welfare level in country 1, whereas if there is free entry
in both countries, then import protection turns out to be welfare improving,.
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Given the free entry assumption, in both these cases it is sufficient to
focus on consumers’ surplus. There are two effects in operation here.
Import protection leads to a decline in imports from country 2. This tends
to reduce consumption in country 1. On the other hand, production in
country 1 will increase. This will tend to increase consumption, and hence
welfare. With free entry in country 1 alone, the first effect dominates, while
with free entry in both countries the second effect dominates. In the case
when there is free entry in country 2 alone, there is the additional effect that
with an increase in import protection, aggregate profits in country 1 will go
up. Hence, welfare may either increase or decrease.

We now briefly relate our basic contention with the existing literature.
The framework is a simplified version of the work by Roy Chowdhury and
Ray Chaudhuri (2003). The basic model adopted in this book is very similar
to those developed by Brander (1981), Brander and Krugman (1983),
Brander and Spencer (1983), and Venables (1985), all of whom consider
trade models with Cournot competition in identical commodities. While
Brander (1981) and Brander and Spencer (1983) all consider models where
the number of firms is given exogenously given, Dixit and Norman (1980)
and Brander and Krugman (1983) consider models where the number of
firms is determined endogenously.

Our model is closest to Venables (1985) who considers a model of
Cournot competition with free entry in both countries. In contrast, we
consider three different cases, with free entry in country 1 alone, with free
entry in country 2 alone, and with free entry in both countries. Moreover,
Venables (1985) does not address the central concern of this discussion,
that is, whether import protection leads to export promotion. The focus in
Venables (1985) is on the welfare effect of various parameter changes such
as technical progress, export subsidy, and so on. Of course, he also studies
the welfare implications of an increase in import protection. One important
contribution of our paper is to extend the analysis in Venables (1985) by
examining the sensitivity of the welfare results to the nature of product
market competition.

34 THE Basic MODEL

There are two countries, country 1 and country 2 with » and »* firms,
respectively, all producing a single homogeneous product that they sell in
both the countries. The inverse demand functions in the two countries are
identical and linear. Let y; and x; denote the domestic sale and export of the
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ith firm in country 1, an let y;and x; denote the domestic sale and export of
the jth firm in country 2. The demand function in country 1 is given by

plza_b<zn:yi+i:xj>. (3.1)

Similarly, the demand function in country 2 is given by

pzza—b<iyj+ixi>. (3.2)

The cost function of all firms has two components—production costs
and transport costs (in the case of exports). We assume that the production
costs of all firms are identical and linear in the level of output, that is,
marginal costs are constant. Furthermore, there is a fixed cost as well, so
that the production cost displays increasing returns to scale. Thus, the
production cost of the sth firm in country 1 is given by

. | F+cq, ifgq >0,
Cilq;) = {O, otherwise, (3.3)

where ¢; = y; + ;. We assume that for each unit of export, firms in country
1 bear a transport cost of ¢ per unit. Thus, the total cost of the 7th firm
producing ¢; and exporting «; is given by C{(y; + ;) + tx;. Similarly, the
production cost of the jth firm in country 2 is given by

‘ _ ) F+cg;, iqu>0,
Ci (qj) - {O, otherwise, (3.4)

where g; = x; + y;. Moreover, for each unit of export, a firm in country
2 bears a transport cost of t* per unit. Thus, the total cost of the sth firm in
country 2 producing g;and exporting x;is given by C;(x; + y;) + t*x;.

We solve for the Cournot equilibrium of this model. Let n; and =;
denote, respectively, the profit function of the ith firm in country 1 and
the sth firm in country 2. Then
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)

x x; — F — ¢y, — ex; — x;. (3.5)
Similarly,
:<a . b(Zyj ; Zx,.>>y,.+ ( . b<zy,. ; Zx,))
j=1 i=1 i=1 J=1
X xj—F —cy; — exj — 1'x;. (3.6)

Thus, the first-order conditions of the zth firm in country 1 are:

875,‘ n n*

a—yjza—b(Zyi—l—ij)—byi—c:O, (3.7)
nd 25 oS n b ) 3.8
an G_x,_a_ Zyj—i-in —bxi—c—1t=0. (3.8)

g;f:a—b<zyj'+zxi> —by;—c =0, (3.9)
; - :
and ——a— (Zy,-&-Z&) —bxj—c—1"=0. (3.10)

We then simultaneously solve Egs. (3.7), (3.8), (3.9), and (3.10) for the
variables y;, Ko % and Y Restricting attention to symmetric solut1ons we can
write y; = 5" and x; = & forall 4, and Y= » and xj= 2 for all 7% Using the
symmetry assumption, Eqs. (3.7), (3.8), (3.9), and (3.10) can be rewritten
as follows:
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1 a—c—n*bx?

y = (3.11)

b(n+1) ~
S e
Y= %, (3.13)
and x* = %ﬁ;l)”byl. (3.14)

Notice that Egs. (3.11) and (3.14) form a subsystem of two equations in
the two variables y* and #?. Solving Eqs. (3.11) and (3.14) simultaneously
we find

1 a— c—+ n*t*

_amernt 1
Y b(n+n*+1)° (3:15)
, a—c—t(1+n)
= .1
= e 1) (3.16)

Similarly, solving Eqs. (3.12) and (3.13) simultaneously we obtain

| a—c—tn*+1)

= - ~ @7 17
. b(n+n+1) ° (3.17)
5 a—c-+nt
e . .1
and Y = e 1) (3.18)

Thus, Egs. (3.15), (3.16), (3.17), and (3.18) solve for the production
levels of the firms as functions of z and #*. Letting X' denote the level of
aggregate export by country 1 we have

nla—c—t(n*+1)]

X! — ! =
i b(n+n*+1)

(3.19)

Clearly,
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X! (1+n)a—c—tn*+1)] (1+n")x!
—= 5 = , (3.20)
on b(n+n*+1) n*+n+1

Xl oA 2
ang P _ma=c "t]z = (3.21)
on* b(n+n*+1) n*+n+1

Thus, X is increasing inn and decreasing in 7 *.

We then describe the free entry conditions in country 1 and country
2. Under the symmetry assumption, the free entry condition in country
1 can be captured by the zero profit condition for country 1 firms®

(a — b(ny1 + n*xz))yl + (a — b(n)c1 + n*yz)))c1 —F-—oy' —ex! —tx! =0,
(3.22)

that is,
b(y')’ +b(x')’ = F =o. (3.23)

Using Egs. (3.15) and (3.17) to substitute the values of y' and ',
respectively, in the above equation, we obtain

2(a—c)* 4 2(a—cn*(t —1) — 2(a — )t + n*? (12 + 1) + 1+ 200
= Fb(n+n* +1). (3.24)

We then consider the free entry condition in country 2. Under the
symmetry assumption this can be written as:

(a — b(n)cl + n*yz))y2 + (a — b(ny1 + n*xz))x2 —F—c¢y —cex* —t'x* =0.
(3.25)

Using Egs. (3.15), (3.16), (3.17), and (3.18) we can simplify the above
equation
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20a—c)* +2(a—c)n(t —1*) = 2(a — )r* + n®(2 + 12) + 2012 + 12
= Fb(n+n* +1)°.
(3.26)

We are now in a position to begin our analysis.

3.5 THE ANALYSIS

In this section, we analyze the impact of an increase in import protection on
export and welfare.

3.5.1  Free Entry in Country 1 Alone

We first examine the case where there is free entry in country 1 alone, the
number of firms in country 2 being exogenously given. The equilibrium
conditions in this case are given by Eqgs. (3.15), (3.16), (3.17), (3.18), and
(3.22) and the condition that

*

n* =n". (3.27)

For our purpose, it is more convenient to consider the reduced form
representation consisting of Egs. (3.24) and (3.27). Suppose that there is an
increase in import protection by country 1, formalized as an increase in z*.
We can think of these protective measures as nontarift barriers. Let us now
examine the effects of an increase in #* on aggregate exports X'. Totally
differentiating Eq. (3.24) with respect to # and ¢*, and collecting terms, we
can write

dn n* [a —c— ﬁ*t*] iy

|, Fb(n+na +1) F

> 0. (3.28)

Notice that the above equation together with the result that X" is increasing
in Eq. (3.24) implies that X" is increasing in z*.

With an increase in ¢* exporting becomes more costly for firms in
country 2, making the firms in country 1 more profitable. This attracts
entry into the country 1 market, so that in equilibrium the number of
firms in country 1 increases. While this leads to a decline in the export
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No of Foreign firms (n*) A

-
No of Domestic firms (n)

Fig. 3.1 Free entry in the country 1 alone

level of individual firms in country 1, aggregate exports increase as the
increase in the number of firms more than makes up for the fall in individual
exports. See Fig. 3.1 for the diagrammatic representation where the number
of firms for country 2 is exogenously given and the justification is provided
later in Sect. 3.6.

Summarizing the above discussion we obtain our first proposition.

Proposition 1 Suppose that therve is free entry in country 1 alone. An increase
in t* leads to an increase in aggregate exports from country 1.

We now examine the effect of an increase in ¢* on the welfare level in
country 1. Notice that because of the free entry condition, producers’
surplus in country 1 is zero. It is thus sufficient to examine the changes
in consumers’ surplus, that is, in the total quantity sold in country 1. From
Egs. (3.15) and (3.16) we find that total consumption in country 1 is
given by
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(a—c)(n+n*)—ra* .

1 _ 1 k.2
S T 4 1)

(3.29)

Differentiating S* with respect to #* and then using Eq. (3.28) we can write

ds' (@a—c)n+a+1)—(a—c)(n+a") +a't" dn T

dr* b(n+a+1)° dr* b(n+a*+1)
i (b1~ F|

Fb(n+a*+1)

(3.30)

We then use Eq. (3.23) to conclude that &#(y')* — F= — b(x")*<0. Hence,
2.

The intuition is as follows. With an increase in #* there is a decline in
imports of country 1, that is, #*x°. This tends to reduce the consumption
level in country 1. On the other hand, domestic production ny" increases.
This tends to increase domestic consumption, and hence welfare. With free
entry in country 1 alone the first effect dominates. Hence the result.

The welfare impact on country 2, however, is ambiguous. Note that the
producers’ surplus in country 2 is given by

I’ = a* [(a — b(n)cl + ﬁ*yz))yz
+(a—b(ny' + 1*x*))x* = F — ex® — cy* — *%7]. (3.31)

Differentiating with respect to #*and using the envelope theorem we obtain

i’ 8H2dn4_8H2
- ond or
b 12427,.1,,2 1,2
_ _oyn h;*”x]fﬁm<o. (3.32)

Thus, with an increase in ¢*, the producers’ surplus in country 2 declines.
As the number of firms in country 1 increases, however, this has a
beneficial effect on the consumers’ surplus in country 2.* This is because
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with an increase in » 4+ #* there is greater competition in the market in
country 2 so that the total quantity sold in country 2 increases.

These two effects, however, operate in opposite directions, making the
final effect ambiguous.

Proposition 2 Suppose that theve is free entry in country 1 alone. An increase
in t* leads to a decline in the welfarve level in country 1. The welfare effect on
country 2, however, is ambiguous.

3.5.2  Free Entry in Country 2 Alone

We now examine the case where there is free entry in country 2, but the
number of firms in country 1 is exogenously given. The equilibrium condi-
tions are given by Egs. (3.15), (3.16), (3.17), (3.18), and (3.25), and the
condition that

n=i. (3.33)

Again, it is more convenient to consider the reduced form representation
consisting of Eqgs. (3.26) and (3.33). We begin by examining the effect of a
change in the level of import protection, that is, £*, on the level of exports.
Totally differentiating Eq. (3.26) with respect to #* and #* we obtain that

dn* (4 a)a-c—r(1+n)]
|, Fb(n* +i+1)
_ _% <o0. (3.34)

Putting Eqgs. (3.21) and (3.34) together we obtain our next proposition.

Proposition 3 Suppose that theve is free entry in country 2 alone. An increase
in t* leads to an increase in aggregate exports by country 1.

In this case, with an increase in %, the profit level of firms in country 2 gets
squeezed. Thus, in equilibrium the number of firms in country 2 declines,
making country 1 more competitive vis-a-vis country 2. Hence, the export
level of each firm in country 1 increases and the aggregate export increases as
well. See Fig. 3.2 for a diagrammatic representation where the number of
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No of Foreign firms (n")

Equation (26)

\ -

No of Domestic firms (n)

=l

Fig. 3.2 Free entry in the country 2 alone

firms for country 1 is exogenously given and the justification is provided later
in Sect. 3.6.

We now examine the impact of a change in ¢* on the welfare level in
country 1. First, consider the impact on consumers’ surplus, that is, on
aggregate consumption in country 1. Differentiating S' with respect to £*
we obtain

ds' dn* n*
e L — 3.35
dr* dr* b(a+n*+1) (3.33)

. 1 . . . .
Given Eq. (3.34), %5 < 0. Thus, an increase in ¢* leads to a decline in
consumers’ surplus.

However, the impact on IT', the producers’ surplus in country 1, is
positive. Note that
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I = fz[(a - b(ﬁy1 + n*xz))y1 + (a - b(ﬁx1 + n*yz))x1 —F—cx!' —¢y' — txl].
(3.36)

Differentiating IT" with respect to #* using the envelope theorem, and then
simplifying, we obtain
dit'  om'dn* b(1+ )y 4+ x'y7]
- On*drr F

> 0. (3.37)

This is because of two reasons: first, the number of firms in country
2 becomes less, and second, these firms become less efficient in the export
market. Hence, all firms in country 1 becomes more profitable. Thus, there
are two opposing effects on the welfare level in country 1 and the net effect
is ambiguous.

Finally, consider the impact of a change in #* on the welfare level in
country 2. Clearly, producers’ surplus in country 2 is zero. With an increase
in £* the total number of firms in country 2, 7# + »*, declines (Eq. (3.34)).
Thus, the aggregate output in country 2 declines. Hence, the welfare level
in country 2 decreases in #*.°

Proposition 4 Suppose that there is free entry in country 2 alone. The effect of
an increase in t* on the welfure level in country 1 is ambiguouns. The welfare
level in country 2, however, is decveasing in t*.

3.5.3  Eree Entry in Both Countries

We examine the cage where there is free entry in both countries. Note that
the equilibrium conditions in this cage are given by Egs. (3.15), (3.16),
(3.17), (3.18), (3.22), and (3.25). The reduced form representation is
given by Egs. (3.24) and (3.26).

Consider the effect of a change in ¢* on the level of export in country
1. We proceed diagrammatically. Let us plot Egs. (3.24) and (3.26) in the
n—mn*space (see Fig. 3.1). We say that an equilibrium (7, #*) is regular if at
this equilibrium the slope of Eq. (3.24) is steeper than that of Eq. (3.26),
that is,
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No of Foreign firms (n")

Equation (24)

Equation (26)

\, Sy S

No of Domestic firms (n)
Fig. 3.3 Free entry in both countries

ar
dn

ar

(3.38)

s A los

Now suppose that ¢* increases. Then, from Eqgs. (3.28) and (3.24) it
shifts to the right, and from Eqs. (3.34) and (3.26) it shifts to the left.
Clearly, if the equilibrium is unique and regular then in equilibrium
n increases and #* decreases (see Fig. 3.3). Hence, from Egs. (3.20) and
(3.21), aggregate exports increase in ¢*.

We now provide a set of sufficient conditions for the existence of a
regular and unique equilibrium. Note that

dn* B Fb(1 +n+n*) (3.39)
dn | 54  Fb(l+n+n)—(a—c)(tr —1t) — 2 —n* (2 +12)" 7
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ar| R enew) e )~ o)
dn | a5 - Fb(1 +n + ) | .

Note that if # and #* are both small, then Egs. (3.24) and (3.26) are both
negatively sloped. Moreover, the slope of Eq. (3.24) is strictly less than —1
and that of Eq. (3.26) is strictly greater than —1.° This implies that
Egs. (3.24) and (3.26) have a unique and regular intersection. In fact, if
trand £* are both small then existence is also ensured.”

Summarizing the above discussion we obtain Proposition 5.

Proposition 5 Suppose that there is free entry in both countries.

(1) If the equilibrinm is unique and vegular, then an increase in t* leads
10 an increase in aggregate exports.

(ii) There exists some € > O such that whenever t, t* < e, there is a unique
and vegular equilibrinm.

We now examine the impact of a change in #* on the welfare levels of the
two countries. Note that for the case where there is free entry in both
countries our model is a simplified version of that in Venables (1985). In
particular, the demand function is weakly convex. Moreover, there is a
home market bias in the sense that y* > x% and y* > «'; see Egs. (3.15),
(3.16), (3.17) and (3.18)).® Thus, proposition 5 in Venables (1985)
applies. Hence, we obtain our last proposition.

Proposition 6 Suppose that theve is free entry in both countries. Then the
welfare level in country 1 is increasing and that in country 2 is decreasing
mt*.

Propositions 2, 4, and 6 together demonstrate that the welfare implica-
tions of an increase in #* depends on the nature of the product market
competition, that is, whether there is free entry in only one of the countries
or both of them. Thus, Propositions 2, 4, and 6 together provide an
extension of Proposition 7 in Venables (1985).
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3.6 DiscussioN

Finally, in this subsection we discuss some robustness issues. The assumption
that the demand functions and production costs are identical across countries
is essentially simplifying in nature. All the results should go through even if
we allow these functions to vary across the two countries. The assumption
that the demand function is linear is a/so mainly technical in nature.”

The assumption that production costs are linear is, however, much more
basic. Recall that with static economies of scale, the result in Krugman (1984)
is driven by the assumption that marginal costs are decreasing. Suppose
instead that marginal costs are strictly increasing. Then with an increase in
t*, exports would decline if the number of firms were exogenously given. If
one now allows for free entry, then there will be two opposing effects. The
free-entry effect will tend to increase exports, while the marginal cost effect
will tend to decrease them. In general, the results will be ambiguous.

Finally, note that we interpret the import restrictions as nontariff export
barriers. Alternatively, one can consider tariff restrictions. Clearly, this
alternative interpretation does not affect the result that import protection
leads to export promotion. An increase in the level of tariffs essentially
makes the firms in country 2 less competitive in the country 1 market.
Because it is this feature that drives Propositions 1, 3, and 5, all three
propositions should go through in case of tariff restrictions as well. The
welfare analysis, however, may be sensitive to this alternative interpretation.
In this case there would be an additional component of welfare in country
1, arising out of the tariff revenue accruing to the government. Recall that
with free entry in country 1 alone, an increase in ¢* leads to a decline in the
welfare level in country 1 (Proposition 2). Under the alternative interpre-
tation this result need not go through. The other welfare results are,
however, qualitatively unaffected.

3.7 CONCLUSION

In this chapter we revisited Krugman’s (1984) thesis that import protection
leads to export promotion. Krugman (1984 ) argues that in the absence of
dynamic scale economies, the formalization of this idea appears to require
the “heterodox” assumption that marginal costs are decreasing. We seek to
extend Krugman (1984) by providing an alternative foundation of the idea
based on free entry and linear marginal costs. We also derive some interest-
ing welfare conclusions.



REVISITING STRATEGIC TRADE THEORY 63

The welfare results suggest that the fact that exports may be increasing in
the level of import protection is not enough to justify a policy of import
protection. Such a policy is necessarily welfare-improving provided there is
free entry in both countries, and not otherwise. In fact, with free entry in
country 1 alone, the welfare level in country 1 is decreasing in the level of
import protection. Thus, care is required before resorting to this idea to
justify a policy of import protection.

Acknowledgements We are deeply indebted to an anonymous referee for very
helpful and incisive comments that led to substantial improvements in the paper.
We would like to thank Tarun Kabiraj, Sugata Marjit, Ajitava Ray Chaudhuri, and
Soumyen Sikdar for their comments on earlier versions of this paper.

NoOTES

1. The theoretical framework developed in Sects. 3.3 and 3.4 is a simplified
version of Roy Chowdhury and Ray Chaudhuri (Import Protection as Export
Promotion, Keio Economic Studies 15,2003, 17-35 (International Academic
Printing Co., Japan).

2. Itissimple to use Egs. (3.7), (3.8), (3.9),and (3.10) to argue that the solution
is, in fact, symmetric and unique.

3. As usual we ignore the integer problem.

4. Note that consumers surplus in country 2 is given by

(a—c)(n+7*) —nt

5?2 =
b(n+n* +1)

Differentiating the above equation with respect to #*and using Eq. (3.28) we
obtain
dS2 B ﬁ*yl )Cl

-7 o
A~ Fln+m +1)

5. Note that the consumers’ surplus in country 2 is

S = 4ty = (a—c)(n" +n)—nt

bm+n+1)
Differentiating the above equation with respect to £* and using Eq. (3.34) we
obtain
ds* 2y (1+n
-y n

dr* F(n+n +1)
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6. The existence of the fixed coat F implies that the equilibrium 7 and »* are
bounded above even if ¢ and t* are small. Hence, if ¢ and #* become very
small, then in Egs. (3.39) and (3.40) all the terms associated with zand #* go
to zero.

7. This follows from the fact thatif #= #* = 0, then compared to Eqs. (3.26) and
(3.24) has a strictly greater intercept on the n* axis and a strictly smaller
intercept on the # axis (see Fig. 3.3).

8. See Venables (1985), Sect. 3.5, p. 9.

9. For a general demand function we shall have to impose conditions that ensure
unique ness and stability, for example, the Hahn (1962) condition. Venables
(1985) demonstrates that for the case where there is free entry in both the
countries the comparative statics analysis also requires that the demand func-
tion be convex.
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CHAPTER 4

A Model of International Entry and Exit
with Endogenous Sunk Costs in Vertical
Markets

Partha Gangopadhyay and Robert F. Owen

4.1 INTRODUCTION

Modern economics often seeks to explain the enigma of market concentra-
tion in an ever-changing world: as most markets steadily grow why some
markets show remarkable stability in their levels of concentrated, while
many others fragment. In an earlier work, Sutton (1991) develops a theo-
retical framework based on Shaked and Sutton (1983, 1982, 1987) to
discriminate among markets by exploring the interactions between exoge-
nous and endogenous elements of sunk costs to determine the equilibrium
market structure in an industry. If the endogenous sunk costs like adver-
tisement, R&D and product quality are (relatively) more significant than
the setup costs, the theory of endogenous sunk costs predicts that the
market will be dominated by a few firms as the market size grows over
time since large endogenous sunk costs can deter entry and limit competi-
tion. The empirical work hence highlights how the market structure is
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sustained by increasing competitive investments in advertising, R&D, prod-
uct quality, wage discrimination, network formation and geographic diver-
sification, and so on (see Elickson 2013; Berry and Waldfogel 2014). In
other words, the size of sunk costs and their endogeneity are important
factors in forecasting the dynamics of market shares and concentration over
time. In a parallel development in the international trade theory, Melitz
(2003), by adapting Hopenhayn’s (1992) model of monopolistic competi-
tion, examines the dynamics of competition by exploring entry and exit
behaviours of heterogeneous firms for understanding the time profile of
inter-firm relocation within an industry. Ghironi and Melitz (2005) explore
the macroeconomic consequences of sunk costs in entry when the product
market is monopolistically competitive and conclude that only relatively
more efficient firms access the international market. As a natural corollary,
Bilbiie et al. (2012) consider endogenous entry in a market with a diversity
of product variety to develop a framework for modelling the macroeco-
nomic consequences of endogenous entry and product quality with a special
focus on business cycles.

In our work we offer an alternative model of oligopoly, similar in spirit to
Shaked and Sutton (1983), to consider entry, exit and endogenous sunk
costs in determining the market structure by introducing market access
costs as endogenous sunk costs as highlighted by Owen and Ulph (2002).
We develop a baseline model of vertical markets to examine the strazegic
role of access costs, as endogenous sunk costs chosen by the incumbent and
integrated firm in a home market, for forestalling future foreign entry into
the downstream market. We establish that the incumbents can effectively
collude to deter entry if the integrated home firm is free to commit to an
access cost before foreign entry. We highlight that the regulation of the
access cost can often control such anti-competitive price distortion in
vertical markets in international trade, but not always.

The plan of the chapter is as follows: in Sect. 4.2 we provide a review of
extant and related literature. In Sect. 4.3 we present the static model in
which a given number of incumbents compete for shares in the downstream
market. In Sect. 4.4 we examine the issues related to entry in the retail
market. We analyse strategic entry-deterrence by upward price distortion by
an upward escalation of access costs/price. In Sect. 4.5 we establish that the
strategy of upward price distortion is an optimal collusive device to deter
entry. We also establish that the control of the input price can effectively
forestall such anti-competitive behaviour of the incumbents. We conclude
in Sect. 4.6.
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4.2 RELATED LITERATURE

The related literature has several important interfaces with the trade theory
and theories of industrial organisation, which we examine under four dif-
ferent headings in what follows.

4.2.1  Sunk Costs and Barrievs to Entry and Exit

Barriers to entry are of fundamental importance in the determinant of
market structure, and play a central role in industrial economics and trade
theory. Both trade models and industrial economics have serious concerns
about the likely impact of trade and industrial policies on the market
structure and market outcomes, mainly market prices, and the extent to
which that impact would be conditioned on the potential entry of new
firms. The possible exits of some of the existing firms from the relevant
industry can also impact on the market structure and the consequent market
outcomes and their desirability. Barriers to entry can originate from a variety
of sources, but if entry into a market calls forth large sunk costs, the risks of
entry into a market can be magnified as the ex-ante and ex-post post-entry
profits will turn out to be particularly important for entry and exit decisions.
Since the advent of the new millennium—with the revolution in modern
technologies along with the increased pace of globalisation—the size and
evolution of sunk costs have especially become critical for rapidly evolving
industries and markets for new products in the rapidly expanding global
markets. But there is little consensus as to the mechanisms through which
sunk costs affect entry and industry equilibrium. When the profession is far
from being comfortable with sunk costs, it is a bit too much to expect the
final word of endogenous sunk costs. In other words, the role of endogenous
sunk costs in determining the market outcome is still in its infancy (see
Owen and Ulph 2002) and our current work will be a minor step towards
incorporating endogenous sunk costs as a determinant of firm-level deci-
sions that are now increasingly emphasised, not only for industrial econom-
ics, but also to be the causes and consequences of aggregate trade (see
Bilbiie et al. 2012; Melitz and Redding 2012).

The role of sunk costs in shaping “entry barrier” is well articulated in
economics since an entry barrier is usually taken to imply any additional cost
that an entrant must pay that an incumbent does not need to pay just after
entry, which is sufficient to allow the incumbent to raise price without
inducing entry. Sunk costs and entry barrier can thus be defined in terms
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of its effects—it limits the number of profitable firms in the industry and
increases price-cost margins. Large sunk costs are thus an entry barrier as
they create scale economies. In other words, sunk costs cause an industry
equilibrium with relatively few firms. This is always the case whether or not
incumbent firms or potential entrants face any uncertainty with respect to
future cash flows (see Cabral and Ross 2008; Carlton 2004 among many).
From Cabral and Ross (2008), Carlton (2004 ), McAfee et al. (2004), Murti
(2004), Pindyck (2008), Schmalensee (2004 ), we now know how and to
what extent different types of uncertainty with respect to cash flows can
magnify the effects of sunk costs. Underlying risks of entry can magnify sunk
costs of entry simply because the act of entry wipes out the potential benefit
of waiting before entry for new information about the post-entry profits.
This is so since firms exercise their options to enter a market they burn down
the associated option value from waiting. This destruction of the option
value is a form of endogenous sunk costs. However, the option value from
waiting and not entering a market does not always arise. It arises only if a
particular type of uncertainty leads to a possibility of an asymmetric distri-
bution of post-entry profits specifically against the interests of the potential
entrants. In what follows we consider the endogenous sunk cost in the sense
that the sunk cost is chosen by the incumbent, as opposed to the endoge-
nous sunk costs due to uncertain changes in the post-entry profit
distribution.

4.2.2  Endogenous Sunk Costs as a Choice Vaviable of the Incumbent
to Influence the Sunk Costs of the Potential Entrants

The work of Sutton (1991) offers a theoretical framework to highlight the
role of sunk costs in explaining the structure of a market. In other words, the
goal of endogenous sunk costs in industrial economics is to explain why
some markets remain concentrated as they expand in size, while others
fragment. The theory of endogenous sunk costs according to Sutton
(1991) introduces a crucial distinction between exogenous sunk costs vis-
a-vis endogenous sunk costs. The exogenous sunk costs are a part of the
datum that do not evolve over time while the endogenous sunk costs
change over time as a consequence of a rational decision-making by incum-
bents. The endogenous sunk costs are usually conceived as advertisement
outlays and quality investments undertaken by incumbents and are fixed to
the market shares of incumbent firms. They are endogenous in the sense
that they are irreversibly chosen by incumbents and they change over time
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as the market size changes. Once such endogenous sunk costs assume a
critical importance relative to the setup costs of incumbents, the structure of
the market becomes and remains concentrated with rising endogenous sunk
costs with the increasing size of the market. On the other hand, if the
exogenous setup costs are more important, or significantly larger, than the
endogenous sunk costs, then the market should experience a declining
concentration due to increased entry activities. It is important to note that
Sutton’s work makes robust theoretical predictions about the relationship
between market concentration and market size, while the empirical confir-
mation of these predictions has not come thick and fast. In his work, Sutton
(1991) offers a cross-country analysis of various industries in trying to find
empirical counterparts to the theory, however, he faced many of the mea-
surement problems in the context of cross sections. Elickson (2013) applies
the Sutton framework to the empirical study of US supermarkets. His work
is the first to test the tenability of the prediction of the theory on a large data
set of markets within a single industry. Subsequently, Berry and Waldfogel
(2003) examine the relationships between market size and product quality
in the newspaper and restaurant industries, where the quality production
processes are believed to differ from the prediction of Sutton (1991).

As opposed to the endogenous sunk cost theory of Sutton (1991), we
propose that the incumbents can choose a set of strategic variables, like
access price, that can influence the sunk costs of the potential entrants. It is
endogenous in the sense that the sunk cost is strategically chosen by the
incumbents. This is something new in the literature on entry and exit and it
has a close resemblance with what is known as endogenous switching costs
for network industries.

Network industries differ in many respects from other industries. There
are two important distinguishing features of network industries. First, pro-
ducers must enter a network industry with potential switching costs. Sec-
ond, consumer also face switching costs if they want to move from one
network to another network of products. The literature has adequately
addressed the switching costs of consumers: if consumers decide not to
purchase from their previous network any longer, but to switch to a differ-
ent network instead, they are expected to incur some additional cost—even
if the products across networks are functionally identical (see Klemperer
1987). These so-called switching costs for consumers may be exogenous or
endogenous. Exogenous switching costs are not deliberately created by the
relevant networks and their members, but can be taken as a datum of some
sort of immobility factors between networks. A common example is the
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consumer’s cost of giving up a telephone number if there is no number
portability. In contrast, endogenous switching costs are strategically created
by networks, for example, through contract termination fees or through
customer loyalty schemes such as frequent flyer programmes, such that
mobility from one network to another is costly for consumers. While
exogenous switching costs have received considerable attention in the
economics literature (see Klemperer 1995, for a survey), there is less liter-
ature on the strategic creation of endogenous switching costs.

In a paper, Marinoso (2001) examined the issue in the context of
product systems and the strategic choice of product compatibility.! If the
different product systems are compatible, then there is no switching cost
while system incompatibility will create switching costs from one system/
network to another. In this pioneering paper, Marinoso (2001) investigates
whether “incompatibility can be used by firms as a strategic tool to lock-in
consumers and thereby limit competition in networks.” The controversial
result is that, while the preceding is a possibility, networks have strong
incentives to voluntarily make their platforms compatible if the sunk/fixed
cost of achieving compatibility /non-exclusivity is sufficiently low. Further-
more, compatibility is efficient if the fixed costs of achieving and
maintaining compatibility are not prohibitively high. If these costs are
sufficiently high, there can be even excess compatibility. The driving force
behind this theoretical result, which sharply contrasts with the stark reality
of exclusivity in network industries, is the intuition that compatibility
improves inflows of consumers, if access to their preferred complement
without incurring switching costs, which in turn increases the willingness
of consumers to pay a higher price and, thereby, the profits of the producers
in the specific network. However, the main weakness of this model is that
little attention is given to the switching costs of producers if they want to
enter a new network or exit from an old network, which can create signit-
icant sunk costs to influence the overall market outcome.

The goal of our study is to set up the simplest possible model in terms of
linear demand and cost functions in a duopolistic framework with an
emerging triopoly with entry to establish how access costs of mobility into
a network, or out of a network, can create endogenous sunk costs with a
significant consequence on entry, exit and competition within a network. It
is important to stress that the endogenous sunk cost in our model is a
strategic choice of incumbents.
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4.2.3  Vertical Markets of Intevnational Trade

It has been widely held that globalisation delivers a positive (net) welfare
effect if it is accompanied with an increased market integration that usually
calls forth a reduction in variable costs of trade like tariffs. (see Venables
1990a, b). In an important contribution, Owen and Ulph (2002) intro-
duced a dichotomy between sunk costs and fixed costs to establish that the
net welfare effect of economic integration can turn out to be negative due to
the reduction of incumbency rents of existing producers. Their primary
intuition is founded on the early work of Smith and Venables (1991) that
assumes the existence of access costs that are independent of the volume of
trade but necessary to get access to markets. Owen and Ulph (2002)
highlighted the possibility that the market access costs have a sunk compo-
nent that cannot be recouped if a firm decides to exit the market, which in
turn engenders the hysteresis effect such that the characteristics of the post-
integration equilibrium are critically predicated upon the pre-integration
equilibrium. In the current chapter, we develop an important baseline
model by making two modifications to Owen and Ulph (2002): first, we
assume away the sunk costs. Second, we introduce a case in which the
market access cost is not only a component of the variable cost but gets
strategically chosen by one of the incumbent firms.

Vertical markets have assumed significance in the modern theory of
international trade. The research, in this context, has focussed on two
related issues: first, a large number of papers explore the incentive of the
integrated firm to foreclose the downstream market to limit actual compe-
tition (e.g., Jones 1996; Bernhofen 1996; Spencer and Jones 1991, 1992).
Vertical foreclosure therefore involves some kind of a market conflict in
which a powerful player, in order to increase its market share, forces out its
rivals from a market. The vertical arrangement in such markets is hardly a
level-playing field. One typically wonders how to control the vertical fore-
closure. Second, several papers also examine the discriminating tariff policy
that can prevent such anti-competitive behaviour (e.g., Spencer and Jones
1991, 1992; Chang and Kim 1991; Chang and Chen 1994). In their paper,
Ishikawa and Lee (1997) introduce entry/exit of foreign firms and dem-
onstrate that the discriminatory tariffs may turn out to be counter-
productive since they may have adverse effects on the profits of the domestic
firms. However, relatively little attention has been paid to the collusive
behaviour among the incumbent firms in vertical markets, which can seri-
ously warp competition and may cause significant deadweight losses. Our
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primary objective is to analyse the collusive behaviour in vertical world
markets in the presence of variable access costs as introduced by Smith
and Venables (1991) and Owen and Ulph (2002).

An important issue in this context is potential competition, which is driven
by the entry of new firms in the downstream market in the presence of access
costs. A gap in the existing literature is the neglect of the impact of
non-integrated foreign firm’s entry into the retail market on potential
competition and the role of access costs as a strategic variable chosen by
an incumbent and integrated firm. Our purpose is to fill this gap. We fill the
gap in the existing literature by analysing the possible entry of a
non-integrated foreign firm in the domestic downstream market.” The
focus of Ishikawa and Lee (1997) in recent paper is the impact of tariffs
on the entry/exit decision of a foreign firm, which is shown to lead to
adverse effects of tariff on domestic firms. On the contrary, our focus is on
the impact of collusive activities of the incumbents on the entry decision of
the non-integrated foreign firm under sketchy information. Hence, we
examine the dynamic analysis of the vertical market in international trade
in the context of strategically chosen access costs. We posit the global/
international market as a formation whose privileges are constantly threat-
ened by entry. We follow Bain (1956), Sylos (1956), Milgrom and Roberts
(1982), Harrington (1986, 1987) and Bagwell and Ramey (1991) among
others to adopt the theory of limit pricing to examine the dynamics of entry
and extend the analysis to vertical markets in international trade.

4.2.4  Information Linkage of the Industrial Organisation Litevature

In order to model the access cost we consider a stylised market where an
integrated home firm has monopolistic control over the supply of a key
input in the upstream market and competes with non-integrated foreign
firms in the downstream market. The downstream retail market is
characterised by Cournot competition while the integrated home firm
enjoys monopolistic power in the upstream input market. In our model,
the price of input determines the variable access costs. The key question for
the incumbents, both home and foreign firms, is how to ward off entry in
order to maintain the status quo. This is a time-honoured problem in the
theory of oligopoly (see Bagwell and Ramey 1991): Bain (1956), Modi-
gliani (1956) and Sylos (1969) advanced the notion of limit pricing, which
involves incumbents choosing a low price to convince a potential entrant
that entry will be unprofitable. The limit price signals a lower post-entry
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profit to the entrant. Thus, the main intuition of limit pricing is that the
current price may signal the probable nature of the incumbent’s policy if
entry occurs. The incumbent firm indicates its commitment/threat to main-
tain output consistent with low limit price. If the threat is credible then the
potential foreign entrant is deterred by a low price and high output.®

The seminal paper of Milgrom and Roberts (1982) highlighted the
likelihood that incumbent firms may control the entry decision, through
prices, by influencing a potential entrant’s “perceptions of the profitability”
when prices convey critical information about the exogenous determinants
of post-entry profitability. The fundamental notion turns on an informa-
tional asymmetry between incumbents and potential entrants: the incum-
bents have a relevant piece of information that potential entrants do not
possess. Matthews and Mirman (1983) examined the case where a potential
entrant does not have critical information about the demand conditions.
Milgrom and Roberts (1982) and Salop (1979) developed signalling models
where prices convey information about the cost conditions. These works
demonstrate the rationale behind an incumbent’s decision to set prices
below the short-run profit-maximising level in order to forestall entry.

These models firmly establish an interdependence between pre-entry
price and the expected post-entry profit of the potential entrant and spell
out the rationale behind downward distortion of price to prevent entry. The
only exception is the pioneering and “provocative” works of Harrington
(1986, 1987) who postulates positively correlated cost functions of the
incumbent and of the entrant in order to reverse the limit pricing result.
In his works the incumbent firm prices above the simple monopoly price, or
Nash-Cournot price, to signal high-cost and, hence, low post-entry profit-
ability. Our basic premise is similar to that of Harrington (1986, 1987) since
the foreign entrant relies on the price signals to learn about the cost
conditions.

We extend the IO literature by applying the model of informational
linkage to vertical international markets with multiple incumbents. We
adopt a particular form of information asymmetry in this context: we assume
that a foreign entrant does not know the local cost of production and access
costs and expects the cost to be positively correlated with the cost of
production of the incumbents. The potential foreign entrant observes the
price statistic to infer about the cost of production. As a result, the incum-
bents have an incentive to distort price upward in the retail market to signal
high cost and, hence, low post-entry profit to the potential foreign entrant.*
We develop a model to examine the effects of this informational asymmetry
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in vertical markets in international trade. We establish that an equilibrium
exists in which the incumbents can strategically deter entry by conveying to
the potential foreign entrant that this industry is a high cost one with
limited /zero post-entry profit.

Our primary contribution to the IO literature is twofold: first, we extend
the information-based model of limit pricing to the important case of
vertically related markets in international trade. Assuming a particular type
of informational asymmetry, we establish that the access cost/input price
plays a critical role in deterring entry into vertical markets. A
pre-commitment to an input price and hence access costs by the integrated
firm acts as a commitment linkage in such markets that can effectively deter
entry and, thereby, limit potential competition. We are thus able to identify
the bounds on access costs/input price for which an upward price distortion
will act as a collusive device to deter entry and would, thereby, limit
potential competition. Second, we show that the control of access costs by
regulating the input price can sometimes, but not always, thwart collusion
among the incumbents and, hence, will promote potential competition in
such markets.

4.3 StATIC MODEL OF VERTICAL MARKETS

4.3.1 An Outline

To keep the model tractable we postulate an industry that supplies a single
final product. Each unit of it is produced by combining a necessary input
from the upstream industry with labour and other inputs from the compet-
itive markets. The upstream home firm is an integrated firm that has a
monopolistic control over the supply of a key input and competes with
the downstream foreign firm in the market for the final product.® In other
words, the upstream firm has the gatekeeping power and can charge and
access price for entrants into the network that serves the downstream
market. The relevance of a key input in our model is to allow for the
endogenous determination of the access costs, which is strategically chosen
by the integrated domestic firm and borne by any foreign entrants/firms.
The precise market structure in the downstream sector entails a simple
duopoly. We thus postulate a Cournot type of quantity competition in the
downstream market while the integrated home firm has naturally monop-
olistic power in the upstream market.
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As in his pioneering paper, Mariioso (2001) investigates whether
“incompatibility can be used by firms as a strategic tool to lock in consumers
and thereby limit competition in networks”. We investigate if the domestic
firm can use the access price to lock in competitors to the advantage of the
domestic firm to retain the market concentration. Our goal is to learn if
networks have strong incentives to voluntarily choose partners by setting
the access price as sunk costs to make their networks more difficult to access
for outsiders. In this chapter, we only look at the possible role of access price
as an entry deterrence and in another chapter we will examine how the entry
price can be used to choose the composition of a network to block further
and undesired entry.

The downstream foreign firm is competitive in the input market as it
takes the access cost/price as a datum. The implicit assumption is that there
are infinitely many foreign firms who buy the inputs from the integrated
domestic firm, but not all compete with this domestic monopolist in the
same downstream market. Only a few foreign firms engage in quantity
competition in the downstream market. Thus, one may assume that there
is also a third market as in Brander and Spencer (1985). Alternatively, there
is a unified world market for the final goods and at least part of the market is
in the domestic economy (see Brander and Spencer 1985; pp. 228-29). We
thus make the assumption that a foreign firm takes the access cost, or input
price, as given. Production takes place in two discrete stages: in the first
stage, the key input is produced and priced by the integrated home firm
by using natural monopoly technology. The second stage is potentially
competitive as the integrated firm engages in Cournot type quantity com-
petition with the vertically separated foreign firms. Hence, all the foreign
firms rely on the integrated home firm for the supply of the essential input.

4.3.2  The Static Framework

We assume a highly stylised framework, which is the bedrock of the modern
analysis of the vertical markets and latent in pioneering models of Jones
(1996) and Spencer and Jones (1992, 1991). The integrated home firm
faces a duopolist in the downstream (final product) market while it wields
naturally monopolistic power in the upstream (input) market. During the
first stage, or Stage I, the integrated home firm sells the essential input, or
access, to the non-integrated foreign firm. During Stage I1, both integrated
home and non-integrated foreign firms will compete as Cournot-type
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duopolists in the downstream market to sell the final product. If the
information is complete in the static market, in the relevant rational expec-
tations equilibrium both the firms correctly predict the Cournot-Nash
equilibrium of the second stage, or Stage II, competition and both the
firms will seek to maximise their profits in Stage II given the input price of
Stage I. We need the following preliminary to characterise the market
equilibrium:

Definition 1 The profit accruing to the integrated home firm (IT") is given
as:

Hm:(A_W)qn+(P(Q)_C_W)qm (41)

where Q (=g,,+4,) is the market output of the final product, g, is the
output of the integrated firm and g, is the output of the non-integrated
firm, A is the access/input price, w is the cost of producing the essential
input (access), cis the cost of producing the final good for both firms, and P
(Q) is the inverse market demand. Note that we assume there is neither fixed
cost nor sunk cost for the integrated and non-integrated firms.

Definition 2 The profit accruing to the non-integrated foreign firm from
the downstream market:

Assumption 1 We assume the inverse demand function to be linear:
P(Q) =a—bQ (4.3)

Based on the preceding, we derive the Cournot—Nash equilibrium of the
duopoly at Stage II.

4.3.3  Cournot—Nash Equilibvium of the Duopoly in the Static Market

In Stage II, the integrated home firm earns IT”"! from the sales of final
product:
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" = (P(Q) — ¢ — w)g, (4.1a)
Substituting (4.3) in (4.1a) and simplification would yield:

0" = (a = ¢ = )4, = bgud — b (4.1b)
Similarly, the profit function of the non-integrated foreign firm reduces
to:

" = (a—c—A)q, — bq,,q, — bq, (4.2a)

Maximising the profit function (4.1b) yields the reaction function of the
integrated home firm, which is essentially the first-order condition to max-
imise (4.1b) with respect to g,, taking g,, as datum. This would yield:

G = [(@—c—w)/(2b) — (4,/2)] (4.4a)

Similarly, from the maximisation of (4.2a) with respect to g,, we obtain
the reaction function of the non-integrated foreign firm as:

g, = [(a—c—A)/(2b) = (4,,/2)] (4.4b)

The Cournot—Nash equilibrium of the downstream duopoly is deter-
mined by the solution to the simultaneous equation system (4.4a) and
(4.4b). Table 4.1 presents the Cournot—Nash equilibrium:

(4.5a) and (4.5b) are derived from the solution to the simultaneous
equation system (4.4a) and (4.4b). And g, labels the Cournot—Nash
equilibrium output dfof firm 7 and we derive Eq. (4.5¢) by adding (4.5a)
and (4.5b). By substituting (4.5¢) into Eq. (4.3) we obtain the Cournot-
Nash price of the final product as given by Eq. (4.5d).

We substitute Eq. (4.5a), (4.5b), (4.5¢), and (4.5d) into Eq. (4.1) to
yield the maximised profit of the integrated home firm as the following;:
(a—c—2w+A)2+A(a—c—|—3w)7£A27w(a—c—|—w)

= 9b 3b 3b 3b

(4.6a)
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Table 4.1 The Cournot-Nash equilibrium of the downstream market (without
entry)

7 =[(0—c—=24+w)/(30)] (4.5a)
T = (@ — c+ A —2w)/(30)] (4.5b)
Q' =[(2(a—c)—(A+m)]/(3)] (4.5¢)
P'=[(a+2c+A+w)/(3)] (4.5d)

The profit accruing to the non-integrated foreign firm, IT"*, from the
downstream duopoly is:

m =P —c—A)qg™ (4.6b)
Substituting 4”* by (4.5a) and P* by (4.5d) into (4.6b) yields:

(@ —c+w—24)

Hf’l* —
9

(4.6¢)

Equations (4.6a) and (4.6¢) represent the profits of the incumbent firms
in a static market characterised by fixed number of competitors, stable
demand and cost conditions. The excess profits of these incumbents attract
new firms from overseas into the retail market, which opens up the dynamic
issues that we now turn to in Sect. 4.4.

44 THE THREAT OF FOREIGN ENTRY AND STRATEGIC ENTRY
DETERRENCE

4.4.1  Post-Entry Competition in the Downstream Mavrket

We considered a stylised market in which there are two incumbent firms
who engage in quantity competition in the retail market. Suppose there is a
single potential foreign entrant who decides whether to enter this retail
market, or not. We assume that the market is characterised by information
asymmetry: the incumbent firms have full information about the cost and
demand conditions while the potential foreign entrant has sketchy informa-
tion about the access cost and the cost of production. The potential foreign
entrant infers about the costs from the price statistic. The game unwinds in a
market in which the demand and cost conditions remain invariant through



A MODEL OF INTERNATIONAL ENTRY AND EXIT WITH ENDOGENOUS... 83

time. Suppose the potential foreign entrant decides to enter the retail
market: then there are three competitors in the downstream retail market
who engage in quantity competition that leads to the following post-entry
market configuration.

Proposition 1 The post-entry Cournot—Nash outputs and price are given
by:

gy = (a—c+2A—3w)/(4b) (4.7a)
g, =(a—c—2A+w)/(4b) (4.7b)
g, =(a—c—2A+w)/(4b) (4.7¢)
P*=(a+3c+2A+w)/4 (4.7d)
0™ = (3a—3c—2A —w)/(4D) (4.7e)

where ¢, is the output of the foreign entrant.

Proof The derivation is exactly similar to that of Sect. 4.3.3. Instead of
having two firms and two reaction functions, we now have three firms and
three reaction functions that form the simultaneous equation system. The
solution to the system gives the optimal outputs of the firms as represented
by (4.7a), (4.7b), and (4.7¢c). The price follows from the demand function.
Q.E.D.

Proposition 2 The post-entry profits of the three Cournot competitors are
as follows:

I = ny +nA + n3A2 (483)

where
(a—c—24+w)* 3wla—c+w) (3a—3c+5w) 3
n = - sl = N3 = ———
16b 4b 4b 4b
| —— S + SzA + S3A2 (48b)

where
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(a—c—2A+w)? a—c+w 1
S=— Sy = S35 = —
: 16b ? 4b :
(a—c—2A+w)?

He** —
16b

(4.8¢)

Proof We get (4.8a) by substituting (4.7a), (4.7b), (4.7¢), and (4.7d) into
(4.1). We get (4.8b) by substituting (4.7b) and (4.7d) into (4.6b). (4.8¢) is
arrived at in the same fashion as (4.8b). Q.E.D.

4.4.2  Entry Prevention by Upward Price Distortion

If entry occurs, then the post-entry outcome is a three-firm Cournot-Nash
equilibrium and under complete information Propositions 1 and 2 hold. We
assume that all information before entry is a common knowledge except the
cost of production in the retail market, which remains private information to
the incumbent firms.°

Since the incumbents have asymmetric information on the cost of pro-
duction, their pre-entry outputs and the resultant market price contain
information about the cost parameters. As a result, the entry decision is
critically hinged on the pre-entry price, which derives from the Cournot-
type competition between the incumbents (see Milgrom and Roberts
1982). Thus, the post-entry profit of the potential foreign entrant is
decreasing in the pre-entry price of the retail market. The rationale is that
a high pre-entry price brings a signal to the potential foreign entrant that
this is a high-cost industry that will, in turn, signal low post-entry profit. The
fallout is that the incumbent firms may have an incentive to strategically
distort the price upward in the retail market to signal high costs and low
post-entry profits (see Harrington 1986, 1987). The rest of the section is
devoted to the analysis of the rationale and feasibility of such price distortion
in vertical markets.

Theorem 1 The distorted price signal, PP, that conveys a message of high
cost and low, or, zero profitability to the potential foreign entrant, which
will, thereby, forestall entry is given by:

a—A+w

=

(4.9a)
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Proof Since the potential foreign entrant does not know the unit cost of
production ¢, hence the incumbents set a price P such that the profit
accruing to the entrant, II°) is reduced to zero and, hence, the foreign
entrant will stay away from the market. Thus, the foreign entrant does not
enter if:

‘=0 (4.9b)
We substitute (4.8¢) into (4.9b) to yield:

(a—2A+w—c*)?
16D

=0 (4.9¢)

where ¢* is the distorted cost that will signal zero profitability in the
concerned market. From (4.9¢) we derive:

cF=a—-2A+w (4.9d)
Substituting (4.9d) into (4.7d) yields the distorted price signal P:
PP =(a—A+w)/b (4.9a)

The distorted price signal P” is determined by Eq. (4.9a) that signals a
high cost ¢*, given by Eq. (4.9d), that will convey low (zero) post-entry
profits to the potential foreign entrant. Hence, the foreign entrant will be
deterred by this price statistic P”. Q.E.D.

4.5 Is THE UPWARD PRICE DISTORTION AN OPTIMAL
STRATEGY?

4.5.1  Integrated Home Incumbent and Upward Price Distovtion

In this section, we turn to the important question of whether the incumbent
firms have an incentive to adopt the strategy of upward price distortion as
laid out in Theorem 1. In order to find that, we need to compare their
profits from such distortion with their profits from the no-distortion market
cquilibrium. The strategy of upward price distortion is optimal only when it
yields higher profits to the incumbents vis-a-vis their profits from the
no-distortion equilibrium. We set the stage with the following:



86 P. GANGOPADHYAY AND R.F. OWEN

Theorem 2 The profit, [T"*** accruing to the integrated home incumbent
from the strategy of upward price distortion is given by the following:

™ = my + myA + m3zA® (4.10a)

where

(ab—a—w)(a—bc— (b—1)w)

o : (4.10b)
2b°

iy — (ab—a+w)(b— 1)2-;(0—bc— (b—1w) (4.10¢)

my = (b—1)/(20°) (4.10d)

Proof At price P the quantity demanded, QP in the retail market is:
0°=(a-P°)/b=(ab—a+A—w)/b (4.11a)
Assuming the incumbents have tacit agreement about market shares, we
simplify the analysis by an equal output share. Hence their outputs and
profit of the integrated home incumbent from the retail market respectively

arc:

Qm*** _ Qn*** — ((lb —a+A— W)/b2 (4113,)

(4.11b)

e — [(ab—tH—A—w)] |:a_(A_W)+b(A—W)—bC

26 b
(4.11D) is expanded to yield (4.10a). Q.E.D.

Definition 3 We define Gy as the gains, or increase, in profit from the price
distortion strategy to the integrated home incumbent, which is given by:

Gy = I — 1" (4.11c)



A MODEL OF INTERNATIONAL ENTRY AND EXIT WITH ENDOGENOUS... 87

where IT"*** is the profit accruing to the integrated home incumbent from
price distortion strategy while IT”** is his profit from no-distortion strategy
which allows entry.

Observation 1 The gains from price distortion, G, can be reduced to the
following:

Gy = hy + A+ h3 A® (4.11d)

where Iy = (my — my), o = (m2 — n2), by = (mz — n3).
We define A:

AC = (ny —my)/[2(m3 — n3)) (4.11e)

and for A > A® G, is an increasing function of A and for A < A€ G is
decreasing in A.

We substitute Eqgs. (4.8a) and (4.11b) into (4.11c¢) to yield (4.11d) and
find:

dGuy

> 01 (4.12a)

If
2hA + Iy > 0 (4.12b)

or,
A>AC = (ng — my)/[2(m3 — n3)] (4.12¢)

Theorem 3 The integrated home incumbent will adopt an upward distor-
tion of the price of the final good if the access cost/input price A is such
that:

A<A* (4.13a)

or,
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A>AY (4.13b)
where
~hy — \/h5 — 4hyhs
A = o, (4.13¢)
and

—hy + y/h5 — 4hyhs
Ayt (4.13d)

25

Proof We set Gy equal to zero and from the resultant quadratic equation
we derive two roots A;* and A,*. For any A, such that A1* < A < A4y*,
Gy < 0 and hence the integrated home incumbent has no incentive to
distort price since the no-distortion equilibrium yields larger profits than
what the upward price distortion does. On the other hand, if the input price
lies outside this range, the integrated home incumbent gains from an
upward distortion of the price of the final good. Q.E.D.

Thus, we establish that the integrated home incumbent will adopt an
upward distortion of price as an optimal strategy to deter entry if the
proposed conditions (4.13a) and/or (4.13b) are satisfied and if the
non-integrated foreign incumbent also adopts the price distortion strategy.
We now turn to the question of whether the non-integrated foreign incum-
bent has an incentive to distort the price upward.

4.5.2  The Non-integrated Foveign Incumbent and Upward Price
Distortion

The non-integrated foreign incumbent sells Q”/2 at a price of P” if it
colludes to distort the price upward. From the quantity sold and the
price we are to determine its profit IT"*** from the strategy of price
distortion.
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Proposition 3 The non-integrated foreign incumbent sells Q”/2 at a price
of PP and, hence, its profit, [I"***  from the price distortion strategy is
given by:

I = 1] + 1A + 13A2 (4.14a)
where

(a—bc+w)(ab—a—w)

- 2 (4.14b)
tz:a—bc+w—(b+1)ab+a(b+1)+w(b_1) (4.14c¢)
2b3

Proof We know that the profit accruing to the non-integrated foreign
incumbent from price distortion is:

m* = (P° —c—A)0"/2 (4.14e)
Substituting P” by Eq. (4.9a) and Q” by Eq. (4.11a) we arrive at
(4.14a).
Q.E.D.

Definition 4 The gains from the price distortion strategy to the
non-integrated foreign incumbent, Gy, are defined as:

Gy = I — 1™ (4.15a)

Observation 2 Substituting IT"*** by (4.14a) and IT"** by (4.8b) yields the
following:

Gy = H, + H,A + H3A? (4.15b)

where H1:<t1*51>,Hzi(f2*52>,H3:<t3*53).
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Theorem 4 The non-integrated foreign incumbent will adopt an upward
distortion of the retail price to forestall entry if the following conditions are
satisfied:

A>A™ (4.16a)
or,
A <A™ (4.16b)
where
—H, — \/H3 — 4HH;
A = I, (4.16c¢)
and

—H, + \/H3 — 4H\H,
Ay = (4.16d)

4H,

Proof The non-integrated foreign incumbent is indifferent between price
distortion and non-price distortion strategy if Gy is zero. That is:

H + Hy)A + H3A* = 0 (4.16e)

Thus, there are two roots of the quadratic Eq. (4.16¢) for which the
non-integrated foreign incumbent is indifferent between two alternative
strategies. The roots are given by (4.16¢) and (4.16d). Since Hz < 0 and
H, > 0, hence GN > 0 for (4.16a) and (4.16b) since the first derivative of
Gy is positive until a critical value of A4, A€, such that A““=[—-H,/ (Hz)].
Q.E.D.

We combine G and Gy, in the above diagram to consider the possibility
whether both the incumbents will collude to deter entry by strategic dis-
tortion of the price of the final good. From the above, it is evident that the
crucial determinant of such collusion is the value of the input price. If the
access cost/input price lies {4, A"} and/or {A5", A"}, then the
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upward distortion of price yields larger profit for each incumbent than its
profit from no-distortion strategy. Thus, we come to the following;:

Statement 1 The upward price distortion strategy is chosen by the collud-
ing incumbents to deter foreign entry and the potential foreign entrant
decides not to enter the retail market if one of the following conditions
holds:

A=A >0 (4.17a)
A — Ay >0 (4.17b)

and the actual access cost/input price lies within the bounds {4, A;"},
B sk
or {AZ 5 Al }

Statement 2 The collusion to strategically deter entry fails if one of the
condition holds:

A=A <0 (4.17¢)
A=A <0 (4.17d)

Statement 3 It is important to note that the upward price strategy inflicts a
cost on the consumers as they pay a high price for the final product. They
not only pay a high price due to limited actual competition, but also due to
upward price distortion, which does not conform with the cost of
production.

Statement 4 Can the regulatory authority control the anti-competitive
behaviour to limit potential competition?® From the finding, one can see
that the regulatory authority can break such collusion by simple price
capping. If the maximum input price is set below A** then the collusion
collapses since the non-integrated foreign firm has no incentive to adopt the
price distortion strategy. Thus, by strictly regulating the input price the
regulatory authority can forestall such entry-deterring and anti-competitive
price distortion.
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4.5.3  Trigger Strategqy Equilibvium

From Sub-sect. 4.5.2, we have learned that incumbents have an incentive to
collude by adopting the upward price distortion strategy to deter foreign
entry. Under a set of conditions, such a collusive strategy is also shown to be
successful in deterring entry. However, collusion gives rise to the familiar
problem that each incumbent has an incentive to defect, when its rival
abides by the collusive agreement. As is usual in supergame theory, we
assume that incumbents deter defection from the collusive agreement by
employing the trigger strategy to punish defection: incumbents abide by the
collusive agreement unless one firm cheats. If an incumbent cheats, they
revert to the non-cooperative Cournot—Nash equilibrium for once. We now
explore the possibility that an infinite repetition of a profile of PP, g,,***,
2,*** which makes the incumbents better off than defection in terms of
their respective profit functions, can be sustained as a subgame perfect
equilibrium by means of a trigger strategy with one-shot Nash reversion
(see Tirole 1988).

As long as both incumbents stay in equilibrium, profits are TI"***,
IT"***_ The integrated home incumbent chooses to stay on the equilibrium
path if and only if the following incentive compatibility no-defection
constraint is satisfied:

" (DF) — TI™** <> 8“Gyy (4.18a)

u=1

where IT"” (DF) is the one-shot profit of the integrated home incumbent
from defection if the non-integrated foreign incumbent sticks to the collu-
sive arrangement. 8 is the common discount rate of the incumbents while
G labels the gains from price distortion to the integrated home incumbent
and given by Eq. (4.11d). Similarly, we define the incentive compatibility
no-defection constraint for the non-integrated foreign incumbent as:

I'(DF) — ™" < ) ~8"Gy (4.18b)
u=1

where IT" (DF) is the one-shot profit of the non-integrated firm from
defection if the other incumbent sticks to the collusive agreement. The
following lemma delineates the trigger strategy equilibrium.
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Lemma 1 The repetition of the profile PP, Q"***  (Q"*** is sustainable by
means of trigger strategies with one-shot Nash reversion if

8 > maximum {§"*, 8"}

where
a—c—w+ab—a+A—w ab—a+A—w
“ 2 4b 2b ¢
a—c—w ab—a+A—w +A )ab—a+A—w
s 2b 42 " 20
- hy + hhA + h3A?
(ab—a—l—A—w)(a—(A—w)—i—b(A—w)—bc)
2
2b b (4.18¢)
hy + A + h3A
[(a_ab—Zbc—ZAb—a—l—A—w_ab—a—l—A—w_C_A]
4b 2b
ab —2bc —2Ab —a+A—w
5 — 4b*
H\ + H> + H3A?
B 1 + HhA + 134,
H\ + H»A + H3A?
(4.18d)

Proof is given in Appendix.

4.6 CoNCLUDING COMMENTS

As in his pioneering paper, Marifioso (2001) investigates whether “incom-
patibility can be used by firms as a strategic tool to lock-in consumers and
thereby limit competition in networks.” We investigate if an integrated
domestic firm can strategically use the access price to lock in foreign
competitors to the advantage of the domestic firm to perpetuate the market
concentration by discouraging future entry. Our goal is to learn if networks
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have strong incentives to voluntarily choose partners by setting the access
price as endogenous sunk costs to make their networks more difficult to
access for outside firms. In this chapter, we only looked at the possible role
of access price as a collusive device for entry deterrence and in the subse-
quent chapter we will examine how the entry price can also be used to
choose the composition of a network to block further, future and undesired
entry. In other words, by using the access price appropriately, incumbents
can create a market structure in which the integrated firm does not need to
limit current competition by vertically foreclosing the downstream market
to other incumbents, but can use the access price to prevent potential /
future competition in the downstream market.

To achieve this task, we have examined an extension of the information-
based approach to entry deterrence to the important case of vertical markets
in international trade with endogenous access costs. We considered a mar-
ket in which two incumbent firms face the danger of entry by a foreign firm.
One of the incumbents can choose the cost of accessing the market by
potential entrants and the other incumbent. Being a foreign firm the
potential entrant has sketchy information about the local cost condition.
This sketchy information unravels the possibility of collusion between
incumbents to block the foreign firm by suitably choosing the access
price. Assuming an information asymmetry about the cost of production,
we find that the incumbents, namely the integrated home and
non-integrated foreign firms, can effectively deter entry in the retail market
by an upward distortion of the price of the final good. We note, under a set
of conditions, that an effective collusion among the incumbents is feasible if
the integrated home firm can freely commit to an access cost/input price
before foreign entry takes place. We thus establish a new commitment
linkage whereby the integrated home firm is able to pre-commit to an
access cost/price, which enables incumbents to effectively block entry in
the downstream retail market. We also find that the regulation of the access
cost/price can sometimes, but not always, thwart such anti-competitive
price distortions and, hence, would promote potential competition in ver-
tical markets in international trade. In our future research, we will introduce
sunk and fixed costs to enhance our collective understanding of the role of
access costs in shaping the actual composition of networks relevant for
vertical markets.
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APPENDIX

Proof of Lemma 1

The no-defection incentive compatibility constraints state that defection will
be unprofitable if and only if the one-period gain from defection is less than
the present value of collusive profits foregone due to one-shot Nash rever-
sion. The left-hand sides of (4.18a) and (4.18D), respectively, represent the
one-shot gain from cheating for the integrated and non-integrated incum-
bents. In contrast, the right-hand sides label the net-present value of collu-
sive profits sacrificed by ditching the price distortion strategy. The
constraints thus summarise the opportunity cost of defecting from the
collusive agreement. In Eq. (4.18a), the only unknown is IT” ( DF) while
IT"*** Gy are respectively given by Eq. (4.11b) and (4.11d). Similarly, in
Eq. (4.18b) the only unknown is IT” ( DF) while IT**** and Gy are captured
by Eqgs. (4.14¢) and (4.15b). Also note that (4.18a) is satisfied so long as:

& > [I"(DF) — II"™**] /Gy (4.18e)
Inequality (4.18b) is satisfied so long as

& > [II"(DF) — II"***] /Gy (4.18f)
We define ™* and 8"* as the following:

5" = [[I"(DF) — II™*] /Gy (4.19a)
" = [[1"(DF) — I1™**] /Gy (4.19b)

It is important to note that (4.18a) and (4.18b) will hold so long as
& > 8"* and § > §”*. We complete the proof by deriving I (DF) and
IT” (DF) and substituting the relevant values in (4.19a) and (4.19b).

Derivation of z™ (DF)

The non-integrated incumbent sticks to the collusive agreement and pro-
duces output given by Eq. (4.11a’). Substituting (4.11a") in the reaction
function of integrated incumbent, (3.4a), we get the optimal defection
output of the integrated firm, Q™ (DF),

Q" (DF) = (a—c—w)/(2b) — (ab — a+ A — w)/(4b) (4.19¢)

The resultant price, P” (DF), when the integrated firm defects is
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" _ a—c—w ab—a+A-w ab—a+A—-w
P"(DF)=a ( > I + b )(4.19d)

We substitute (4.112"), (4.19¢) and (4.19d) into Eq. (4.1) to get IT”
(DF) as:
M(DF)=la—(a—c—w)/2+ (ab—a+ A —w)/(4b)
+(ab—a+A—w)/(2b) — c — A]
[(a—c—w)/(2b)|(ab—a+A —w)/(4b?) (4.20a)

Substituting (4.20a) into (4.19a) yields (4.18c¢). Following similar steps
we derive (4.18d). Q.E.D.

NoOTES

1. Product systems consist of various components or interrelated services that
can only be used together—though they may be bought separately. An
example is video game systems such as Nintendo’s GameCube, Sony’s
PlayStation or Microsoft’s Xbox consisting of a console and system-specific
games. Similarly, for mobile telecommunications services one needs a mobile
handset/equipment and various complementing services. Since consumers
often purchase them sequentially in these markets, intra-brand incompatibility
generates consumer switching costs.

2. There is only one paper that has examined the impact of entry/exit in vertical
markets: Ishikawa and Lee (1997) examined the impact of entry/exit of an
integrated foreign firm while we analyse the entry of a non-integrated foreign
firm. Our focus is also different as we solely concentrate on the collusive
behaviour in such markets.

3. These early works highlighted a commitment linkage whereby the incum-
bents are able to pre-commit to a higher output if entry occurs (see Bagwell
and Ramey 1991). However, such a threat by the incumbents may not be
credible since the incumbents may have an incentive to deviate from the
committed output once entry occurs. Friedman (1979) forcefully argued
that such a commitment cannot be sustained in a perfect Nash equilibrium.
However, most of the earlier studies ignored the credibility problem (see
Kamien and Schwartz 1971, 1975; Gaskins 1971; Pyatt 1971). Subsequently,
the commitment to maintain low price is justified in terms of irreversible
decision such as plant investment, advertising (see Flaherty 1980; Friedman
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1979, 1983; Salop 1979). Dixit (1980), Fudenberg and Tirole (1983) intro-
duced strategic capacity choices to ensure credibility of commitment. Gilbert
and Vives (1986) examined output commitment in multiple-incumbent
model. Bonanno (1987) theorised the entry-deterring power of product
differentiation. Another plausible way out is to introduce imperfect informa-
tion to beat the chain store paradox which has initiated a fresh lease of research
(see Milgrom and Roberts 1982).

4. Harrington (1987) writes, “By virtue of having been a supplier in past periods
an incumbent firm generally possesses some advantages over a potential
entrant. One obvious source of advantage is that an incumbent firm has first
hand experience with the production process; while a potential entrant does
not. . .it is then reasonable to assume that an incumbent firm will hold private
information on cost function. (p. 211)”.

5. In order to simplify the analysis we assume that there is a single non-integrated
foreign firm in the downstream market and, hence, this market is postulated to
be a duopoly. The conclusions will extend to the case with a finite number of
firms. We also assume that the non-integrated firm is a foreign firm. It is
perfectly possible that this firm is a home firm. We maintain this assumption
for stylistic reasons. What is crucial is that the potential entrant is from foreign
market and, hence, confronts asymmetric information about the local condi-
tions that determine the cost of production.

6. Note that while considering the entry-issues we call the integrated (home)
incumbent firm and the non-integrated (foreign) incumbent firm as the
integrated home incumbent and the non-integrated foreign incumbent
respectively.

7. See that the denominator of (4.12c¢) is always positive if 4 > 1 and we assume
ny > my, to get a positive critical value of A, A€. Also note that the second
derivative of G, with respect to A is positive for & > 1. These restrictions give
us a bell-shaped function for G, as depicted.

8. We shelve the question of why the regulatory (domestic) authority will intend
to enhance domestic competition by allowing foreign firms. Instead we
suppose that the regulatory authority seeks to foster competition. If so, our
question is what should they do to control such anti-competitive activities of
the incumbents.
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CHAPTER 5

Trade Growth Accounting in Goods
and Services: An Empirical Exercise

Somesh K. Mathur, Sarbjit Singh, Gaurav Doshi,
and Abbishek Srivastava

5.1 INTRODUCTION

The second half of the twentieth century and the beginning of the twenty-
first century have seen an enormous surge in trade across nations in various
sectors. Almost every country in the world engages in trade with multiple
other countries based on various factors, and this trade is of interest to
academicians, politicians, bureaucratic officials, corporate firms, and even
activists. Trade in the modern world is not just limited to fulfilling a nation’s
need for the resources it lacks, but it is also crucial from a strategic point of
view. The types of trading partners a nation has also determines its stance in
international politics.

Another major reason why trade has become so important is the lowering
of trade costs through the years. Technological advancements and better
trade policies have played a major role in easing trade and lowering trade
barriers across nations. In this chapter, we describe the reasons behind trade
growth in goods and services over the years for selected countries by using
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Novy’s measure given in Chap. 2. We also calculate trade costs in terms of
tariff equivalents by using the indirect trade cost measure given by Novy.
The calculation of trade costs and trade growth accounting for both goods
and services is shown in two separate sections as follows.

52 TRADE GROWTH ACCOUNTING IN GOODS TRADE

The present study focuses on the calculation of trade costs of APEC' (Asia
Pacific Economic Cooperation) nations and the growth of goods trade
between APEC nations and India over the period of 25 years between
1990 and 2014. The data for this study has been extracted from OECD,
UN (United Nations), and IMF (International Monetary Fund) databases.
Because this study focuses in particular on aggregate trade in merchandise
goods between India and the 21 APEC nations, it is essential that the
services part of trade be excluded.

The IMF’s Direction of Trade Statistics (DOTS) provides bilateral trade
data about merchandise goods. Export data is free on board (FOB) and
import data is cost, insurance, and freight (CIF). We have downloaded the
annual bilateral data from 1990 to 2014 for India and the APEC nations.
The export data of goods is taken from the IMF’s International Financial
Statistics (IES). The data on GDP and services produced (value added) of
India and the APEC nations is taken from World Development Indicators
from the World Bank. Because we use value added data for finding inter-
national trade, no further manipulation is performed on these datasets.
Missing data from these sources is complemented with data extracted
from the OECD, Unstat, and APEC databases. All data is expressed in
current US dollars.

In order to construct the tarift equivalent, 7;; India is considered to be
country 7 and the APEC nations as a whole are considered to be country ;.
The elasticity of substitution o is assumed to be eight as specified by
Anderson and van Wincoop (2003). The tarift equivalents derived from
the observable trade flow of merchandise goods following the methodology
adopted by Novy (2013) are given in Table 5.1.

The results in Table 5.1 reveal that the decrease in tariff equivalents is
found to be at a maximum in the case of China, at about 68.09 percent,
whereas the minimum is in case of Canada, only about 14.50 percent from
1990 to 2010.> A fall of more than 50 percent in tariff equivalents is
observed in bilateral trade with Chile (—55.19%), Republic of Korea
(—54.26%), Mexico (—53.31%), and Peru (—56.1%).
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Table 5.1 Percentage change in 7;; for the APEC nations

Trading partner Linitinl
China 1990
Peru 1991
Chile 1990
Korea, Rep. of 1990
Mexico 1990
Papua New Guinea 1990
Philippines 1990
Indonesia 1990
Malaysia 1990
Singapore 1990
Australia 1990
Japan 1990
New Zealand 1990
United States 1997
Russian Federation 1992
Canada 1990

Source: Authors’ calculations

5.2.1

Tinitinl

2.78
3.34
2.48
1.58
2.23
3.04
2.64
1.68
1.32
1.06
1.42
1.30
1.87
1.11
1.61
1.71

t:ﬁmzl

2014
2012
2014
2014
2014
2004
2014
2014
2014
2013
2014
2013
2011
2013
2013
2010

T final

0.89
1.47
1.11
0.72
1.04
1.53
1.38
0.92
0.86
0.69
1.01
0.98
141
0.84
1.26
1.46

Timean

1.30
2.24
1.63
1.08
1.80
2.70
1.55
1.17
1.07
0.87
1.16
1.23
1.61
0.99
1.26
1.54

Trade Growth Accounting

Percentage change

—68.09
—56.14
—55.19
—54.26
—53.31
—49.77
—47.56
—45.42
—35.14
—34.94
—-29.14
—24.96
—24.39
—24.29
—-21.61
—14.50

In order to better understand the question of how trade between nations
has evolved over time and what factor(s) contribute the most, one needs to
look over the various components of growth of trade. The gravity model
provides a simple yet powerful framework for analysis. We use the similar
logic of decomposition for growth of trade between three main components
given by Novy (2013), as derived in the previous chapter. The study further
decompose the first component, income growth, into two parts using the
work by Baier and Bergstrand (2001). Using the formula of income shares
(9), si=2i/(¥i+)), Aln(y;y;) becomes: Aln(s;s;)+2Aln(y;+ y;). Hence, the

final equation becomes:

Aln (x,:,-x_,-i) = 2Aln (S,‘Sj) + 2Aln

(i + yj)2
w

— 2(1 — G)All’l (q),(bj)

+2(1 — o)Al (1 + 7;)

where Aln(s;s;) can be interpreted as income convergence or the change in
income inequality between countries ¢ and j. The second term,
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2
s . . . L
Aln (%) can be interpreted as growth in the incomes of countries 7 and

jrelative to world income.? Dividing the final equation throughout by the
left-hand term, we obtain:

2
aam [ Qi)
2AIn(s;s;) W 2(1 - o)Aln(1 + )
Aln (%) Aln (x) Aln ()

N —
(@) () (o)

2(1 — o) Aln(®;d;)
Aln (xijxj,-)

(@)

As per the above equation, the growth of bilateral trade decomposed into
four components which are the focus of the current study. The contribu-
tions are: (a) income inequality or income convergence; (b) growth of
incomes (in an additive sense) relative to world income; (¢) a change in
relative bilateral trade costs measured using the tariff equivalent 7;;; and (d) a
change in relative multilateral resistance. The contributions of (c¢) and
(d) can be positive or negative depending on various factors which will
not be analyzed in this study.* Novy (2013) refers to the negative contri-
bution of (d) as the trade diversion effect, that is, if multilateral resistance of
a country falls, its trade with other countries rises, but bilateral trade with
country j falls. The decomposition equation takes a similar form if other
gravity model formulations such as the Ricardian model by Eaton and
Kortum (2002) or the heterogeneous firms model by Chaney (2008) or
Melitz and Ottaviano (2008) are used.® Table 5.2 presents results of the
decomposition of sampled APEC countries’ trade growth with India into
four components over the given study period.

Results in Table 5.2 reveal that on average income convergence is found
to have the lowest contribution followed by a decrease in the multilateral
trade barrier. The negative sign on a value for the multilateral trade barrier
(third component) indicates that a decrease in the multilateral trade barriers
of country j with nations other than India led to a decline in its bilateral
trade with India. Income growth and a decline in the bilateral trade barrier
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have different contributions across different nations, but on average both
have almost the same contribution, that is, approximately 61percent.

Further, by looking at the countrywide results, the study observed
unusually high values of income convergence in the case of Japan
(52.54%) and the United States (39.18%). Excluding these two nations,
the mean contributions of the four components were —0.94, 65.88,61.27,
and —26.21 percent, respectively, and income convergence /inequality was
found to have the least contribution towards the growth of bilateral trade.

The income convergence term measures the contribution of change in
incomes of nation 7 and j with respect to the income shares on bilateral
trade. Hence, a fall in incomes of either 7 or j in some particular period
would lead to a negative contribution towards bilateral trade. In other
words, a substantive fall in either trading nation in some period could
impact bilateral trade in that period. This is what is observed in the cases
of nations like Australia, China, Republic of Korea, Mexico, New Zealand,
Peru, and Papua New Guinea. The overall trade growth and income con-
vergence is constructed from individual changes between two periods. A fall
in income of nation ¢ or j or both, which is enough to lower the value of the
income convergence term with respect to the previous period leads to a
negative contribution to total bilateral trade. Such a pattern is observed in
the above-mentioned nations across a few periods, leading to an overall
negative contribution of income convergence.

Moreover, for most nations, the growth of income is the primary factor
behind the rise of bilateral trade. Growth in income is the dominant factor in
the case of Australia, Canada, Indonesia, Malaysia, New Zealand, the Russia
Federation, and Singapore with a contribution of over 75 percent towards
bilateral trade (with the exception of Indonesia, where the growth of
income contributes 62.40 percent but is still the dominant factor). The
other dominant factor is the decline in bilateral trade costs, which is the case
of Chile, China, Republic of Korea, Mexico, Peru, and the Philippines. The
United States is the largest contributor to the growth of bilateral trade with
India. The effect of the decline in bilateral trade costs is offset by the decline
in multilateral trade barriers or multilateral resistance, which has a negative
impact on the growth of bilateral trade. This is at a maximum in the case of
the Russian Federation, where a decline in multilateral resistance has led to a
decline in bilateral trade by about 45 percent.
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52.2  Concluding Remarks

The results obtained from income convergence or income inequality in
trade growth decomposition raise additional questions that need to be
consiered, such as why do we observe a positive contribution of income
inequality for some nations and a negative contribution in the case of
others? What factors come into play that lead to different scales of contri-
butions of income growth and decline in bilateral trade cost terms across
different countries? All these questions, and others, require a thorough
analysis of the economies in context.

5.3 TRADE GROWTH ACCOUNTING IN TRADE IN SERVICES

The WTO’s General Agreement on Trade in Services (GATS) became
effective in January 1995 with the objective of increasing bilateral as well
as multilateral trade in services. It defines four mode of supply of services.
These are (i) cross-border supply; (ii) consumption abroad; (iii) commercial
presence; and (iv) the presence of a natural person. In mode 3 and 4, the
exporter remains in the territory of the importer country, and it is very
difficult to account the information. The data is available mainly in mode
1 and 2, which reflect directly on a country’s balance of payment.

In our study, we look at the trade costs associated with India’s bilateral
trade in services with the 61 countries for which data is available. Very few
studies have been done on trade in services due to an unavailability of data.
Miroudot et al. (2010) have looked into data on trade in services from 1995
to 2007 and have found that trade costs in services have remained steady or
have increased during this period (with the exception of China), whereas
the trade costs in goods have fallen substantially. They also found out that
Regional Trade Agreements (RTAs) have much less effect on trade costs in
services as compared to trade costs in goods.

PrabirDe has applied the three-stage gravity model to panel data for
India’s bilateral trade in services from 2000 to 2006 with 31 countries for
10 major components of service trade including the following: transporta-
tion, travel, communication services, financial services, insurance services,
computer services, and information services. He found a coefhicient with a
similar sign to that in the gravity model of trade by Anderson and Wincoop.
He also calculated a services trade facilitation index for these countries’
bilateral trade in services with India for the same time period.
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5.3.1 Database

There are five major databases for trade in services: (i) Eurostat, covering
32 countries; (ii) the IMF and OECD, covering 35 countries; (iii) the
UN, covering 46 countries; and (iv) the WTO, covering 49 countries.
Services trade data for many countries is not available. The present study
utilizes consolidated data based on these databases by Francois and
Pindyuk (2013). The data set contains a large number of missing entries
because of the unavailability of data. This is also because many countries
started accounting and publishing services trade data after 1995. In the
context of India, the data set contains bilateral trade data from 60 coun-
tries as well as some country groups. The data is highly unbalanced. Data
on the GDP in trade in services is taken from the World Bank. The data
on total exports and imports in services have been taken from Francois
and Pindyuk (2013).

5.3.2  Empivical Findings

Figure 5.1 shows the tarift equivalents calculated for India’s trade with the
entire world. The value of x;; has been derived by subtracting net exports to
India from the value of services GDP of the rest of the world (excluding
India, of course). The tariff equivalents declined until 2005, and there have
been some fluctuations thereafter.

Contrary to the conclusions of Miroudot et al. (2010), the tariff equiv-
alents of trade in services have fallen in India during the period 1995-2005.
They went back up in 20062007, but then fell again in 2008, and then rose
again in 2009-2010. The tarift equivalents of India’s trade in services has
followed a different trend for different countries, but it went up for many
countries in the period 2008-2010. This may have been because of the
2008 recession because India’s services export was mainly concentrated in
richer, developed countries whose economies were affected by those eco-
nomic troubles.

Figure 5.2 shows the contribution of three components, derived using
Novy’s method, in India’s trade in services from 1995 to 2010. The trend
shows that the contribution of growth in income was 61.49 percent, the
contribution of a decline in bilateral trade costs (i.e., tarift equivalents) was
48.50 percent, and the contribution of the decline in MTR was —9.99
percent. Here, the value of x;; (world) has been derived by subtracting net
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Fig. 5.1 Tariff equivalents for India’s trade with the entire world (Source: Authors’
calculations)

exports to India from the value of services GDP with the rest of the world
(excluding India).

Tables 5.3 and 5.4 show the countrywide results of tariff equivalents and
decomposition of trade growth in services of India with sampled countries
in detail.

5.3.3  Concluding Remavks

Overall, India’s tarift equivalents have gone down since 1995 with some
fluctuations over the years. On the trade growth accounting front, our study
found that income growth and decline in tarift equivalents contributed to
trade growth while the contribution due to the decline in MTR was much
less. Hence, from the point of view of policy, there is a need to focus on
income growth and a reduction in tariffs. Governments should promote
exports, FDI, and use other monitoring tools to improve GDP, which will
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61.49

I 48.5

I income Growth [Hllll Decline in Trade Cost
I Decline in MTR

40

20

Contribution in Trade Growth (%)

-9.99

Fig. 5.2 Accounting for services trade growth in India (Source: Authors’ calculations)

result in increased welfare of the people as well as an increase in the trade
in services. As the decline in trade costs reaches a 48.5 percent contribution
in services trade growth, tools such as a free trade agreement for trade in
services will result in more trade taking place. So, a free trade agreement for
trade in services with the European Union, Hong Kong, the United States,
Singapore, and the United Kingdom will result in more trade with these
countries.
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Table 5.4 Trade growth accounting for India’s total trade in services

Country

Austria
Germany
Finland
France
United
Kingdom
Italy
Netherlands
Japan
Portugal
Greece
Denmark
Spain
Sweden
Czech
Republic
Hungary
United States
Australia
Hong Kong
Singapore
Slovak
Republic
Belgium
Cyprus
Ireland
Luxembourg
Bulgaria
Estonia
Croatia
Poland
Russian
Federation
Slovenia
Lithuania
Malta

IS0
code

AUT
DEU
FIN
FRA
GBR

ITA
NLD
JPN
PRT
GRC
DNK
ESP
SWE
CZE

HUN
USA
AUS
HKG
SGP
SVK

BEL
CYP
IRL
LUX
BGR
EST
HRV
POL
RUS

SVN
LTU
MLT

Start
year

1995
1995
1995
1995
1995

1995
1995
1996
1996
1995
1999
1999
1999
2000

1999
1999
1999
2000
2000
1999

2002
2002
2002
2002
2003
2003
2003
2003
2003

2003
2004
2003

Source: Authors’ calculations

End
year

2010
2010
2010
2010
2010

2010
2010
2010
2010
2010
2010
2010
2010
2010

2010
2010
2009
2010
2010
2010

2010
2010
2010
2010
2010
2010
2010
2010
2010

2010
2010
2010

Contribution of

Income

growth (%)

73.05
80.66
28.25
67.11
85.31

85.58
73.89
81.46
80.28
79.92
73.61
38.19
54.10
69.66

43.36
55.21
92.29
49.50
73.70
215.30

47.89
101.82
32.92
92.79
202.08
100.09
54.02
83.12
1411.08

85.51
171.50
66.09

Decline in trade Decline in
cost (%) MTR (%)
31.34 —4.39
18.59 0.74
74.39 —2.64
37.74 —4.85
22.78 -8.08
23.65 -9.23
34.14 -8.03
7.70 10.84
26.02 —6.30
31.06 -10.98
33.39 -7.01
67.94 —6.13
50.97 —5.07
49.58 -19.24
65.32 —8.69
47.89 -3.10
28.95 -21.25
46.93 3.57
43.10 -16.80
—65.16 -50.15
60.31 -8.20
20.38 -22.20
66.59 0.49
20.43 —-13.22
—52.28 —49.80
25.69 -25.79
57.71 -11.73
39.73 —-22.85
—841.58 —469.50
28.02 —-13.53
—31.65 —39.85
38.49 —4.59
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NoOTES

1. Its member nations include the 21 Pacific Rim nations: Australia, Brunei
Darussalam, Canada, Chile, People’s Republic of China, Hong Kong, Indo-
nesia, Japan, Republic of Korea, Malaysia, Mexico, New Zealand, Papua New
Guinea, Peru, the Philippines, Russia, Singapore, Chinese Taipei (Taiwan),
Thailand, the United States, and Vietnam. Due to data limitations and errors
we have excluded Brunei Darussalam, Hong Kong, Taiwan, Thailand, and
Vietnam from the sample.

2. Data for Canada was available only until 2010.

3. Novy (2013) interprets Aln (V‘%) as the growth in incomes of country 7 and

| 2
Jrelative to world income. The equation Aln <(V’y+7w)/)> has been derived from

the same term by a small mathematical manipulation, hence it is plausible to
assume this as income growth as well. The only difference is that the present
study assumed income growth in an additive sense, whereas Novy assumed it
in a multiplicative sense.

4. If Aln(1+7;)<0, then the contribution of (c) becomes positive and if Aln
(@) <0, then the contribution of (d) becomes negative.

5. See Novy (2013) for the decompositions of other models.
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CHAPTER 6

Calculation of Ad Valorem Equivalents
of Non-Tarift Barriers: A Case Study of 16
RCEP Countries

Sarbjit Singh and Rabul Arora

6.1 INTRODUCTION

Apart from tariff barriers, administrative and geographical barriers to trade
also have a negative impact on trade. All these barriers restrict trade by
increasing the number of days to exchange goods from one country to
another. These barriers include: number of documents required to trade,
online availability of information related to trade procedures, number of
procedures requested to start a business, and existing levels of corruption
and infrastructure, among others. Reduction in all these hurdles to trade is
called trade facilitation (TF). Regional trade agreements (RTAs) include
commitments aimed at reducing all the existing and potential barriers to
trade, some of which are administrative barriers. Under the proposed
Regional Comprehensive Economic Partnership (RCEP) agreement, the
guiding principles of negotiation include provisions to facilitate trade and
investment among member countries. Under this provision, member coun-
tries shall try “to enbance transparency in trade and investment velations
between the participating countries, as well as to facilitate the participating
countries’ engagement in global and regional supply chains.”

S. Singh (b<) ® R. Arora
Consumer Unity & Trust Society (CUTS) International, Jaipur, India

© The Author(s) 2017 115
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In recent literature, studies have focused on the calculation of ad valorem
equivalents (AVEs) of these barriers (sectorwide as well as countrywide) and
have attempted to look into the impact of these barriers on trade and other
macroeconomic variables using partial and general equilibrium approaches.
Both approaches have their own merits over the other, and sometimes one
approach complements the other by providing the extent of the restriction
of the barriers on trade.

Results from these studies have raised the need for a countrywide
detailed analysis that can provide the sectorwide extent of the restrictiveness
of these trade barriers. Information on sectorwide restrictiveness would
further help to form an appropriate policy framework to remove the barriers
that hinder trade.

The study in the present chapter attempts to enrich the literature by
calculating the restrictiveness of administrative barriers to trade in tarift-
equivalent terms for 42 merchandise sectors in order to quantify the effects
of these barriers on bilateral trade among the 16 RCEP member countries.
To the best of our knowledge, not even a single study exists in the literature
assuming such a detailed level of disaggregation at the product level for
countrywide analysis.

Using an econometric approach, following Zaki (2010), sectorwide
AVE:s of time to import and time to export have been calculated, and the
results of the estimated augmented gravity model have been presented to
show the impact of time to import and time to export on bilateral trade
flows. To pursue the study’s objective, this chapter is divided into five
sections. Section 6.2 explains the extent of trade barriers in the 16 member
countries of the proposed RCEP. In Sect. 6.3, econometric methodology is
discussed with the help of the AVEs that have been calculated. In Sect. 6.4,
detailed empirical results are discussed. The final section concludes the
study with some policy implications.

6.2 TRADE BARRIERS IN RCEP ECONOMIES

Tables 6.1 and 6.2 present existing levels of trade barriers related to trade
transaction costs (TTCs) in RCEP member countries and their ranking
regarding the ease of trade across borders as provided in the Doing Business
Report 2015. Table 6.1 also shows the average level of the ad valorem most
favored nation (MFN) tariff rate in addition to the trade barriers related to
the TTCs. On the basis of data given in both tables, the major highlights of
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Table 6.2 Time and cost associated with each stage to import and export

Stages —

Australia

Days (cost) to import
Days (cost) to export
China (Shanghai)
Days (cost) to import
Days (cost) to export
India

Days (cost) to import
Days (cost) to export
Japan

Days (cost) to import
Days (cost) to export
New Zealand

Days (cost) to import
Days (cost) to export
South Korea

Days (cost) to import
Days (cost) to export
Brunei

Days (cost) to import
Days (cost) to export
Burma (Myanmar)
Days (cost) to import
Days (cost) to export
Cambodia

Days (cost) to import
Days (cost) to export
Indonesia

Days (cost) to import
Days (cost) to export
Laos PDR

Days (cost) to import
Days (cost) to export
Malaysia

Days (cost) to import
Days (cost) to export
Philippines

Days (cost) to import
Days (cost) to export

Customs clearance
and inspections

Documents
preparvation  transportation

3(200)
5 (285)

15 (260)
14 (305)

8 (400)
8 (365)

5(277)
5 (145)

5 (175)
5 (220)

2 (65)
3(55)

11 (150)
11 (190)

10 (165)
12 (175)

15 (225)
14 (220)

13 (210)
11 (135)

13 (205)
15 (290)

3(120)
5 (85)

8 (90)
8 (105)

Inland

Ports and
terminal

and handling  handling

2 (450)
2 (450)

2 (135)
2(95)

3 (400)
3 (400)

2 (200)
2 (200)

2 (300)
2(300)

2 (500)
2 (500)

1(225)
3(225)

2 (200)
2 (200)

2 (200)
2 (200)

2 (160)
3(160)

4 (1350)
3 (1350)

2 (260)
3(260)

2 (340)
2 (340)

2 (400)
1 (400)

3 (140)
3 (140)

5 (250)
3(225)

2(250)
2(250)

1 (300)
2 (300)

2 (100)
2 (100)

2(315)
3 (240)

6 (165)
3(165)

4 (225)
3(100)

7 (165)
2 (165)

2 (160)
3(160)

2 (120)
2 (120)

3(300)
3(225)

(continued)
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Table 6.2 (continued)

Stages — Customs clearance  Documents  Inland Ports and

and inspections preparation  transportation  terminal
and handling  handling

Singapore

Days (cost) to import 1 (50) 1 (100) 1 (140) 1(150)
Days (cost) to export 1 (50) 2 (120) 2 (140) 1(150)
Thailand

Days (cost) to import 2 (255) 8 (135) 1(210) 2 (160)
Days (cost) to export 1 (50) 8 (175) 2 (210) 3 (160)
Vietnam

Days (cost) to import 4 (95) 12 (130) 1 (200) 4 (175)
Days (cost) to export 4 (100) 12 (160) 2 (200) 3 (150)

Note: Cost is in USD

Source: Doing Business Database (2015)

country-level obstacles and recent reforms in trading across borders by
RCEP countries are given as follows:

In all RCEP countries, document preparation takes the maximum
number of days, which can be reduced further to facilitate trade.
Table 6.3 shows the types of documents used in trading across
borders.

Singapore, South Korea, and Malaysia are in the top 15 ranked coun-
tries for ease of trade across borders, requiring a fewer number of
documents.

Countries ranked high for ease of trading across borders include: Laos,
India, Cambodia, Burma, China, and Vietnam. However, the time
taken to import and export for these countries is very high.

China relaxed trade credit restrictions to ease trading across borders
(DB, 2010).

Indonesia launched a single window service to reduce the time to
export (DB, 2010).

Vietnam reduced the time to trade by implementing rules for customs
administration and increasing competition in the logistics industry
(DB, 2010), but It still takes more time in document preparation.
Brunei introduced an electronic customs system that made trade easier
(DB, 2011).
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Table 6.3 Types of documents in trade across borders

Documents to import

Bill of lading

Commercial invoice
Customs import declaration
Packing declaration
Packing list

Release order

Technical standard /health certificate

Contract between exporter and importer
Cargo release order

Insurance documentation

Proof of payments of customs, excise, and taxation
Certified engineer’s report (NOC)

Foreign currency exchange form

Inspection report

Product manual

Terminal handling receipts

Tax certificate

Certificate of origin

Preshipment inspection clean report of findings
Customs delivery order for imports

Quarantine certificate (container packing
declaration)

Gate pass

Delivery order

Import permit

Note: The list of documents is exhaustive and includes all types of documents required to trade across borders

Source: Doing Business Report (2015)

Documents to export

Bill of lading

Commercial invoice

Customs export declaration
Packing list

Technical standard /health certificate
Contract between exporter and
importer

Foreign exchange form

Station receipts

Terminal handling receipts
Export declaration form
Export permit

Inspection report

Insurance certificate

Certificate of origin

Customs transit document
Bank certificate

Sales contract

Shipping instruction

¢ Cambodia eliminated preshipment inspections which reduced the
time and number of documents required in trade (DB, 2011).
e The Philippines improved its electronic customs system by adding

electronic  payments
(DB, 2011).

and online

submission of declarations

e Laos implemented an electronic data interchange system at the
Thanaleng-Friendship bridge border crossing (DB, 2013).
e Myanmar reduced the number of documents required for exports and

imports (DB, 2015).
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e In the Philippines, new city ordinances in Manila restricted truck
traffic, which made trading across the border more difficult
(DB, 2015).

¢ In Indonesia, due to insufficient infrastructure at Tanjung Priok port
in Jakarta, trading across borders became more difficult (DB, 2015).

6.3 METHODOLOGY AND DATA

Following Zaki (2010), our present study utilizes the augmented gravity
model to discover the impact of trade facilitation on bilateral trade flows
(TFs). Estimation of the augmented gravity model provides the effect of TF
on bilateral import flows. Here, the term TF relates to a reduction in the
number of days in time to import and time to export due to better imple-
mentation of TEMs, due to which the TTCs decline, thus improving the
level of bilateral trade. The effect is shown by the coefficients of estimated
time to export and time to import variables. The study also calculates the
AVE:s of administrative barriers using the methodology given by Kee et al.
(2009). The stepwise procedure of the econometric approach is given as
follows:

Step 1 In step 1, two regression Eqs. (6.1) and (6.2), Time to Import
(Timé™P), Time to Export (Time*P) have been estimated with a host of
independent variables as control variables. As already shown in the previ-
ous section, time to import and time to export are positively related with
the number of documents required for imports (ImDoc) and exports
(ExDoc), the number of procedures (ImProc and ExProc) to start a busi-
ness in the home country, and the level of corruption® (Corr) in the
country, and they are inversely related to the internet intensity (InterInt)
representing the technological advancement in relation to computeriza-
tion of all trading processes. In addition, both equations include the Isiand
dummy to represent the geographical nature of a country, that is, 1 if a
country is an island country, 0 otherwise.

In (Time!™) = k + fy In (InterInt;) + p, In (ImDoc;) + B, In (Corr;) 6.1)
+ B3In (ImProc;) + B, Island; + e
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In (Time;™®) = k + fy In (Interlnt;) + f; In (ExDoc;) + f, In (Corr)

+ p5 In (ExProc;) + p, Island; + ¢;

where 7 and j are importer and exporter, respectively. Estimation of these
two regression equations provides the estimated values of time to import
and time to export variables.

Step 2 In step 2, an augmented gravity equation has been estimated with a
host of independent variables including the estimated time to import and
time to export variables calculated in step 1. Equation (6.3) shows the
augmented gravity model which has been estimated to provide the effect
of TEMs—such as reducing the time to import and export—on bilateral
trade flows between RCEP economies.

; , , d;
In <mj> =A+pIn <vj> +p,In (P,) +f31n (j>
mi; Vi pi dii
+f4In (1 + t,-j) + BsConti;; + psComLang;;
+ B;Comcol + B3 In (T?meiimp) + By In (?imeje"p) + ¢ (6.3)

where m;; is the value of imports of country 7 from country j; m;; is the
intranational flow of goods in country 7; »;and »; are the values of domestic
production in country 7 and j, respectively; p; and p;are the consumer price
indices in country 7 and j, respectively; z;is the bilateral tariff rates imposed
by country ¢ on country j’s exports; Conti, ComLang, and Comcol are the
dummy variables for common border, common language, and common
colony, respectively; and the last two variables are the estimated values of
time to import and time to export from Egs. (6.1) and (6.2), respectively.
The coefficients of these two variables provide the effect of time to import
and time to export on bilateral imports.

Step 3 In the final step, following Eq. (6.4), we have estimated sectorwide
to calculate the AVEs for each member country of RCED:
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mk vf
In (m_’]i> =A+pIn (ﬁ) +paIn(p;) + f3 In (py)

ii i

dj .
+f4In (d_j> + fBsIn (1 + t,’;) + B Contij

A

+ fp7ComLang;; + psComcol + fo In (Timeimp)

A
+ BroIn (Time;™®) + e (6.4)

Using the coefhicients of Eq. (6.4), the sectorwide AVE of time to import
(AVEr) and time to export (AVErg) can be calculated as:

AVEq = bo and  AVE = bro

P> B3

where AVEr; and AVErg are the AVEs of time to import and time to
export, respectively. Where the numerator is the proportionate change in
relative imports due to the proportionate change in time to import (export)
and the denominator is the proportionate change in bilateral imports to
proportionate change in domestic prices. Hence, the ratio becomes the
proportionate change in prices of imports (exports) due to the proportion-
ate change in time to import (export) and thus represent AVEs. We report
productwide AVEs for the 16 member countries of RCEP in the next
section.

Source of Data and Variable Construction

For the empirical analysis, data from various sources have been utilized.
Aggregated data on Time to import, Time to export, Documents to import,
Documents to export, and Number of procedures to start a business are
culled from Doing Business report provided by the World Bank Group. The
data for the Corruption Perceptions Index (CPI) was developed by Trans-
parency International and we used the same information for our analysis.
Further, to represent the widespread use of the internet in the country, data
on the number of internet users per thousand people in the population was
taken from World Development Indicators (WDI). WDI was also used to
obtain data for countrywide consumer price indices to represent the level of
prices in both the importing and exporting countries. The CEPII database
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was used to get data on various gravity equation variables such as Island,
International distance, Domestic distance, Contiguity, Common language,
and Common colony.

In addition, to estimate the augmented gravity equation for GTAP
sectors, the GTAP-9 database is used with the latest available data from
the year 2011. The study utilizes the GTADP sectors and regions breakdown
for the detailed analysis. The recent available GTAP database—version 9—
provides the economywide data aggregated over 57 sectors for a total of
140 regions of the world. For the purposes of analysis, the entire economy
of 57 sectors is further aggregated into 43 sectors wherein 42 sectors cover
all the goods produced in the economy and one sector covers the services
production. Further, to show the effect of TEMs on RCEP economies, the
140 regions of the world are finally aggregated into 17 countries/regions
wherein 16 are the member nations of RCEP and one includes all other
remaining regions under the classification “Rest of the World (ROW).”

GTAP-9 is the source of bilateral information on sectorwide import flows
valued at world prices ( VIWS), internal flow proxies ranked by the value of
domestic sales of tradable commodities at agent prices (VDA), the value of
production of all tradable sector proxies by the ranked by the productwide
value of the output at agent’s prices (VOA), and the bilateral tariff rate
proxies ranked by level of import taxes (zms). Because we use GTAP data for
2011 as the reference year, data for all other variables are also taken from the
same year. However, countrywide AVEs are calculated for the year 2015 by
using data on time to import and time to export for that year.

64 EmriricAL RESULTS

Table 6.4 shows the estimated results of the augmented gravity equation
given under step 2 in Sect. 6.3. Three different models of the gravity
equation have been estimated and presented in three separate columns.
The first column represents the results analogous to the gravity model
results, and the next two columns represent the results of trade facilitation
focusing on the estimated variables of time to import and time to export
estimated using Eqs. (6.1) and (6.2) as given in step 1 of Sect. 6.3. The
results show that the relative production has affected the trade positively and
significantly in all three models. Relative prices have a negative and signif-
icant impact on the bilateral trade of RCEDP nations in the first two models,
and their effect becomes positive in the third specification but is insignifi-
cant. The distance variable has a positive impact on trade in the first two
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Table 6.4 Estimated results of the augmented gravity equation

Variables Model 1 Model 2 Model 3
In (Rel. Imp) In (Rel. Imp) In (Rel. Imp)
Log (v;/v;) 0.459*** 0.468*** 0.628***
(0.0143) (0.0147) (0.0192)
Log ( p;/p:) —2.354* —2.721** 0.109
(1.204) (1.175) (1.090)
Log (d;;/d;;) 0.184*** 0.0873 —0.436***
(0.0635) (0.0689) (0.0758)
Log (1+t;) —0.137*** —0.106*** 0.0843
(0.0400) (0.0402) (0.0705)
Conti 0.740*** 0.716*** 0.500**
(0.240) (0.230) (0.217)
Comlang 0.0295 —0.0160 —0.0265
(0.190) (0.170) (0.168)
Comeol 0.843*** 0.892*** 0.434*
(0.242) (0.228) (0.239)
Log (Time ™) —0.377** - -
(0.149)
Log (Time=P) —0.260 - -
(0.169)
Log (Time™)_Hat - —1.617*** —2.127%**
(0.4006) (0.394)
Log (Time?)_Har - —1.128** —1.850***
(0.435) (0.419)
Log (Time™ *t;)) - - —0.0694**
(0.0278)
Constant (A) —3.799*** —2.606*** 0.113
(0.786) (0.774) (0.854)
Observations 10,080 10,080 4883
R-squared 0.634 0.638 0.686
Sector dummies YES YES YES

Notes: Figures in parentheses of type () are the standard error of respective coeflicient; *, **, and *** show
the level of significance at 10, 5, and 1 percent levels, respectively
Source: Authors’ calculations

models, but it has a negative and significant impact on trade in the third
model. Imposition of tariffs has an inverse and significant relation with trade
in the first two models, and a positive but insignificant relation in the last
model. Contiguity and common colony have a positive and significant
impact on trade in all of the models, but the insignificant coefficient of
common language does not provide evidence of any type of relationship.



126  S.SINGH AND R. ARORA

Further, the remaining five independent variables in Table 6.4 represent
the TF variables. In model 1, the TF aspects have been directly inferred
from the observed time to import and export variables. In model 2 and
model 3, the TF aspect has been observed via the estimated time to import
and export variables using Egs. (6.1) and (6.2). In all three models, variables
pertaining to the impact of TF on trade show the inverse relationship
between administrative delays and bilateral trade, which directly points
out that trade facilitation will lead to more trade between RCEP member
countries. Further, the negative and significant coefficient of interaction
variable in model 3 depicts that the advantages from tariff reductions can
only be availed through the enhanced TF levels.

6.4.1  Calculation of AVEs

To calculate the sectorwide AVEs of each member country, Eq. (6.4) has
been estimated for each individual sector (42 GTAP sectors) to get the
coeflicients of price indices and estimated time to import and export.
Table 6.5 shows the results of sectorwide estimation of the augmented
gravity equation specified using Eq. (6.4) (see Sect. 6.3). Further,
Table 6.6 presents the sectorwide value of tariff equivalent (AVEs) of time
to import and time to export for one day calculated using the required
coeflicients of estimated sectorwide regressions given in Table 6.5. As per
the results, the average AVEs of a one day delay in import and export of one
container of goods for RCEP member countries are approximately 84 and
82 percent, respectively. So a one day delay leads to more than an 80 percent
increment in the price of the tradable good among the RCEP countries.

Further, sectors having a value of AVE of more than 100 percent are,
from the importer side, products such as chemical, rubber, and plastic
products; nonmetallic mineral products; dairy products; paddy rice; petro-
leum and coal products; fishing; sugar; food products; and nonferrous
metals. From the exporter side, these include products such as chemical,
rubber, an plastic products; animal products; gas; textiles; beverages and
tobacco products; paper and publishing products; machinery and equip-
ment; electronic equipment; and nonmetallic mineral products.

In total, the high value of the AVEs of these 16 sectors from both sides
shows that the price of the tradable good coming under these sectors would
rise to more than 100 percent in the case of a delay of one extra day. These
16 sectors cover 72.51 percent of intra-RCEP trade, which shows the
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Table 6.6 Sectorwide intra-RCEP trade share and AVEs of time to import and
export for RCEP countries (in percent)

S. No. Sector Intra-RCEP trade One day ad valovem equivalent of
Imports share in total  Time to import  Time to export
Joods imports (AVE;) (AVE 1g)
1 Paddy rice 0.01 191.90 34.99
2 Wheat 0.15 29.78 52.38
3 Cereal grains 0.10 62.60 10.51
4 Vegetables, fruit, nuts 0.60 81.28 26.23
5 Oil seeds 0.06 18.15 35.14
6 Sugar cane and beets 0.00 52.85 15.36
7 Plant-based fibers 0.17 49.01 23.44
8 Crops 0.25 22.82 4.08
9 Bovine cattle, sheep and 0.08 36.41 48.38
goats, horses
10 Animal products 0.13 50.73 306.69
11 Raw milk - 15.68 95.25
12 Wool, silk-worm 0.08 51.87 40.30
cocoons
13 Forestry 0.28 21.51 16.97
14 Fishing 0.13 125.78 46.85
15 Coal 2.40 8.01 47.55
16 Oil 1.86 31.85 49.35
17 Gas 2.49 31.23 282.63
18 Minerals 4.18 23.07 32.37
19 Bovine meat products 0.29 16.24 6.52
20 Meat products 0.14 5.00 34.48
21 Vegetable oils and fats 0.85 17.36 3.50
22 Dairy products 0.39 44493 90.09
23 Processed rice 0.11 16.74 19.99
24 Sugar 0.15 121.90 5.55
25 Food products 1.70 109.16 51.37
26 Beverages and tobacco 0.23 74.12 241.48
products
27 Textiles 2.61 45.30 251.59
28 Wearing apparel 1.52 57.33 35.65
29 Leather products 0.94 85.81 48.92
30 Wood products 1.25 22.06 60.45
(lumber)
31 Paper products, 0.94 23.42 218.66
publishing
32 Petroleum, coal 6.34 175.30 22.09
products

(continued)
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Table 6.6 (continued)

S. No. Sector Intra-RCEP trade One day ad valorem equivalent of
Imports shave in total — Time to import  Time to export
Joods imports (AVE ;) (AVEg)
33 Chemical, rubber, plastic 12.11 563.54 537.35
products
34 Mineral products 1.12 476.26 125.46
(nonmetallic)
35 Ferrous metals (iron and 3.62 12.58 40.71
steel)
36 Metals (nonferrous) 3.15 98.58 48.61
37 Metal products 2.08 29.27 5.61
(fabricated)
38 Motor vehicles and parts 3.37 72.38 15.63
39 Transport equipment 0.83 29.21 4.98
40 Electronic equipment 19.67 41.22 191.27
41 Machinery and 21.34 48.69 203.33
equipment
42 Manufactures 2.25 35.34 22.82
Average - 83.96 82.25

Source: Authors’ calculations

importance of adopting trade facilitation measures (TFMs) by RCEP coun-
tries to get more benefits from bilateral trade.

In addition, the multiplication of total number of days required to import
or export a good from one country to another with the value of a one day
tariff equivalent provides the countrywide AVEs. Table 6.7 shows the
countrywide average AVEs of time to import and time to export for the
year 2015. Results reveal that the AVE is lowest for Singapore because it
takes the least time to import, followed by South Korea, Australia, Malaysia,
New Zealand, Japan, Thailand, Brunei, the Philippines, India, Vietnam,
Burma, China, Cambodia, Indonesia, and Laos. On the exporting side,
Singapore is again in the top rank because it takes the least number of
days to export, followed by South Korea, Australia, New Zealand, Japan,
Malaysia, Thailand, the Philippines, India, Indonesia, Brunei, Burma,
China, Vietnam, Cambodia, and Laos. Further, Table 6.8 shows the coun-
trywide differences of AVEs over a total of 42 GTAP sectors taken for the
purposes of analysis.
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Table 6.7 Countrywide AVEs of time to import and time to export for RCEP
members

S. No. Region AVE MFN Time to import  AVEqr  Time to export AVEqg
applied tariff  (In days) (in %) (in days) (in %)

1. Australia 2.7 8 671.68 9 740.25
2. China 9.6 24 2015.04 21 1727.25
3. India 135 21 1763.16 17 1398.25
4. Japan 42 11 923.56 11 904.75
5. New Zealand 2.0 9 755.64 10 822.5
6. South Korea 13.3 7 587.72 8 658

7. Brunei 1.2 15 1259.4 19 1562.75
8. Burma 5.6" 22* 1847.12 20 1645

9. Cambodia 11.2 24 2015.04 22 1809.5
10. Indonesia 6.9 26 2182.96 17 1398.25
11. Laos PDR 10 26 2182.96 23 1891.75
12. Malaysia 6.1 8 671.68 11 904.75
13. Philippines 6.3 15 1259.4 15 1233.75
14.  Singapore 0.2 4 335.84 6 4935
15. Thailand 11.6 13 1091.48 14 1151.5
16. Vietnam 9.5 21 1763.16 21 1727.25

Notes: Entries marked with * represent data from the year 2014 and # represents data for the year 2013. The
least time taken for a country to import and export is 4 and 6 days, respectively. The one day tarift equivalent
of time to import and time to export are 83.96 and 82.25 percent, respectively

Source: Authors’ calculations using data from Doing Business indicators, World Tariff Profile, 2015, and
estimated results

6.5 CONCLUSION

In the present chapter, an attempt has been made to evaluate the impact of
TFs in RCEP member countries on their bilateral trade flows. Using an
econometric approach, the study concluded that TF in RCEP member
countries has a positive impact on their bilateral trade. The results also
reveal that the policy of trade liberalization should be a mixture of the
reduction of TTCs as well as the reduction of tariff barriers. If both e policies
can be adopted together, then RCEP member economies can gain more
than changes in an individual policy set-up. Hence, trade liberalization
between RCEP countries would become more successful if all types of
barriers to trade could be focused simultaneously.
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1. The study used a level of corruption index ranging from 1 to 10, where
1 represents most corrupted and 10 represents least corrupted.
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CHAPTER 7

Bilateral Trade Costs and Growth of Trade
in Services: A Comparative Study
of India and China

Amyrita Roy and Somesh K. Mathur

7.1 INTRODUCTION

The story of the growth of the world economy since the late twentieth
century is broadly driven by the emergence of two Asian countries, China
and India. Since 1980, both countries have been able to sustain a signifi-
cantly rapid growth, and yet their growth experiences are quite different
from each other. China’s growth has been mostly dominated by expansion
of the industrial sector and relatively broad-based expansion across the
agriculture, industry, and services sectors compared to India. On the
other hand, India’s growth has been primarily dominated by expansion of
the services sector.

Similar to the contribution of different sectors to GDP, the contributions
of different sectors in total exports differ substantially across these two
countries. In the case of China, manufacturing exports account for the
maximum share in total exports. According to the OECD (2015), services
contributed 9 percent of total exports in China in 2014. By way of contrast,
India’s exports have a larger services share even though in terms of total
value of exports of services, it is significantly less compared to China. For
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Fig. 7.1 Trends in services exports and imports to the world (China and India)
(Source: Francois and Pindyuk (2013))

example, in 2014, India exported USD 156 billion and imported USD
147 billion worth of services, and India is the largest exporter of computer
services in the world. Compared to India, in 2014, China exported USD
232 billion and imported USD 382 billion worth of services (OECD 2015),
and “Other business services” contributed the maximum share of China’s
total services exports.

Even if the values of both exports and imports of services are larger in
China compared to India, because of the relative importance of the
manufacturing sector in total exports, less of an attempt has been made to
study the trade pattern of services in China compared to the much-discussed
expansion of trade in services in India.

We can see in Fig. 7.1 that both India (IND) and China (CHN) have
experienced a steady growth in their exports and imports of services to the
rest of the world. over the period 1995-2009.

Panagariya (2006) and Dimaranan et al. (2007) noted that even though
India and China have started greater liberalization since the early 1990s,
their performances in terms of trade are very different from each other. First
of all, their patterns of trade are significantly different. In the 1980s, China
specialized in and experienced a massive growth in the exports of light
manufacturing (e.g., apparel, toys sporting goods, etc.). In the 1990s,
China then made a shift towards relatively more sophisticated products
(e.g., office machines, electronic equipment, electrical machinery, etc.)
still employing large volumes of labor.

Contrary to the export pattern of China, the major portion of India’s
exports are skilled labor-intensive or capital-intensive services and products
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(e.g., IT, ITES, textiles, petroleum products, iron and steel). According to
Panagariya (2000), differences in the trade pattern and performance
between these two countries lies in their domestic policies related to con-
straints in the labor market and infrastructure (particularly specific to power)
rather than their foreign trade and investment policies. Because of the
differences in their domestic policies, investment in India concentrated on
capital-intensive or skilled-labor-intensive sectors and in the case of China,
investment concentrated on unskilled-labor-intensive manufacturing.

Over the last three decades, China’s economic policies have focused on
investment activities and export-led manufacturing. Two major changes
have been experienced by the economy in recent years. First, the emergence
of high-value manufacturing (e.g., high-end equipment manufacturing, the
chip industry) and the increasing importance of the service sector as a driver
of the economy. Over time, the costs of China’s labor and other factors of
production have risen significantly and China has been reorganizing its
industrial growth by also shifting its focus from the (low-cost) labor-inten-
sive manufacturing sectors towards the technology- and innovation-
oriented high value added manufacturing and services. For example, in
recent times, increased demand for services from the middle class and the
government’s encouragement for a consumption-led economy is tending a
new dimensional shift in the services sector. This is reflected particularly in
the growth of the services sector FDI. In 2014, the services sector
accounted for more than 55 percent of FDI compared to 46 percent in
2010 (KPMG 2015). The new economic reform guidelines encouraged
foreign companies to invest in financial services, tourism, entertainment and
healthcare, and other similar services. The WTO (2015) notes that there is a
significant correlation between investment and the services trade, and thus
increasing FDI in services will further increase the services trade in devel-
oping countries.

Over the last few decades, technological innovations (e.g., the internet)
have played an important role behind the decline in trade costs and the
recent increase in world trade in services. According to the WTO (2015),
contributions of developing countries in world services exports have
increased from 11percent in 1990 to 20 percent in 2011. But despite recent
technological advances, trade costs in services are significantly higher
because of the existence of numerous domestic laws and regulations that
mainly impair trade and investment in this sector (WTO 2015).

It is generally noted that unlike the manufacturing sector, high levels of
public ownership and regulatory barriers still continue to prevail in the
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services sector in China. Based on the information on regulations related to
restriction on foreign entry, movement of people, barriers to competition,
other discriminatory measures, regulatory transparency, and so on, the
OECD Services Trade Restrictiveness Index (STRI indices, 2015) have
been calculated for 42 countries (including China and India) for 18 different
services sectors.

The STRIs are composite indices that take values between zero and one,
where zero represents a complete open market and one represents a market
completely closed to foreign services providers. According to the indices,
both China and India score above average on STRI for all the sectors
(except road freight in India). Again, if the regulatory barriers are consid-
ered, services trade policies overall are more restrictive in India compared to
China (OECD STRI).

Therefore, it is important to look at the factors behind the relative
importance of services exports (relative to the manufacturing sector) in
India compared to China. Is it mostly associated with the expansion of
output in the services sectors (relative to the manufacturing sector) or
related to trade costs of services that are mostly considered to be associated
with strict domestic regulations?

In this chapter, we estimate the bilateral trade costs of services both in
India and China and check whether trade costs are significantly different for
these two countries with respect to their major trading partners. We also
assess how much the decline in trade costs account for the growth of trade
in services in these two countries over the period 1995-2010. Our study has
found that over this period, both countries have witnessed a significant
decline in trade costs with respect to many of their major trading partners,
but compared to India the decline in trade costs are larger in China.

The study has also found that even though bilateral trade costs declined
with many of their major trade partners over our sample period, an increase
in the economic size of these countries relative to the world played the most
important role behind the growth of bilateral services trade both for India
and China. This study adds to the very scanty literature on the analysis of
trade costs in services comparing the case of India and China. Existing
estimates largely use total trade or the goods sector without any focus on
the services trade. Although, it would obviously be desirable to extend the
study to the disaggregated level, our problem lies in obtaining sufficient
disaggregated production data that our approach requires.

The rest of the chapter is structured as follows. Section 7.2 reviews the
studies that have looked at the issues related to the estimation of trade costs
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in services. Section 7.3 briefly describes the method and data that have been
used in this paper to estimated trade costs in services. Section 7.4 reports
and discusses the results, and Sect. 7.5 concludes.

7.2 CosTs ASSOCIATED WITH THE SERVICES TRADE

Trade costs play an important role in determining the trade patterns among
nations. In international trade theories, trade costa are considered to be the
sum of factors resulting in a wedge between the export price and the import
price. Trade costs in general can be considered to include transport costs,
border-related trade barriers, wholesale and retail distribution costs, tradi-
tional trade policies such as tariffs and RTA membership, language barriers,
currency barriers (due to the use of different currencies), information cost
barriers, and security barriers. Over time, whether or not the significant
reduction in tarift rates has been able to reduce trade costs among countries,
it is a matter of empirical question. Arvis et al. (2013) notes that trade costs
of a representative rich country might be as high as 170% ad valorem—far in
excess of the 5% or so accounted for by tariffs (Anderson and Wincoop
2004).

Nordas and Rouzet (2015) note that compared to goods for which trade
restrictions are largely associated with tariffs and other costs on goods
imports at the border, most restrictions associated with trade and invest-
ment of services are “behind the border in nature,” They cite the examples
of “impediments to the entry and operation of foreign service providers” in
support of their arguments. For example, discrimination in providing
licenses to foreign investors and recognition of educational degrees earned
abroad, and these are very much specific to each country’s laws. Miroudot
et al. (2013) notes that “in services sectors, trade costs are largely related to
regulatory measures,” and trade costs can explain a large part of the huge
difference between the total value of trade in goods and services.

According to the OECD STRI index (2015), road transport, engineer-
ing, and construction are the least restricted sectors in India. These sectors
are subject to a general regulatory framework and no sector-specific restric-
tions apply at the national level. The most restricted sectors include rail
freight transport, legal services, and air transport. Compared to India, in
China the least restricted sectors include architecture, engineering, and
computer services, whereas the most restricted sectors include courier
services, broadcasting, and air transport (Table 7.1).
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Table 7.1 Regulatory restrictions in different services, India and China

Services China Indin
Logistics storage and warchouse 0.2990477 0.2692013
Logistics freight forwarding 0.2529791 0.2492181
Logistics customs brokerage 0.3007415 0.2541592
Accounting 0.3903609 0.8867621
Architecture 0.2489108 0.6096109
Engineering 0.2453022 0.2855195
Legal 0.4603289 0.9457697
Broadcasting 0.7781873 0.49300616
Telecom 0.4143245 0.4569809
Air transport 0.5997208 0.649116
Maritime transport 0.3942059 0.319193
Road freight transport 0.3862816 0.1480144
Rail freight transport 0.4214754 1

Courier 0.8609087 0.518616
Distribution 0.3305613 0.3578947
Commercial banking 0.4709847 0.4908043
Insurance 0.4911061 0.6314303
Computer 0.2430103 0.3573338
Construction 0.3235059 0.3177442

Source: OECD (STRI 2015)

Note: The STRI database is based on regulations currently in force. The STRI indices take the value from
0 to 1, where 0 is completely open and 1 is completely closed. They are calculated on the basis of information
provided in the STRI database

We note that empirical studies that have estimated trade costs have
mostly concentrated on the goods sectors, especially because of the limita-
tions in data availability in the services sector. Arvis et al. (2013) estimate
trade costs in agriculture and manufactured goods for the period
1995-2010 considering 178 countries. They found that trade costs are
strongly declining in per capita income. Moreover, trade costs are falling
noticeably faster in developed countries than in developing ones.

Due to constraints on the availability of widescale data for the services
trade, studies looking at trade costs in services, especially in developing
countries, are difficult to find. Using Novy’s (2013) methodology,
Miroudot et al. (2013) measure trade costs in services for 61 countries
and 12 services sectors for the period 1995-2007. They found that trade
costs in services are much higher than in goods sectors (two to three times
higher in many cases) and remained relatively steady for over a decade. They
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used OECD input—output (1O) tables for major Asian economies such as
China, India, Indonesia, and Taiwan. But the main problem with this
dataset is that IO tables are available only for every five years. Therefore,
they had to interpolate the missing values for these four countries which
inevitably entailed some smoothing.

7.3 Novy’s (2013) INDIRECT APPROACH TO ESTIMATE TRADE
Cosrts

Studies that have concentrated on empirically estimating trade costs among
countries have used the direct approach (i.e., the traditional gravity model)
mostly focusing on geographical distance as a source of trade costs. The
literature has also considered other observable factors that are considered
responsible for overall trade costs. Two of the major problems of the direct
approach to estimating trade costs are: (1) to estimate the effect of trade
costs on trade, one needs to specify a trade cost function by relating the
unobservable bilateral trade cost variable to observable trade cost proxies
(such as distance between countries, a range of cultural, historical, or
political variables, standards, and technical regulations); (2) many trade
cost elements are unobservable.

Chen and Novy (2012) note that one problem with specifying the trade
cost function is its inherent arbitrariness, and the theory generally gives no
guidance as to the appropriate functional form. Since these studies consider
a subset of the total factors influencing trade costs, the main problem with
these approaches is that they capture a part of the total trade cost. There-
fore, in these approaches, we cannot control for the problem of omitted
variable bias in calculating trade costs among countries. Again, because
many of the trade cost variables do not change over time (e.g., distance),
it is difficult to track the changes in trade costs.

Anderson and Wincoop (2004 ) have done a pioneering work to unify the
literature on the various determinants of trade costs. Later, Novy (2013),
following Head and Ries (2001), took a different approach to come to an
all-inclusive measure of trade costs based on the observed pattern of pro-
duction and trade. These indirect approaches infer trade costs from trade
data without specifying a trade cost function. Chen and Novy (2012) note
that the direct approach uses measures for standards and regulations that are
used to estimate the sensitivity of trade flows to standards and regulations,
whereas the indirect approach allows for decomposition of the variance of
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total trade costs into the contribution that is attributable to standards and
regulations.

Novy’s model is based on the Anderson and Wincoop (2003) “gravity
with gravitas” model. This model is consistent with all the other gravity
models and does not depend on an assumption of CES preferences. It starts
with the gravity model,

(I1-0)
YiY; tjj
Xj ="+ |-+ (7.1)
yw ﬂ-ipj

where x;; denotes nominal exports from 7 to j, y;and y;are nominal incomes
of country 7 and ¥, is world income. The expression 6> 1 is the elasticity of
substitution across goods." z; and pj are country 7’s and country j’s price
indices. The gravity equation implies that, all else being equal, bigger
countries trade more with each other. Bilateral trade costs z; decrease
bilateral trade, but they have to be measured against the price indices x;
and p;. Anderson and Wincoop (2003) call these price indices multilateral
resistance variables because they include trade costs with all other partners
and can be interpreted as average trade costs. The value z; is the outward
multilateral resistance variable, whereas p; is the inward multilateral resis-
tance variable.

It is therefore useful to multiply gravity Eq. (7.1) by the corresponding
gravity equation for trade flows in the opposite direction to obtain a
bidirectional gravity equation that contains both countries’ outward and
inward multilateral resistance variables. Substituting the solution from
Eq. (7.1) and rearranging the bidirectional gravity equation yields

1 .
= (ti/’tji>2 . (xz'ix/:/)”“” (7.2)
i — — - — — .
T\t XijXji

Equation (7.2) presents that measure in ad valorem equivalent terms. It
is the geometric average of bilateral trade costs for exports from country 7 to
country 7 and from country j to country i, expressed relative to domestic

trade costs in each country (i— and ii ).
n 7
Because these trade flows vary over time, trade costs can be computed

not only for cross-sectional data but also for time series and panel data. This
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is an advantage over the procedure adopted by Anderson and Wincoop
(2003) who only use cross-sectional data.

Novy (2013) also uses the gravity framework to examine the driving
forces behind the strong growth of international trade over the last decades.
The growth of bilateral trade was decomposed into three distinct contribu-
tions—the growth of income, the decline of bilateral trade barriers, and the
decline of multilateral barriers:

2ATn ({—y) 21— o)Al () 2(1 - 0)AIn (T,2))

100% = "Lt - 7.3
" Aln() Aln (x;1) Aln (x;:) 73
3 nip\?
where &, = (nl‘p’) and & = (”)
Lii Ly

The main advantages of this method over the gravity model are: Aggre-
gate trade costs are inferred indirectly from observable trade data; and there
is no need to assume any particular trade cost function. Many typical trade
cost proxies such as distance do not vary over time. Therefore, a static trade
cost function cannot capture the variation of trade costs over time. How-
ever, the measure derived in Novy (2013) is a function of time-varying
observable trade data and thus allows researchers to trace changes in bilat-
eral trade costs over time.

Data To estimate trade costs among countries using Novy’s (2013) meth-
odology, we need data on two aspects, intranational trade (i.e., transaction
within the boundary) and trade among countries. Francois and Pindyuk
(2013) provide a consolidated version of multiple sources (OECD, UN,
Eurostat, and IMF) of bilateral trade in services. The panel spans over the
period 1981-2010. The dataset contains bilateral services trade flows for
248 countries as reporters and partners, plus the rest of the world, including
20 economic activities according to the BOP classification. However, in
terms of data availability, the higher is the level of disaggregation, the fewer
observations are available. Therefore, we have considered the aggregate
services sector for our study.

To get data on intranational trade in services, we need to deduct total
services trade from the total services output. Novy (2013) notes that since
trade data are available in gross value terms, to get the intranational trade
data we should also consider the gross output of services (rather than value
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added). Because data for the gross value of services output are not available
over time, we have completed the exercise taking the value added services
output as a proxy for the gross output of services. The UN’s National
Accounts statistics provide data on the gross value added output of different
services groups for most countries. Using these data, we estimate trade costs
of services with the most important services trading partners of India and
China.

Francois and Pindyuk (2013) data shows that in 2009, Belgium (BEL),
Germany (DEU), Denmark (DNK), Finland (FIN), France (FRA), the
United Kingdom (GBR), Ireland (IRL), Italy (ITA), Japan (JPN), the
Netherlands (NLD), and the United States (USA) were the major trading
partners of India for trade in services. On the other hand, in terms of total
trade in services, China’s major trading partners were: Australia (AUS),
Germany (DEU), Denmark (DNK), France (FRA), the United Kingdom
(GBR), Hong Kong (HKG), Ireland (IRL), Italy (ITA), Japan (JPN), India
(IND), Korea (KOR), Singapore (SGP), Thailand (THA), the United
States (USA), Russia (RUS), and Saudi Arabia (SAU). In this study, we
have considered the time period 1995-2010 (based on the availability of
data) to estimate the trade costs and trade growth accounting for this set of
countries. In 1995, GATS became operational to promote trade in services.
So, it is expected that over that period, trade costs of services have
gone down.

7.4 DECLINE IN SERVICES TRADE COSTS

Figure 7.2 shows the decline in trade costs with respect to some their major
trading partners over the period 1995-2010. For both China and India, we
can see that in general trade costs of services have shown a declining trend.?
In these figures we have considered the year 1995 as the base year (the trade
cost for year 1995 = 100) and thus the trade cost lines can be considered as
a proportional change in trade costs over the period 1995-2009.

Compared to the year 1995, even though bilateral trade costs of services
have experienced a declining trend for both countries, the decline is not
similar for all the trading partners. In the case of India, the highest decline in
trade costs has happened for Finland, and in the case of China it has
happened for France. For example, in the case of India, bilateral trade
costs in services with Finland was nearly 60 percent lower in 2009 compared
to 1995.
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Fig. 7.2 The decline in trade costs of India and China with respect to their major
trading partners (1995-2010) (Source: Authors’ calculations)
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Fig. 7.3 Average bilateral trade costs (percent ad valorem equivalent) of India and
China with their common trading partners (1995-2010) (Source: Authors’ calculations)

Similarly, in the case of China, bilateral trade costs in services with France
declined by almost 40 percent in 2009 compared to 1995. It is also
interesting to note that in the case of India, bilateral trade costs in services
for some countries (e.g., Finland, Germany) first increased and then
declined over the sample period, but we do not find a similar trend for
China with respect to its trading partners in Fig. 7.2. Tarift equivalence of
trade costs of services for India and China with respect to their major
trading partners have been reported in the appendix (Tables 7.6 and 7.7).
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Fig. 7.4 Average bilateral trade costs in services (percent ad valorem equivalent) of
India and China with their common trading partners, 1999 and 2009 (Source:
Authors’ calculations)

Table 7.2 Average trade costs for India (percent ad valorem equivalent,
1995-2009)

Partner code Agriculture Manufocturing Services

BEL 202.9537 112.429 188.9985
DEU 206.886 109.6094 165.8642
DNK 264.2775 140.5253 160.0621
FIN 401.2051 161.6124 247.8062
FRA 218.0456 124.4434 180.8416
IRL 317.704 151.7381 139.219

ITA 230.1435 125.3498 159.9282
JPN 258.9435 134.1494 208.6485
NLD 175.6091 93.22162 214.726

GBR 208.955 107.3212 179.5193
USA 148.5462 105.8441 192.9042

Source: ESCAP World Bank International Trade Costs database (agriculture and manufacturing) and our
own calculations (services)

In Fig. 7.3 we compare the average bilateral trade costs in services for
India and China with respect to their common trading partners over the
period 1995-2009. In this figure, we see that except for the UK, for all the
trading partners, bilateral trade costs are higher for India compared to
China. Compared to China in the case of India, the average trade costs
are quite high with Italy, Japan, and the United States. In Fig. 7.4 we see
that in 2009 compared to 1999 the average trade cost in services (with
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Table 7.3 Average trade costs for China (percent ad valorem equivalent,
1995-2009)

Partner Agriculture Manufacturing Services
DEU 180.1805 78.24621 149.3781
DNK 224.9661 109.8788 132.6236
FRA 208.9938 101.1459 162.462
IRL 315.8816 112.0339 154.7146
ITA 263.8574 107.1299 178.0609
JPN 168.6904 64.59309 127.057
GBR 222.3629 99.71814 164.6549
USA 130.6814 74.83359 141.3417

Source: ESCAP World Bank International Trade Costs database (agriculture and manufacturing) and our
own calculations (services)

common trading partners) declined both for India and China, but the
decline was larger in China compared to India over the same period.

In Tables 7.2 and 7.3, we compare trade costs in agriculture,
manufacturing, and services for India and China, respectively, with regard
to their major trading partners in terms of services trade. In order to
compare the trade costs sectors, we use data from the ESCAP World Bank
International Trade Costs database for trade costs in agriculture and
manufacturing where they have also used Novy’s (2013) methodology to
calculate trade costs.

Arvis et al. (2013) note that trade costs are high across countries in the
agricultural sector when compared with the manufacturing sector, and this
is especially so when we consider countries with lower incomes. Tables 7.2
and 7.3 report the average bilateral trade costs in agriculture, manufactur-
ing, and services with their major trading partners over the period
1995-2009.

In Table 7.2 we see that the average trade cost in agriculture for India
with Finland was as high as 400% ad valorem. Similar is the case of China
which is as high as 315% ad valorem with Ireland (Table 7.3). Average trade
costs for services are in general lower than trade costs in agriculture, but
compared to the manufacturing sector, trade costs are quite high both in
India and China. If we study Tables 7.2 and 7.3, we see that the average
bilateral trade costs are lower in China compared to India for agriculture,
manufacturing, and even for services. Major findings that arise from the
above discussions are:
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* In general, the average trade cost is higher in India compared to China
for agriculture, manufacturing, and also for services.

e Trade costs in services with respect to their major trading partners
have declined over the period 1995-2010, both for India and China.

e Compared to India, a decline in average trade costs in services is higher
in China for the period 1999-2009.

74.1  Bilateval Trade Growth Accounting of India and China
with Theiv Majov Trading Partners

There has been a significant growth in trade in services both for India and
China with their major trading partners over the period 1995-2010. Using
Novy’s methodology we have decomposed the bilateral trade growth in
services into three components: growth of the two country’s economies
relative to the world output (A), changes in bilateral trade costs (B), and
changes in multilateral trade barriers (C). We have reported the results in
the following Tables 7.4 and 7.5.

In Table 7.4, we see that over the period 1995-2010, the bilateral
output growth of India and its trading partners (relative to the world)
explains the maximum share of the total increase in trade in services between
the trading partners. Income growth can explain almost the entire growth in
trade with Italy and Netherlands. From Table 7.6 in the appendix we see

Table 7.4 Bilateral trade growth accounting (India)

Country Trade growth A B C

BEL (2002-2010) 481 0.498014 0.615355 —0.113369 1
DEU (1995-2010) 291 0.715199 0.363817 —0.079017 1
DNK (1999-2010) 322 0.743888 0.407651 —0.151539 1
FIN (1995-2010) 995 0.277449 0.774136 —0.051585 1
FRA (1995-2010) 373 0.67802 0.414989 —0.093008 1
GBR (1995-2010) 327 0.875459 0.27805 —0.153509 1
IRL (2002-2010) 339 0.6543 0.598484 —0.252785 1
ITA (1995-2010) 222 1.229193 —0.04411 —0.185083 1
JPN (1996-2010) 187 0.953352 0.055743 —0.009095 1
NLD (1995-2010) 149 1.872532 —0.53272 —0.339814 1
USA (1999-2009) 209 0.825752 0.276446 —0.102198 1

Note: Growth between the time periods noted in the respective parenthesis. All numbers in percent
Source: Authors’ calculations
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Table 7.5 Bilateral trade growth accounting (China)

Trade growth A B C
AUS (1999-2009) 358 0.995362 0.282505 —0.277868 1
DEU (1995-2009) 502 0.60422 0.527803 —0.132023 1
DNK (1995-2009) 407 0.739288 0.452295 —0.191583 1
FRA (1995-2009) 603 0.582358 0.554333 —0.136691 1
GBR (1995-2009) 422 0.884396 0.341228 —0.225624 1
HKG (2000-2009) -61 —3.56797 3.592579 —0.9754 1
IND (2005-2009) 143 1.441005 0.035806 —0.476811 1
IRL (2002-2009) 868 0.301794 0.84293 —0.144724 1
ITA (1995-2009) 508 0.73394 0.442893 —0.176832 1
JPN (2005-2009) 275 0.858987 0.236131 —0.095118 1
KOR (1999-2009) 302 1.01563 0.257997 -0.273627 1
RUS (2002-2009) 385 1.020367 0.322255 —0.342622 1
SAU (2005-2009) 186 0.895279 0.269418 —0.164698 1
SGP (2005-2009) 178 1.103743 0.186483 —0.290226 1
THA (2005-2009) 104 1.848156 —0.24751 —0.600647 1
USA (1999-2009) 165 1.598505 —0.25966 —0.338843 1

Note: Growth between the time periods noted in the respective parenthesis. All numbers in percent
Source: Authors’ calculations

that bilateral trade costs with these two countries did increase in 2010
compared to 1995.

A decline in trade costs played a significant role behind the increase in
bilateral trade with Belgium and Finland for India. Netherland’s trade
barriers with its other trading partners declined significantly for the sample
period and thus the trade diversion effect is relatively strong (34%) for
Netherlands. Similar to India, China’s bilateral trade in services with its
major trading partners is mostly driven by their growth in output relative to
the world (Table 7.5). Decline in trade cost plays a significant role behind
the growth of trade in services with respect to the trading partners, Ireland,
France and Germany. Trade diversion effect is relatively strong with respect
to the trading partners, Thailand and India.

7.5 CONCLUSION

In this study, we have estimated trade costs in services both for India and
China (with respect to their major trading partners in services) for the
period 1995-2010. We have found that trade costs in services are quite
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high for both countries especially relative to the manufacturing sector. Over
the sample period (1995-2010) both countries have witnessed a significant
decline in trade costs with respect to many of their major trading partners,
but compared to India the decline in trade costs are larger in China.

Similar to our results, Miroudot et al. (2013) also found a significant
decline in trade costs in services in China over the period 2000-2005. They
noted that accession to the WTO led to significant liberalization of the
services sector, especially related to access to foreign markets, which has
resulted in a substantial decline in trade costs over time in many countries.
We have also found that the average trade costs in services vary considerably
across their major trading partners for both countries, and the decline in
trade costs are also not symmetric with their major trading partners in
services.

Our findings are consistent with the findings of Miroudot et al. (2013)
and Duval et al. (2015) that at the general level trade costs in services are
relatively high compared to the manufacturing sector. This difference in
trade costs between the manufacturing and the services sectors is natural
since the legal and regulatory requirements are more binding in the services
sector compared to the manufacturing sector.

Using Novy (2013)’s methodology to decompose growth in bilateral
trade in services for India and China over the period 1995-2010, we find
that growth in the output of the trading partners mostly explains the growth
in trade with their major trading partners. It is important to note from the
results that even though bilateral trade costs declined with many of their
major trade partners over our sample period, an increase in the economic
size of these countries relative to the world played the most important role
behind the growth of bilateral services trade both for India and China.

Services contribute a larger share in GDP as well as in total exports in
India compared to China. But from our estimates of trade costs in services
we find that, like agriculture and manufacturing, the average trade costs of
services are also higher in India compared to China with respect to their
major trading partners. If we compare the average trade of services relative
to the manufacturing sector in India and China (with respect to their
common set of major trading partners), we find that the trade cost in
services is 1.66 times higher in China and in the case of India this is 1.42
times higher. Hence, we can say that even if the average trade costs in
services in India is higher compared to China, but relative to the
manufacturing sector, trade in services are costlier in China compared to
India. Therefore, in terms of trade costs of services, this gives a justification
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for the relative importance of services in total trade in India compared to
China.

Compared to the other middle income group of countries, the contri-
bution of the service sector in GDP is significantly low in the case of China.
Services account for 48 percent of GDP in China. Citing Lardy (2014),
Rutkowski (2015) notes that the underdevelopment of the service sector
compared to other middle-income countries are broadly related to two
major factors: one, subsidized production (e.g., controlled interest rate,
subsidized energy consumption in industry) in the industrial sector, and
two, significant regulation and government control in the services sectors.

China still retains substantial control over transportation, education, and
health care where the share of government investment was more than
70 percent in 2013. Rutkowski (2015) notes that, recently, China’s gov-
ernment has initiated several reform measures to accelerate growth of the
services sector. Major broad reforms in this respect include: elimination of
market distortions related to the cost of capital, energy and resources, and
the reduction of regulatory barriers for private and foreign investors to enter
the services sector.

Therefore, we can expect that in the coming years, with an increasing
contribution of the services sector in China’s GDP, services will contribute a
larger share in total trade even if trade costs with its major trading partner do
not experience a major decline.

Here we should note that if we could have studied the services sectors at
the disaggregated level, we could have shed light on why these two coun-
tries specialize in different services while at the same time considering their
services exports. One problem with this study is that because of the limita-
tions of data on the gross output of services, we used the valued added
output of services. Since we were interested in looking at the trend in trade
costs for India and China and the major players behind the growth in trade
with their major trading partners, we could have used value added output in
services as a proxy for the gross output in services.
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Table 7.7 Trade costs of services, China (percent ad valorem equivalent)

Year

1995
1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
Average

Year

1995
1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
Average

Note: Empty cells indicate that data are not available for those specific years

BILATERAL TRADE COSTS AND GROWTH OF TRADE IN SERVICES: A. ..

AUS

166.8
162.0
159.0
154.5
152.1
144.2
135.3
149 .4
147.8
134.9
148.2
150.4

ITA

200.8
185.1
194.8
180.9
186.4
184.2
192.6
173.5
200.3
195.7
145.6
185.8
187.1
151.3
156.1
178.1

DEU

178.2
174.3
173.8
172.2
177.0
172.7
164.4
154.2
152.6
145.7
138.0
140.1
138.2
130.1
130.3
149 .4

JPN

137.5
132.7
135.8
136.2
135.5
137.0
138.4
135.6
130.3
121.6
108.1
122.9
122.5
119.0
126.8
127.1

Source: Authors’ calculations

DNK

153.9
141.9
137 .4
136.8
136.1
137.1
121.6
129.7
127.9
113.8
122.6
132.6

KOR

111.8
108.1
107.4
103.9
101.1
95.7
935
95.9
94.1
97.1
100.3
100.8

FRA

202.5
196.0
1794
182.5
192.5
198.8
192.6
189.6
169.0
149.1
130.8
146.3
146.4
133.6
138.3
162.5

RUS

201.8
203.6
205.3
149.9
205.6

162.3
176.2
186.4

GBR

189.7
195.1
194.1
185.8
178.2
180.3
175.1
168.4
167.6
158.7
146.6
159.8
159.8
155.4
161.4
164.7

SAU

164.2

146.8
154.9
155.3

HKG

60.9
61.1
59.4
59.8
58.2
55.6

70.2
88.2
64.2

SGP

106.8

99.5
101.9
102.7

IND

130.0

120.5
129.2
126.5

THA

131.6

118.4
1359
128.6

159

IRL

248.0
2339
173.9
108.2
143.5
119.0
104.7
106.4
154.7

USA

147.2
141.6
141.5
141.2
139.9
133.3
130.2
134.9
1334
156.8
154.8
141.3
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NoOTES

1. o is set to eight following Novy (2013).

For detailed derivation refer to Novy (2013).

3. Even if the numbers regarding absolute levels of trade costs in services are
subject to uncertainty because of the limitations on data and assumption that
the value of elasticity of substitution between goods and services are same
(eight), we can be sure about the relative patterns of trade costs in our results.

N
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CHAPTER 8

Theoretical Exposition of Some Ex Ante
Approaches to Assess the Proposed
Trade Policy

Rabul Arora, Sarbjit Singh, and Somesh K. Mathur

The application of methods under the ex ante approach might be useful to
evaluate the different trade policy options for any country. The literature
also highlights the importance of calculating gains/losses associated with
any proposed trade policy, which further helps in policy making.

This chapter begins with an explanation of some of the important and
basic trade indicators that help to assess countrywide trade growth followed
by other methods through which one can gauge the impact of changes in
policy variables on trade and other macroeconomic variables. Broadly, the
tools in trade policy research are divided into two main categories: Ex post
and ex ante approaches. Under the ex post approach, those methods are
covered that provide the results of changes in trade policy in the past. The
estimation of the gravity equation and the quantification of direct and
indirect trade barriers using econometric tools comes under this category.
On the other hand, the ex ante approach covers those methods that mea-
sure the impact of future changes in trade policy concerning bilateral trade
flows and other macroeconomic variables.
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A key strength of this approach is its ability to highlight which sectors
may expand and which may contract in the face of given changes in policy
variable(s). One of the main applications of this approach is to answer the
research question pertaining to study the impact of preferential removal of
tariffs against a limited set of trading partners, given the assumed model
structure. Under this approach, two main tools have been explained to
assess the effect of proposed changes in trade policy: (i) partial equilibrium
analysis and (ii) general equilibrium analysis.

The main difference between the two methods is the sectoral coverage.
Partial equilibrium analysis does not consider the linkage effect in the
economy, while general equilibrium considers all linkage and feedback
effects while evaluating the effects of proposed changes in trade policy.
Also, data requirements in the case of partial analysis are less than in the
general equilibrium analysis." The present chapter explains SMART and
GTAP analysis approaches in detail to evaluate the impact of assumed
upcoming changes in trade policy on various macroeconomic variables.

8.1 DESCRIPTIVE STATISTICS IN TRADE

As in statistics, descriptive statistics in trade are intended to study trade data in
detail. It is used to evaluate the trade pattern and performance, which is helpful
to assess the country’s dependence on trade. In the literature, there exist many
manuals that explain the formulas to calculate the descriptive statistics in trade
policy research. These formulas are known as trade indices. Trade indices are
very easy to calculate if someone has the required data. Many types of software
are available, and with the help of these, indices can be calculated very easily.
Among these, the most commonly used are STATA and Excel.

Today, there also exists the option of online calculation of most of these
indices by making a query of selecting the required database and index type.
Trade outcome indicators under WITS? is the best example of ready-to-use
indicators. By creating a personal username and password, one can access
this option and enjoy the benefit. For details behind the calculations,
one can look into the manual of these indicators.® Many handbooks/
user guides are available to read about more detail concerning these indi-
cators. Among those, two simplest user guides except WITS manual are:
“A Handbook of Commonly Used Trade Indices and Indicators” by Mikic
and Gilbert (2007); and “A Practical Guide to Trade Policy Analysis”
provided by the UNations and the WTO.

The main purpose of these handbooks is to promote systematic trade
policy research which should start in the preliminary analysis of studying the
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data on imports and exports of countries’ concerned over the period of
time. The present chapter will not go into detail on the calculation part and
instead lists those indicators categorywise for explaining the purpose of the
particular indicator. Readers can use the above-referred manuals for more
details. Categorywide bifurcation of trade indices is as follows:

1. Trade and Economy: Includes indicators showing the extent of eco-
nomic dependence on trade. Under this category, commonly used
indicators are:
¢ Trade Dependence Index;
¢ Import Penetration Index;

* Export Propensity Index; and
e Marginal Propensity to Import Index.

2. Trade Performance: This category includes the ratios used to evaluate
the trade performance over the period of time. It includes:
¢ Growth rate of exports;

e Normalized trade balance; and
e Export/import coverage.

3. Direction of Trade: Includes those indices that indicate the direction
of one country’s trade. In other words, it includes those ratios which
evaluate the regionwide/countrywide import and export shares.
Main indices under this category are:

e Trade shares;
e Regional market share;

Trade intensity;

Regional Hirschman; and
e Trade entropy index.

4. Sectoral Structure: Includes those indices that show the goodswide
structure of trade of any country. These indices are very helpful in
trade negotiations before the conclusion of any trade agreement. The
indices under this category include:
¢ Competitiveness;
¢ Main export or import category;

e Revealed comparative advantage;

Trade complementarity;
¢ Export similarity index; and
¢ Trade overlap index.

5. Protection Indices: These indices require data on tariff rates applied by
the importer on products coming from the exporter country. It
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includes those indices that calculate the level of protection of an
importer country. It includes the calculation of:

e Average Tariff Rate (Simple and Weighted);

e Tarift Dispersion; and

¢ Effective Rates of Protection Index.

In addition to the above four categories given in Mikic and Gilbert
(2007), many other advanced trade indices are also helpful in assessing the
trade profile of any country. Calculation of these trade indices requires
detailed data on many variables. Some of those advanced trade indices are:
Industrywide level of intermediate goods trade; oft-shoring; vertical special-
ization; Grubel-Lloyd (GL) index of intraindustry trade; and intensive and
extensive margins; among others.*

8.2 ParTIAL EQUILIBRIUM T0OOL TO ASSESS THE PROPOSED
TrADE PoLicy

The present chapter discusses only the SMART tool that is freely available
online for partial equilibrium analysis of changes in the rate of tariffs
between the trading countries. Other available options are: GSIM,
TRIST, and ATPSM. One can read the available manuals/user guides to
read more on the theories behind these measures. Some of the important
references are the ATPSM manual (2004)°; Plummer et al. (2010)%; the
WITS manual (2011)”; the TRIST manual®; and Mathur (2012).

82.1 Single Market Pavtial Equilibvium Simulation Tool (SMART)

This tool can be used to anticipate the likely economic effects of various
trade policy alternatives. It allows us to investigate the impact of preferential
trade reforms at home or abroad on the following variables:

Trade creation Trade diversion
Imports and exports Tariff revenue
World prices Welfare effect

This tool is included in the WITS (World Integrated Trade Solutions)
software developed by the World Bank to produce aggregate statistics and
to simulate the impact of tarift changes on all of the above-mentioned
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variables. The rationale for using this tool for market analysis is that it
permits an analysis at a fairly disaggregated level, which resolves the number
of'aggregation biases. This tool considers only one reporter market,/country
at a ime and assumes the rate of its tariff reductions on goods imports from
the partner country or group of partner countries as per the specification in
the simulation scenario.

The Model

Jammes and Olarreaga (2005) have explained the analytical setup behind
this tool on the basis of certain assumptions. The assumptions of the
SMART model are:

* Products imported from different countries are imperfect substitutes.
This assumption is also known as the Armington assumption.

* World prices of each variety are given, which makes export supplies
perfectly elastic. The model assumes that the reporter country is small
on order to affect prices of the tradable commodity.

® No other restriction on growth of imports in order to permit the
expansion of trade due to the tariff reduction.

* The model uses the given information on the behavioral parameters
such as import demand elasticity, among others.

e Changes in tariffs will directly affect the changes in prices, that is, no
income effect and the benefit of the change in tariffs directly pass on to
the consumer in terms of price changes.

By looking at the demand structure of the SMART model, and on the
basis of the above assumptions, Jammes and Olarreaga (2005) defined an
additive utility function (U), also quasi linear, which is additive of the
consumption of the aggregate import good () and composite numeraire
good (»). The utility function is given as:

U=> w(m)+n (8.1)
k

The maximization of the utility function given in (8.1) that is subject to a
budget constraint yields the demand function for the imported good as:
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And the demand function for the composite numeraire good” (1) would
be obtained as:

nzy—z Zplf,jmk’j (8-3)
ik

where s, ;are the imports of good k from country j; pﬁ ;and p,f’ 4 are the
domestic prices of good % imported from country 7 and from all other
countries other than j, respectively; and y is the national income of the
country.

Further, in the importing country, the domestic price ( p;fl, ;) of the
imported good % from country j can be obtained by adding the effect of
tariffs (#,;) imposed by the importer on its imports from country j in the
world price of good %, and is given as:

p,gfj =pi(1+ 1)) (8.4)

And the preference tariff imposed on imports of good % imported from
country jis defined as:

te; =t (1= Ok ) (8.5)

Where, £}V is the Most Favored Nation (MFN) tariff imposed on good
k, and 0, ; is the tariff preference ratio on good & when imported from
country jand defined as:

Thi

_ 2J

ek’j -7 tMFN
k

On the basis of above specifications, the model provides the results on
four main effects: Trade; Welfare; Revenue effect to the importer; and
revenue effect to the exporter. Following sub-sections present these four
effects in detail.

Trade Effect
Total trade effects in SMART include the quantity and price effects of trade.
Quantity effect further composed of trade creation and trade diversion

effect. The sum total of trade creation, trade diversion and price effect is
known as trade effect in SMART.
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Trade Creation Effect

After the reduction of tariffs on imported product, an increase in domestic
demand for imports in the importing country due to reduction in price of
imports is known as trade creation. In the SMART model, the whole benefit
of reduction in tariffs is fully enjoyed by the consumer in terms of price
reduction. This effect is shown by the direct increase in imports after the
reduction of tariffs imposed on the imports coming from the member
exporter. To obtain this effect, SMART uses the concept of price elasticity
of import demand (&, ;) given as follows:

dmk,~ my
Ekj = ji/d] <0 (86)
dp./pk.;
By solving (8.6) for dmy, ;will provide the trade creation effect in terms of
change in imports of product % from country j. In terms of values, trade
creation effect evaluated at world prices can be expressed as:

dpf.

TCy; = pldmi; = p) ex my —2L (8.7)
W k,j4k, k,jCkJ Mg
k.j

Further, using expression (8.4), one can also show the impact of change
in tarift on imports given as:

d
dpi; =pi At Using (8.4).

Substitute the above expression into (8.7) provides the final expression of
trade creation given in (8.8).

, dty i dty i
TCy; = p)dmy ;= p, € imy = ey —— 8.8
5] k.j 5] k,jo K] ’jl +tk,j »J ,Jl +tk,j ( )

Finally, to obtain the overall level of trade creation, one can simply sum
the expression (8.8) across goods or countries as per the requirement of the
analysis.

Trade creation across countries for a single product & would be:
TC, =) TCy;
7
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Trade creation across all goods from an exporter j would be:
TC; = > 1Cy;
[

The Overall level of trade creation would be: TC =} > TCy ;
kg

Trade Diversion Effect

It occurs when an importer starts importing a product from the member
importing country which it is previously importing from non-member
country. The reason of this substitution is the decrease in price of imports
from member country due to the preferential treatment which is not given
to the non-member countries. This effect shows the amount of diverted
trade from non-member country to member country after the adoption of
tariff reduction policy in a preferential trading arrangement. The positive
trade diversion shows the diversion of the trade from non-member to the
member country. SMART model uses the concept of elasticity of substitu-
tion of imports between member country and non-member countries
(6%, j,+;)- As per the formula,

d(m) / My
M, #i M, #i (89)

Ok jAj = y <0
d | Zei / Pr,j
d d
Pioti ) I Pro4i

By using (8.4), the denominator of above expression (8.9) can be
replaced with the final expression of (8.10) as: (Assuming alpf’ 4= 0)

d g
Pk,j R Pt _ dn
pl?,;éj p}i#j pl:j.f(lﬂk'f) P;ﬁf_/(l + lk,j) (] + tk,j)
Pi (1)

d (8.10)

And the simplification of a part of numerator of (8.9) will provide the
following:

d( My ) _ Megidmi — midmy g dmgomgdmy

. 2 . 2
Mk, 7j M i M. #j M, i
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Further, by following the theory of trade diversion, the increment in
imports must be equal to the decrease (diverted) in imports from
non-member countries to which preferential access is not granted and are
given as:

dmk,_,- = —dmk’ £j

And the numerator of Eq. (8.9) becomes:

d( mj ) _ (i + mi )

My, ’"1% A
d( mk,j ) mk,j — dmk’j (mk’j + mkv #/) (8 11)
M, i) 1 Mk, #j My, 1, j

By substituting (8.10) and (8.11) into (8.9), we get the expression for
trade diversion in terms of change in imports (dm, ;) as:

My, £jMy dl‘k,j
My, £ + My j 1+ Ik,

TDk’j = dmk’j = Uk’j’#j (812)

There is an upper limit on the value of trade diversion because as per the
definition of trade diversion, the diverted trade cannot be greater than the
actual trade previously existed between member and non-member coun-
tries. Jammes and Olarreaga (2005) suggested to use the simple way of
introducing the constraint on the value of trade diversion given in (8.13).

TDk’j = dmk,j = —dmkﬁéj

My, 2imy,;  diy,

Ok i +4i if —dmy i < my o
M, i + My 1+ 1, b 4 A= TR (8.13)

My 4 if —dmy 2 > my 2

Price Effect

With the assumption of infinite export supply elasticity, price effect would
be zero because the exporter is ready to supply as much as the importer
demands at the world price existing in the economy for that particular
product. In other words, increased demand for exports in the importing
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country can be easily met by the exporter and there will be no effect on
prices.

However, in case when export supply elasticity is inelastic then it will
have a positive impact on prices received by the exporter to compensate the
increased demand from the importer(s) which arises due to decrease in
importing price because of tarift reduction. In this case, price effect arises
and adds to the total trade effect. Mathematically, price effect can
be obtained by calculating the change in world prices (p;’;) of import of

good % coming from country j through the expression of export supply
elasticity given as:

fij = 2> 0 (8.14)

Solving the above expression of export supply elasticity for change in
world prices of commodity £ coming from country j will provide the price
effect for the SMART model.

=

ksj

=
ES

dp;; =

SRS
|
L]

With the assumption of normalization of initial world prices at one (p;; = 1),
the above expression can be written as:

dp}!; =2 (8.15)

By using (8.4), domestic prices become:
dp{'; = i dtij + dpy; (1 + 1 ) (8.16)
And the price effect can be written as (use expression (8.4)):

dpi; _ du, o
piy (T4my) Y
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Substituting the value of dp;’; from (8.15), the final expression of price

effect becomes (use dw; j=dmy, ;)'":

dp{. dty ; dm; 1
Poj Do | Pj (8.17)
i (T+ny)  miy i

Where, dm,, ;is the value of trade creation arrived under the assumption
of inelastic export supply elasticity which is derived using the results given in
(8.15) and (8.16). The formula for trade diversion, given in (8.8), will also
alter and derived in following sub-sections.

Trade Creation with Inelastic Export Supply Elasticity As per the definition
of trade creation given in (8.7):

d
dl’k,j
dmyj = g jmy—zr=

k.j
pidij + dp;fj(l + 1)
P;Efj(l )

dty. ; dp]:v
dmk’4 = & M 7’1_'__’/
J J J (1 +tk,]) plr’z]

dmy j = &g, jmyj

From (8.15)

d dxk,j
Ik,j )
dmk,j = &k, jMi,j YA + =L

(1 +1))  He

As per the partial equilibrium condition, m;, j=x; ;jand dm;, ;= dx;, ;

dmy; diy.; Ex,j dmy j

mej ’J(l-Hk,j) My j My

A (8| _ g ks
My j Hyj Y+ 1)
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dl‘k,‘ 1
TCk,j = dmk,j == Ek’jmk’jTth’j (1 — ék_,,) (818)

ksj

The expression in (8.18) above shows that it export supply elasticity is
perfectly elastic (i.e., infinite), then it becomes equal to the old expression of
trade creation given in (8.8). On the other hand, with finite export supply
elasticity, the bracketed term of (8.18) becomes less than one which reduces
the change in quantity of imports due to increased world price of good
k coming from country j.

Trade Diversion with Inelastic Export Supply Elasticity Recalling the defini-
tion of trade diversion from (8.9):

7<)

Using (8.11) for the numerator:

d( My ) _ dmk,,»(mk,zj + i) (8.11)
Mk, %

M #i
And alter the (8.10) for denominator using (8.16) as:
O AL

Pl PP 1y
Pi; P (ri,)

d d 4 w
Piti) [ Prti P (141e)

Pl (1+141)

Assuming initial world prices are equal to 1:

d d d
dpi; _ Piypi 2

v 3

d Pi /I’kd,j P ()
pd . pd o (1+tk f)

k, #j k, #j m

(7
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Before trade policy change, it is assumed that all countries face same level
of tariffs which implies #; ;= # . ;due to which denominator becomes 1.

d d ,.d
d(l’f,j) Pf,j . dpk,j pk,jdpk,;éj
d d — ,d 2
Pi#i) " P Pk (l’/? 76j)

Using (8.16), we get

p P, /pli’, ;o opdng +dp (14 1)
d d -
P+ )" Pr,#j p,?:#(l + tkﬁéj)
Pyt 2+ dp (1 + 1 4)

2
(e (1 +104))

(1 + 1)
With dt, »; = 0 and p,fj# = p,;fj =1
d p;f,,-
d
Pr.#i
d Plf,j
d
Pr.#j

Using (8.15)

d d V) ks £
d(m,,-) Pij _ e | %y G

Pis) Py (W ttey) Mo Py

/p,gfj :dtk,j+dp,lfj(1+tk,j)_dp]:v |
Pl (1+ 1, %) 7

; (8.19)

d
P dty W W
/ == : +dp;’; —dpy
Py (1+1y) ! 7

Since dx;, /= —dx;, ., and dm,, ;= — dm,, . ; therefore
> s F#T N SED

d d
dl Pei /Pk,j _ o dny Ty ! + ! (8.20)
- y )
Pl )il (1+ty) Xk Xk AiHk, £

By substituting (8.20) and (8.11) and solving for change in imports
(dmy, ;) will provide us the trade diversion effect as follows:
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dmy j(myj + my. 4)

e, 1Mk, j

dtyj d 1 + !
= Okjpi |+ d
PN+ 1) I\t it

Using dw;, j=dmy, ;and x;, = my,

dlk,j 1 1
i |+ dmk,j +
(14 1, %) X i Xk, #iPk )

k.j, #j
My j + my, i 1 1 dty ;
(s i) Ori i + ...
A s A
My, M, j My iy o T i 4 ( 1+ #)

dmyj (my,; + my, 2))

e, 1Mk, j

dny j

dlk,j
dmyj = oy, #ji(l Py #‘)
s 7

My, M, iy, ik, ) ]
(mk,,» + my, #)ﬂk, Mk, — Ok,j.#i (mk, #iMk, 7&1) — Ok,j# (mk,juk,,)

TDk,j = dmk,j
my, gmy;  diy

- my, 2+ myj 1+ tk,jak’j’ 7
(mk, jt mk,#j)ﬂk, Mk, 4 1
(macj + ) i b, 25— Ok 2 (M bty ) — Ok (M, bt 1)
(8.21)

The above new expression for trade diversion shows that in case export
supply elasticities are infinitely elastic then (8.21) becomes (8.12). In case if
export supply elasticities are perfectly inelastic (4 ;=0 and p, »;=0) then
the extent of trade diversion will become zero. In addition, another inter-
esting case becomes in which export supply elasticity of rest of the world is
infinitely elastic but not of the partner country then (8.21) becomes (8.23)
derived as follows.

To get the final expression of TD in this case, the numerator of (8.9)
remain same as derived in (8.11) and the denominator will be change
assuming lelz +; =0 and the existence of price effect for partner country

only. In that case, the denominator of (8.9) becomes:
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d d d
Py Pk,  Api;
d d d - d
Pi#i)" P4 Prj

Using expression (8.17):

p piy \ iy _dpiy _ diy ey 1 (8.22)
piy) ! piy Pl (W) mig

By substituting (8.22) and (8.11) and solving for change in imports
(dmy, ;) will provide us the trade diversion effect as follows:

TDk,j = dmk,j

(i j + m )
(maj 10 27) Hi j — O j, Mk, %

(8.23)

My zimy;  diy;
M4 + My j 1+ 1 j

Ok,j, #i

Tariff Revenue Effect
In the SMART model, change in tariff revenue can be easily calculated using
the following formula:

dTR; = TRipost — TRipre (8.24)

TR = 310, (P, ) (8.24a)
k

TR! = Z tkj(pkjmkj) (8.24b)

Where, TRY and TR; are the total tariff revenues incurred by the
importing country (z) before and after the change in trade policy; tk and

tk) jare the tariff rates before and after trade policy shock; and (pk’ iy, j) and

(PZ f m}e j) are the value of imports before and after the trade policy change

at world prices.
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Welfare Effect

The net welfare effect is estimated by multiplying the change in imports
with the average between the incidence of tariff barriers before and after
their change (Laird and Yeats 1986).

|:dmk,j X (l(k)’j;lk]’/)}

100

Wi = (8.25)

Generally, welfare effect is defined as the sum of producer and consumer
surplus in the economy due to the adoption of tarift reduction policy. With
the infinite export supply elasticity, the whole welfare eftect is composed of
consumer surplus only which arises because of decrease in price of imported
product with the reduction of tariffs on that product. However, with less
than infinite export supply elasticity, one can calculate the producer welfare
existed in the exporting country due to increment in the world price of
imports because of increase in demand for imported product.

Revenue Effect to the Exporter
In this partial equilibrium setup, change in revenue to the exporter in a post
simulation environment, can also be calculated. The result on this effect is
not directly reported by SMART model but one can get the answer by using
the following mathematical relation given in Laird and Yeats (1986). The
revenue to the exporter (ER) can be written as:

By assuming: x;, =m;, ;

ERk,j = p,:tjmk,j (826)

It can be changed either by change in world prices or change in imports
of product & from country exporter j or both. In case of infinite export
supply elasticity, there is no price effect and exporter’s revenue increases
with the increase in imports only. However, in case of finite export supply
elasticity, the change in exporter’s revenue depends upon both of the vari-
ables: changes in world prices and changes in imports from country j.
Following expression (8.27) shows the change in revenue in case when
export supply elasticity is finite.

dERk’j = p,:’vjdmk,j + mk,jdp,:’vj (827)

By dividing (8.27) with (8.26); we get
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dERy; _ dmy;  dpg;
= + "
ERy;  mj  pp;

Using (8.15) and (8.18), we get the final expression for revenue effect to
the exporter as:

dERk’/' dmk’/‘ dmk’j 1
ER; ; Mij My iy

dERy,; _ dmy; l . ]

ERy;  my; Hij

dERk’j — g dl‘k,j 1
ERk,j 71 +l‘k,j 7’2—1
dERk’j — dl‘k’j :uk,j ﬂk,j +1
ERk,j 71 + Ik j Hr,j — €k, My

dERk’j — dtk,j Hi,j +1 (8 28)
ERk,j 1 + Ir, Hij — Ek,j

1
1 +—
Hi.j

Implementation of the Model

SMART model is easily implemented in WITS database available online and
uses the inbuilt data on applied tarift rates and imports. One can chose
between the two tariff rates available: MFN applied and Bound rates, while
making the simulation scenario. The model has also assumed the given
values of elasticity parameters. As explained in the above section, there are
three main elasticity parameters: Import demand elasticity'" (¢); Substitu-
tion elasticity’? (5); and Export supply elasticity’® (x). The value of these
parameters varies over the products but remains same for the partner
country. While doing simulations using SMART, one can update /change
the value of substitution and export supply elasticity instead of using the
default values: 1.5 and 99 respectively but the value of Import demand
elasticity is system defined and cannot be changed. The SMART tool in
WITS database provides the detailed results on above mentioned effects in
the way given in the Box 8.1.
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Box 8.1

Detailed Data The Detailed Data report is to check the raw data
used for smart simulation just to make sure the dataset corresponds to
expectations.

Exporter View Report The Export View report shows the impact
of the tariff reform on partners’ exports to the considered market. It
displays the pre value of exports (before the tarift’ change), the post
value of exports (after the tariff change) to the considered market as
well as the net value between the two, considered as the change in
eXports revenue.

Market View Report The Market View report returns all three types
of effects affecting the market (trade value, tariff revenue and welfare
change) by individual product code and for all products as one aggregate.

Revenue Impact Report The Revenue Impact report returns indi-
vidual results on the market’s revenue by product code and for all
products as one aggregate. The report displays the tariff revenue
change between the pre and post tarift cut situation as well as the
trade total effects.

Trade Creation Effect The Trade Creation Effect report returns
individual results on Trade Total effect by product code/partner com-
bination and for all products as one aggregate. This report also shows
the trade diversion effect among partners and trade creation effect for
both the market and its partners.

Welfare Effect Report The Welfare Effect report returns individual
results on the market’s welfare by product code and for all products as
one aggregate. The report displays the Total Trade Effect, which is
defined as the sum of Trade Diversion effect, Trade Creation Effect and
Price Effect as well as the Welfare Effect defined as the benefits con-
sumers in the importing country derive from the lower domestic prices
after the removal or reduction of tarifts.

Source: WITS Results Window
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8.3 GENERAL EQUILIBRIUM TOOL TO ASSESS THE PROPOSED
TrADE PoLicy

The main disadvantage of the partial equilibrium analysis is that it ignores
the interaction effect between sectors. It also misses the existing constraints
that apply to the various factors of production and their movement across
sectors and very sensitive to some behavioral parameters such as elasticities.
However, General Equilibrium modeling captures all these feedback effect
of an economy and captures all indirect impacts on other market of any
change in policy variable. In any general equilibrium model, an economy is
represented by many accounting relationships which are linked with each
other. The common idea behind this is to divide the whole economy into
different markets which are related with each other and then determine the
equilibrium prices and quantities for each market simultaneously. In the
words of Starr (2011), “general equilibrium for an economy consists of an
array of prices for each good, while taking account of the interactions across
markets. In this analysis, the equilibrium concept deals with all markets
simultaneously and all their interactions, rather than a single market in
isolation in a partial equilibrium analysis”.

A general equilibrium model is a complete picture of an economy
describing the behavior of consumers and producers and their relationships
with the help of mathematical equations. Any general equilibrium model
which is computable by using the appropriate data is known as Computable
General Equilibrium (CGE) model. In CGE model, an economy is assumed
to be in equilibrium at the initial prices and all agents are satisfied with the
reward they are getting and with their economic activities. Change in trade
policy, such as changes in tariff rate, acts as a shock and create disequilibrium
in the model which further causes reactions into the whole economic
system. All of the mathematical equations will be resolved to get new
equilibrium solution which again satisfy market clearing conditions. There
exists very large number of country specific general equilibrium models
which differs in their economic structure, as different countries have differ-
ent economic structure. They also differ from one another due to different
assumptions. For detailed reading on applied general equilibrium see:
Shoven and Whalley (1992), Bouet (2008), Burfisher (2011); and other
handbook and user guides of trade policy analysis already mentioned above.

The change in trade policy such as reduction/elimination of tariff rates
barriers has impact on both importer and exporter country. It has direct
effects through the reduction in price of the imported product in the
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importer country and increase in exports from an exporter country. In
addition to these, due to presence of linkage and feedback effects in an
economy, it also affects the demand for its substitutes available in the home
market and in foreign market with other supplier. Due to change in demand
for substitute good, price will also be affected and hence affect the overall
income of an economy through number of other linkage effects. Due to
ignorance of these linkage and feedback effects in partial equilibrium anal-
ysis makes it simpler to understand because it focuses only on one market at
a time. But in reality these linkages and feedback effects cannot be ignored
and played a very important role in an economy. Hence, there arises a need
to take all these effects together and study the effect of change in trade
policy variable on all sectors of the economy rather than concentrating on
one market at a time. In this chapter, the structure of one of the famous
model of world trade, i.e. GTAP model of trade, has been discussed in
detail.

8.3.1 GTAP Model Framework

The GTAP model (see Brockmeier 2001; Hertel 1997) is a static multi-
region general equilibrium model, which divides the whole economy into
various agents’ dependent upon each other. It is static in nature in the sense
that it provides a comparison of the state of the economy before and after
changing the value of shock variable and its impact on economy-wide vari-
ables. The framework of this model is provided under the Global Trade
Analysis Project (GTAP) which was started in 1992 to facilitate the
researchers working in the area of quantitative analysis of international
trade. Under this project, a fully documented database, GTAP database, is
also provided which gives economy-wide data of all 140 defined regions of
the world. The analysis of trade liberalization and its impact on economy-
wide variables among countries are the main research application of this
project. It also provides the software, a tool to implement the GTAP model
using data from GTAP database. Under the GTAP model framework, each
separate region assumes common domestic structure and linked through
trade and investment flows between them. The domestic structure consists
of one regional household specified over private consumption, government
consumption and saving activities; production behavior of the region; and
two global sectors through which all the regions of the world are linked with
each other.
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It is already explained that GTAP model is a general equilibrium model
in the sense that it takes care of feedback and linkage effects existed in the
entire economy. Therefore, to present the whole framework of this model,
one should describe the accounting relationships within the region and
between the regions; and behavioral equations used to represent the behav-
ior of economic agents in the model. Following sub-sections present the
whole GTAP model structure by giving details on accounting relationships
and behavioral equation.

Accounting Relationships

The whole GTAP model structure can be easily explained with the help of
accounting relationships which makes this model general equilibrium in
nature. Accounting relationships for each region are defined in such a way
that the whole economy remain in balance. These relationships remain same
for each region'* with common producer and consumer behavior. In GTAP
model, each separate region assumes common domestic structure which is
shown in Fig. 8.1 given in Hertel (2004) to show the structural'® represen-
tation of this model. The pictorial representation of these relationships
represents the circular flow for any GTAP region.

As shown in the Fig. 8.1, GTAP model assumes one regional household
who collects all income in the economy and allocates expenditure over
private consumption expenditure (PRIVEXP), government consumption
expenditure (GOVEXP), and savings (SAVE). The private and government
household further allocates the given expenditure over domestic
(VDPA& VDGA) and imported goods ( VIPA& VIGA). Saving is assumed
as single commodity and fully exhausted by investment demand. Income to
the regional household comes from the producer who pays to the regional
household for using endowments (VOA) in production process. The
regional household spent all income in such a way that it exhaust between
three forms of demand.

Further, the producer in the GTAP model involves in purchasing inter-
mediate goods and primary factors to use as inputs in the production
process to produce output in the economy. The intermediate input can be
either sourced from domestic region (VDFA) or from other country
through imports ( VIFA) or from both sources which happens most of the
time. On the other hand, the purchase of primary inputs by the producer in
GTAP model is known as purchase of endowment commodities.'® Pro-
ducer also sells the consumption and investment good to the regional
household and intermediate good to the other producers and receives
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Regional Household

TAXES
PRIVEXP /

TAXES
\ GOVEXP

Private Household
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VOA (endow)
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NETINV
XTAX MTAX
VDPA l VDGA

rodu \
VIFA VXMD

Rest of World

Fig. 8.1 Dictorial representation of accounting relationships in GTAP model
(Source: Fig. 6 in Brockmeier 2001)

payments. The firms will get extra revenue by selling their products to the
outside world.

The policy interventions in the economy refer to the imposition of taxes
by the government on demand and supply activities. Due to the introduc-
tion of these transfer payments, there will be changes in the accounting
relationships which are captured by difference between market prices and
agent’s prices. In other words, in this model taxes and subsidies drive a
wedge between the market and agent’s price.
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The multi-region GTAP model also includes two global sectors through
which regions are linked together. The first global sector is the external
sector which accounts the International trade and transport activities
between the regions. Under this sector, a composite good consist of exports
of commodity, transport, and insurance services are produced and used to
move in between regions. The value of these services exhausts the difference
between global fob exports and global imports at cif prices. Demand for
domestic product coming from the external sector (other regions of the
world) generates additional revenue to the domestic producer and also it
provides the additional source of intermediate goods from the outside by
paying the import taxes which is already explained in the policy interven-
tions. As the current GTAP-9 database divides the whole world into
140 regions so to differentiate the goods from different regions, the
model employs the Armington assumption'” in the trading sector. The
model also includes the separate conditional demand equations for private
and government consumption for imported commodity.

The other global sector is Global Bank which intermediates between
global savings and investments of all regions at same prices. This sector
satisfies the regional household’s demand for savings by selling shares from
regional investment good assembled for this purpose. In the GTAP model,
the implication of this sector is that if all sectors in a multi-region model are
in equilibrium then the global investments must be equal to global savings
to satisfy Walras’ law. Following points briefly explains theoretically the
accounting relationships existed in this model.

e Producer pays to the regional houschold for using his endowments
which is equal to the value of output at agent’s prices (VOA) and
regional household allocates this regional income across private
expenditures (VDPA), government expenditure ( VDGA) and savings
activities in such a way that all regional income earned is exhausted
between three forms of final demand;

e The producer also purchases intermediate goods as inputs use in the
production process;

e After the production, the producer sells the consumption and invest-
ment good to the regional household and intermediate good to the
other producers and receives payments. VIDFA is the payment received
by the domestic producer for selling intermediate goods to other
producer in the economys;
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Under the zero profit assumption, all income earned is exhausted
between the purchases of value added services and intermediate
goods;

NETINYV is the payment received by the producer for selling invest-
ment good to the regional household for the saving activity;

Further under the closed economy, due to government interventions,
taxes have been introduced. Due to which private household and
government have to pay taxes in addition to their expenditure on
consumption good;

Producer also have to pay taxes on the purchase of intermediate goods
used in the process of production;

Tax revenues are computed by comparing the value of transaction at
agent’s and market prices separately;

To show the relationship with outside word, one region, say rest of the
world, has been introduced. In this setup, the firms will get extra
revenue ( VXMD) by selling their products to the outside world and
also spend ( VIFA) on the purchases of intermediate inputs from the
rest of the world;

Private households and government also spend on imported
commodities and flows are represented by VIPA and VIGA
respectively;

To accommodate the third source of final demand such as savings, the
GTAP model computes global savings and investment which creates
the equilibrium system,;

At the end, the rest of the world region also earns revenue from the
exports to single domestic region and spent on exports of domestic
household to rest of the world (VXMD) and on import (MTAX) and
export (XTAX) taxes to the regional household. It completes the
circular flow in the open economy.

Behavioral Equations

These equations are defined to specify the behavior of optimizing agents in
the economy such as demand functions in consumer behavior, production
function in producer behavior among others. Under the GTAP model
framework, each separate region assumes common domestic structure and
linked through trade and investment flows between them. The domestic
structure consists of one regional household specified over private
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Fig. 8.2 Representation of regional household behavior (Source: Authors’
claborations)

consumption, government consumption and saving activities; and the
behavior of the production in the region.

Regional Household Behavior

Regional household allocates the expenditure across private consumption
expenditure, government consumption expenditure and savings activities.
The private household further allocates the given expenditure over domes-
tic and imported goods through CDE (Constant Difference Elasticity)
implicit expenditure function. However, the government household allo-
cates the given expenditure among domestic and imported goods following
a Cobb-Douglas (CD) utility function. In last, saving is assumed as single
commodity and fully exhausted by investment demand. The base data in
this case are: VDPA, VDGA, VIPA, VIGA, & SAVE (Fig. 8.2).

Utility from Private Consumption

The behavior of a regional household is governed by an aggregated utility
function that allocates the expenditure across private, government and
savings activities (McDougall 2001). In GTAP model, in each region,
household allocates regional income so as to maximize per capita aggregate
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utility according to Cobb-Douglas utility function. The utility maximiza-
tion problem with budget constraint is as follows:

Maximise U = CUS U US* (8.29)
S.t. Ep(Pp, UP)+EG(P(;,U(;)+PPUS:X '
Where U is the per capita aggregate utility of a regional household; Up,
Ug, and Ugare the per capita utility obtained from private, government and
real savings activities and at lower level these utilities are specified using
some expenditure function'®; Ep and E are per capita expenditure func-
tions; Pp, P, and Psare the price vectors for private consumption, govern-
ment consumption, and savings; B; is the distribution parameter which is
assumed as variable; and X is the per capita income. Regional household
receives income by selling his endowments to the producer and spend over
private household expenditure, government expenditure and savings.

Production Structure and Firms Behavior

As shown in the Fig. 8.3, in the first stage, the inputs required to produce an
output is divided into two categories of intermediate goods and factor
inputs. Factor inputs are clubbed under the endowment category and
under intermediate category, two sources have been mentioned. The source
of these intermediate inputs can be the domestic industry at home and /or
from the industry of other country termed as imported one. Further, these
imports may come from different exporters depending upon per unit cost of
production of the required good.

In GTAP model, producer tries to minimize the cost of production and
his behavior is specified by the nested Constant Elasticity of Substitution
(CES) function (Gohin and Hertel 2003). In case of more than two inputs,
Sato (1967) proposed a nested CES function with less restrictive conditions
on elasticity of substitution which is a good approximation for empirical
applications. In GTAP model, the same nested structure has been used to
specify the substitution possibilities between various inputs. At the upper
level, CES function is defined to indicate the substitution possibility between
intermediate inputs and value added and at the lower level CES function is
defined to show substitution between primary factors in the value added
nest. The basic idea behind nested CES structure is to accommodate the
substitution possibilities within the aggregated input category which is com-
posed from other individual inputs. The mathematical structure of nested
CES production function with four inputs is given as follows. Suppose x; and
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Fig. 8.3 Representation of production structure in GTAP model (Source:
Authors’ elaborations)

X are aggregated into one single input and x3 and x4 are aggregated into
another single input then the upper level CES function composed of two
lower level CES functions with two inputs each shown as follows:

0 = y(5CES; + (1 — 8)CES,)7 (8.30)
Where CES; =y,;(8ix,/" ) + (1 — 5i)x;fi);_j, i=1,2 are the two lower

level CES functions. The final specification of the four input nested CES
function becomes:

s|L

0 =[8(6:5" + (1= 80" )7 + (1= 8) (52" + (1 = 82)," )
(8.31)
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If py=p2=p, then the above nested CES function becomes a plain four
input CES function.

The producer receives incomes from regional household by selling con-
sumption goods to private and government households; investment goods
to savings sector and intermediate goods to other producer. These incomes
are exhausted on the purchase of intermediate goods and primary inputs.
Further, in this model, primary factors have been divided in to two catego-
ries: perfectly mobile and sluggish ones. In case of mobile factors, the
reward is same regardless of the employed sector but in case of sluggish
factor, reward changes with the position of its employment.
Implementation of Model™
The above specified GTAP model is easily implemented by using General
Equilibrium Modelling Package (GEMPACK), a suite of economic model-
ing software, developed and provided by Centre of policy studies, Monash
University (Pearson and Horridge 2005; Harrison et al. 2013). The global
trade analysis project also provides the simulation software, RunGTAP,
which helps in running simulations in a windows environment using
GTAP model. Except these simulation packages, it can also be implemented
in GAMS (General Algebraic Modeling System) which is a high level
modeling system for mathematical programming and optimization.
GAMS is tailored for complex, large scale modeling applications, and allows
you to build large maintainable models that can be adapted quickly to new
situations. The estimation of this model using GTAP database provides new
equilibrium solution which contains the updated value of each variable in
the model. From those results, one can meaningfully calculate the number
of effects through which a comparison can be made in a pre and post
simulation values. Among those effects, some of them are presented as
follows:

Trade Effects

Under this effect, trade creation and trade diversion can be calculated by
showing the change in imports of the concerned country from its various
partners in a post simulation environment. Whenever there will be changes
in the tariff liberalization policy, there will be changes in imports and
exports. The net positive change in the imports or exports of a country
from all regions would be termed as trade creation and from the region-wise
figures one can estimate the extent of trade diversion from one region to the
other. Under this effect, one can also report the changes in imports and
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exports”” in a post simulation environment. The GTAP simulation results
also provide the changes in imports and exports both in value and quantity
terms.

Terms of Trade Effect

Moreover, one can also report the changes in terms of trade of any GTAP
region to show the impact of given policy shock. The terms of trade of a
region is defined as the ratio of price index received for tradable produced in
the region (PSW) to the price index paid for tradable used in the same
region (PDW). The percentage change in terms of trade (zot) can be easily
calculated by subtracting the percentage change in price index paid for the
tradable (pdw) from the percentage change in price index received from
tradable (psw).

Trade Balance

Trade balance or balance of trade is calculated by subtracting region’s
imports from the total exports of same region. Positive value of trade
balance indicates the surplus and the negative value indicates deficit. In a
post-simulation environment, one can report the value of change in trade
balance to show the changes in current account for each region.

Regional GDP

One may report the changes in gross domestic product (GDP) of any region
by subtracting the value of GDP in a post-simulation environment from the
value of GDP calculated in a pre- simulation environment. The value of
GDP can be calculated by summing the values of Private household expen-
ditures (VPA), Government consumption expenditure (VGA), Capital
goods (VOA), Exports at world prices (VXWD), Exports of margin com-
modities (VST), and negative of values of imports at world prices ( VIWS).
In addition, one may also be interested in reporting the quantity index of
GDP and in this model, the percentage change in quantity index can be
easily calculated by subtracting percentage change in price index of GDP
(pgdp) from percentage change in value index of GDP (ugdp). The incre-
ment in quantity index of GDP represents the shift in the economy’s
production possibility frontier. With the assumption of fixed endowments,
the shifting will be due to the improved allocation of resource base; and with
the assumption of endogenous growth, this will reflect the regional growth.



194 R ARORAET AL.

Welfare Effect

In GTAP model, measurement of economic welfare depends upon house-
hold’s own consumption expenditure, government consumption expendi-
ture (government spending on public goods and services) and net national
savings which will benefit his future consumption. Any distortion in the
model has an effect on these variables and thus, affects economic welfare of a
region. The estimation of GTAP model provides the regional equivalent
variation ( EV) measure in monetary terms which represent the welfare effect
in this model (Huff and Hertel 2000). From the household point of view, it
measures the cost to the household of the same bundle of goods, before and
after a given policy shock. In other words, it is the difference between the
expenditure required to obtain the new level of utility at initial prices and
the initial expenditure. In GTAP model, the regional household utility level
depends upon per capita household consumption, per capita government
expenditure, and per capita savings. Any change in this aggregate utility
level provides the welfare effect in this model. In other words, welfare
change in the GTAP model is measured by change in aggregate utility
due to any distortion specified over per capita private household consump-
tion, per capita government expenditure and per capita savings and calcu-
lation of EV provides the value of the same percentage change in level of
utility in terms of money value. Consider two policy options, the existing
one with prices p° and income 7°, and a policy shock with price p' and
income 7'; then the equivalent variation can be expressed as:

EV =pu(p’p"im') —u(p;p%m°) = u(p%p'im') — m° (8.32)

Where u( p%p;m) is called money metric indirect utility function, mea-
sures how much income the consumer would need at prices #° to be as well
off he would be facing price p' and having income '. For GTAP model,
McDougall (2001) obtained the EV associated with a perturbation to the
GTAP model as follows:

EV =Ygy — Y (8.33)
Where Tgy is the expenditure required to obtain the new level of utility

at initial prices, that is equal to p( po; pl, m")in (8.1), whereas 7 is the initial
expenditure, that is, 7° in (8.32).
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Differentiating (8.33) we get:

dEV = dYgy
dEV dY
%100 = =Y x 100
Yev EV
dEV
Yev
YEvYEY
dEV = ————
100
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(8.34)

Where Ygv is the percentage change in Ygy required to achieve the

current actual utility level, in which the prices are fixed.

Further, change in welfare can also be decomposed into various other
effects and the details are given in Huft and Hertel (2000). Any distortion
which changes the level of expenditure will change the level of utility and
lead to welfare change. In a multi-region general equilibrium model, there
exist several sources which contribute in the total change in expenditure and
also to welfare. In the GTAP model, these sources are clubbed into the

following main six sources:

(I) Allocative Efficiency Effect. It occurs due to reallocation of

resources from one use to another in a post-simulation environ-
ment in a particular region. In this model, allocative efficiency
effect for a region is explained by summing all types of changes in
tax revenues associated with the change in quantity demanded of
non-saving commodities*! in a post-simulation environment with
initial tax rates. The different types of taxes are: Input taxes (taxes
on use of domestic and imported intermediate goods); Consump-
tion taxes (taxes on private consumption of domestic & imported
good and taxes on government consumption of domestic and
imported good); Endowment tax (tax on use of endowment
good as an input; Export tax (tax on exports); and Import tax
(tax on imports of goods). For each tax, the change in tax revenue
can be calculated by multiplying percentage change in per capita
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(IT)

(I11)

(IV)

demand for its associated quantity with its initial tax revenue. One
can report the contribution of every type of quantity change in total
change in welfare effect of a given region.

Terms of Trade Effect: In a multi-region general equilibrium model,
terms of trade effect also plays an important role in changing
economic welfare of a particular region. This effect arises due to
changes in fob prices of exports from both sides (exporter and
importer) when compared with price index of world trade.
Changes in prices of commodities and services provided to inter-
national transport sector are also included in the calculation of
terms of trade effect. To calculate it, change in the value of imports
of region s and services paid to international transport sector is
subtracted from change in value of exports of region 7 at fob prices
and changes in value of sales to international transport sector by
region 7. Positive difference shows the positive contribution of this
effect.

Investment=Saving Effect: Under this effect, change in price of
saving and investment is compared. Percentage change in prices
of capital goods when multiplied with the net initial investment of
the region gives the value of change in net investment and the
percentage change in price of savings when multiplied with
regional savings gives the value of change in savings and the differ-
ence between the two provides the contribution of this effect in
total welfare. As the utility level is also depends upon the net national
savings so the regions with net suppliers of savings (savings >
investment) to the global bank benefit from rise in price of savings
relative to investment goods.

Effect of Change in Technology: In this model, the contribution of
this effect comes from various technological changes riz., output
augmenting technology change, primary factor augmenting tech-
nology change, value added augmenting technology change, com-
posite intermediate input augmenting technical change, technical
change in transportation sector and contribution of bilateral
import-augmenting technical change. Change in any technology
would lead to change in associated demand which further affect
level of utility. In a comparative static model setup in which tech-
nology is assumed fixed, the contribution of this effect is zero.
Endowment Effect: Under this effect, percentage change in per
capita quantity of endowment commodity is calculated and then
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multiplied with the initial value of output of the same endowment
commodity at agent’s prices to evaluate the contribution of
changes in quantity of endowments. Value of capital depreciation
is also subtracted while giving the final figure to this effect. In case
of fixed endowment assumption, this effect is zero. However, the
positive figure of this effect in the final results would represent the
increasing productive capacity of the corresponding region.

(V1) Effect of change in population: The effect of change in population
on change in expenditure level is known as population effect.
Contribution of this effect is zero in comparative static model
with the assumption of fixed population.

In addition to the above effects, the researchers’ working in this field may
also report other effects based on the theory and study’s requirements from
the simulation results obtained after giving a policy shock using the GTAP
model.

8.4 CONCLUDING REMARKS

The evaluation of proposed change in trade policy is very necessary because
it provides an idea how this trade policy will affect the economy if it will be
implemented in the coming future. The evaluation may also help the
negotiators, countries involving in proposed free trade agreements, to
negotiate their country’s position very strongly. For this type of evaluation,
literature proposes two main methods: Partial and General Equilibrium
analyses. This chapter discussed only two such existing and largely used
methodologies which come in the category of ex-ante evaluation and
generally used for evaluating the proposed changes in trade policy. There
also exists many other such tools in the literature and many are still evolving
on the basis of country specific requirements.

NoOTES

1. Download wusing http://wits.worldbank.org/WITS /docs/wto_unctad
12_e.pdf and read Chap. 4 for details.

2. http:/ /wits.worldbank.org/WITS /WITS /AdvanceQuery/TradeOutcomes,/
IndicatorDefinition.aspx: Page=Indicator

3. http://wits.worldbank.org/trade_outcomes.html
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. Download wusing http://wits.worldbank.org/WITS /docs /wto_unctad

12_c.pdf and read Chap. 1 for details.

. http://unctad.org/en/Docs/itcdtab25_en.pdf

. https:/ /aric.adb.org/pdf/FTA_Impact_Assessment.pdf

. http:/ /wits.worldbank.org/data/public/WITS_User_Manual.pdf

. http:/ /siteresources.worldbank.org/INTRANETTRADE /Resources /239054~

1196261607599 /4442906-1253911939559 /TRIST_Manual.pdf

. The consumption of the composite and numeraire good (#) absorbs all

income effects.

dx, = dmy, jimplies that changes in exports of good % by country jare equal
to the imports of good & coming from country j.

Import demand elasticity varies from importer to importer and proportion-
ally affects the change in imports. Doubling this elasticity will double the
change in imports.

The substitution elasticity also varies by product and remains same for all the
varieties of the considered product. It also implies that elasticity remains
same irrespective of exporting partner. It also affects proportionally to the
value of trade diversion but with a ceiling as explained in the previous
section. The total diverted trade cannot be greater than the actual trade
existed before the change in trade policy. One can use the original value of
this elasticity parameter which is relevant to the concerned simulation.

The value of export supply elasticity varies by product but remains same for
all varieties of that product. It implies that elasticity remains same irrespective
of exporting partner. WITS assumed infinite export supply elasticity by
default with its representing value 99 with zero price effect. As per this
model structure, maximum trade creation can be achieved with infinite
export supply elasticity and total trade effect (creation effect + price effect)
becomes lower with any other value of this elasticity parameter. It is
recommended that one should take finitely elastic export supply function
in case when the importing country is sufficiently large to influence the world
prices by importing very large quantity after the reduction in tariff rates from
the preference receiving country.

Here the term region is used for the individual country or collection of
countries in one region. The number of regions in any study may vary as
per the study’s requirement. GTAP-9 database clubbed mostly all countries
of the world into 140 regions.

See Brockmeier (2001) for details.

Endowment commodities include agricultural land, labor and capital.

As per this assumption, products of the same industry, produced in different
countries are distinct but substitute to each other. In GTAP model, elasticity
of substitution between domestic and imported goods and elasticity of
substitution among imports of different destinations are defined in the
Armington aggregation structure for all agents in all the regions.


http://wits.worldbank.org/WITS/docs/wto_unctad12_e.pdf
http://wits.worldbank.org/WITS/docs/wto_unctad12_e.pdf
http://unctad.org/en/Docs/itcdtab25_en.pdf
https://aric.adb.org/pdf/FTA_Impact_Assessment.pdf
http://wits.worldbank.org/data/public/WITS_User_Manual.pdf
http://siteresources.worldbank.org/INTRANETTRADE/Resources/239054-1196261607599/4442906-1253911939559/TRIST_Manual.pdf
http://siteresources.worldbank.org/INTRANETTRADE/Resources/239054-1196261607599/4442906-1253911939559/TRIST_Manual.pdf
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18. The government consumption expenditure (Eg) system is governed by
Cobb-Douglas utility function with constant expenditure shares over all
goods; the private consumption expenditure (Ep) system is modeled by
using CDE implicit expenditure function and is non-homothetic given by
Hanoch (1975); and the third component of final demand system,
i.e. savings (Es) is a single commodity and fully exhausted by the investment
demand.

19. Read Burfisher (2011) for details on implementation of GTAP model.

20. Researcher should be careful while selecting the variable for calculating the
changes in imports and exports. The selection of wrong variable for inter-
pretation can lead to misleading conclusions. Please see GTAP sets and
variables for the correct definitions of all GTAP variables. The list is available
on GTAP website at: https://www.gtap.agecon.purdue.edu/models/se
tsVariables.asp

21. Set of non-saving commodities consist of endowment commodities, tradable
commodities and capital goods.
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CHAPTER 9

Assessment of Impact of Food-Safety Measures
on Exports: A Gravity and CGE Analysis
Focusing on India

Pratima Pandey and Badri Narayanan

9.1 INTRODUCTION

The Uruguay round of negotiations of the World Trade Organization
(WTO) which culminated in 1995 was historic for trade in agriculture.
One significant achievement was the signing of the SPS Agreement. The
focal point of the agreement was to reduce distortions in trade by means
of disciplining the use of sanitary and phytosanitary measures (SPSM)."
SPSM related to food safety have particularly been gaining prominence
due to enhanced awareness among people about food safety. However,
over the last few years, it has been noted that in certain trade transactions,
the effect of SPSM on trade has been rather trade-restrictive. Despite
their welfare motive, they can by their very nature have unintended
consequences.

Unjustified requirements in importing markets, irrelevance of foreign
standards on local conditions, time and cost involved in carrying out
conformity tests, and uncertainty arising from rapidly changing standards’
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requirements in overseas markets as well as differences in compliance
capacity among countries can all hinder trade. Several discussions have
taken place at the WTO level over the last decade focussing on the
application of SPSM and the implementation of the SPS Agreement in
spirit, indicating that this has been one of the critical issues of trade in
agriculture? (WTO 2008a). SPS-related disputes among countries have
been coming to the fore again and again, particularly between developed
and developing countries® (WTO 2008b).

India has had its share of SPS-related trade concerns with respect
to certain commodities and specific trade partners. For example, the US
prohibition of shrimp from India (and three other countries), which later,
the appellate body of the WTO (in its rulings in May 2008 and October
2008, respectively) found to be “unjustifiably” discriminatory.* (WTO
2008c) Another example is the European Union (EU) following the
Rapid Alert System for Food and Feed (RASFF) system, about which
India had expressed concerns, calling it a paranoid reaction, which could
cause potential harm to exports from India (WTO 2008a, b).?

Though it may not be correct to say that the strictness regarding
standards which is at the crux of these disputes is unjustified, such
strictness may create trade-distorting effects for the reasons stated
above. But this may not always be so. These standards need not always
impede trade of even developing countries. Standards can be a trading
advantage for countries implementing them by way of raising quality
and/or generating economies of scale (Link 1983). Also, international
standards are likely to increase intraindustry trade because they make
specialization in trade more practical (Greenway 1987). Though the last
two arguments apply to the manufacturing sector, they may also be
relevant in the case of food products. A similar view is that implementing
international (usually meaning higher) standards can put developing
countries in a better position to exercise their comparative advantage
(Jensen 2002). One example is the success story of Kenya with respect to
exports of fish.®

Empirical studies have also been divided on this issue. Swann et al. (1996)
analyzed the trade performance of UK manufacturing (where similar issues
exist with respect to technical barriers to trade (TBT), and found that
additional UK standards have a positive effect on net trade and exports.
Similarly, Moenius (1999) studied 471 industries in 12 countries and con-
cluded that standards have a positive effect on trade with the United States.
On the contrary, some other studies have pointed out the negative effects of
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SPS measures on trade (Otsuki et al. 2001; Iacovone 2003). Hence, the
question of what impact standards have is an open empirical issue.

At this juncture, it must be borne in mind that SPS measures are not
subject to negotiations or removal (like other nontariff measures) due to
their welfare aim and hence are here to stay. Hence, it becomes important to
find out the impact of SPS measures on trade flows. An empirical study
dealing with the impact of food safety regulations has not been made for
India so far, underlining the need to conduct such a study.

With the above discussion as a backdrop, an analysis is made here with
the following specific objective: To analyze the impact of specific food safety
measures on exports of select commodities at the world level and in partic-
ular for India, that is, do high import standards act as a barrier to exports,
particularly in developing countries?

9.2 METHODOLOGY

9.2.1  Methodology

The basic framework for the model used in this analysis comes from “gravity
trade mode.”” The model explains the bilateral trade flows between two
countries with two main sets of determinants—the size of trading partners,
normally expressed in terms of their GDP (direct proportionality), and trade
costs which are captured mainly by the geographical distance variable
(inverse proportionality).® The typically used specification for the gravity
model (in double log formulation) is as follows:

InX;=p+pnY;+p3InY;+p, Iny+psIny +psInD;+e; (9.1)

Here, Xj; is the trade between countries 7 and j, 7; and 7 represent
GNP of the two countries, D;;represents the distance between them, and y;
and y;represent the GNP per capita. Often, GNP per capita is included as an
additional explanatory variable to control for the difference in the levels of
development [with respect to production/consumption basket, levels of
infrastructure, and so on, across countries (Rahman 2003)].

The above model is modified in three ways in this analysis. The first
modification is that outputs of the commodity in the exporter and importer
countries are included as additional explanatory variables. This is expected
to capture the supply capacity in the exporting country and the domestic
competition in the importing country.’ This modification is feasible because
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the analysis is conducted at the commodity level where data on outputs are
available for various countries. Here, if 7 represents the exporting country
and j is the importing country, f, and fg are expected to be positive and
negative, respectively.’

Secondly, commodity-based standards are included as an additional
explanatory variable (Otsuki et al. 2001). Here ST; and ST} are some
measure of the standards in country 7 and j, respectively. The standards
variables for the sth and jth countries are not in log formulation, due to the
fact that these variables can take zero values for countries with no
standards.

The equation, with these modifications looks like as follows:

InXy=p+pfInY,+p3InY;+p, Iny +ps Iny+pfs In Dy
+ ;7 In O;+ fg In O; + Po ST; + p1y ST; + € (9.2)

The final modification is the inclusion of quadratic terms of the standards
variables to capture the nonlinearity in the response of trade flows to
standards. The complete equation therefore is

InX;=p+pInY,+psInY;+p,Iny;,+ps lnyj—i-ﬂ6 In Djj+f; In O;
+ By In Oj+ fo STi+ B1 STj + P, ST; + B1, ST + (9.3)

Equations (9.2) and (9.3) are used for analysis for two commodities, viz.
fresh grapes'! and shelled groundnuts.'? These commodities satisfy the four
criteria that are put forth for selection, as follows:

1. The commodity should be important from an SPS point of view.

2. Standards must be quantifiable and must have variation across
countries.

3. The commodity should be an important commodity in the trade
basket.

4. The commodity should be free from government intervention and
other distortions.

Here, exports are the dependent variable and the analysis is done at two
levels—the world level and the India level. Before discussing the data used,
the standards variable used in this analysis is defined.
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9.2.2  Need for a Standard Code

In the studies conducted so far, different proxies for standards have been
used. Certain studies use the count of standards (Swann et al. 1996;
Moenius 1999), but the obvious shortcoming in this method is the assump-
tion of similarity among all standards in terms of direction and magnitude,
which is not the case in reality. To address this shortcoming, the actual value
of standards are used as variables in the equation. (Otsuki et al. 2001;
Wilson and Otsuki 2001; Iacovone 2003) However, in this approach,
difficulty arises for countries that do not have standards or do not report
them. Excluding those countries from the analysis restricts the scope of the
analysis and may bias the results.

To overcome this problem, in this analysis the actual standards data are
transformed in such a manner that (a) assigns a value to indicate the absence
of standards, and (b) provides a direct measure of the severity of the
standard. The transformed variable, referred to as the stringency code, is
used as a proxy for standards in the analysis. The transformation involves
comparing the original data on standards with a reference value. The
CODEX standard is used as the reference value. For any particular standard
(such as the maximum residue limit for pesticides) the formula used for this
transformation is as follows:

Stringency Code = Codex Standard/Country-specific Standard

In implementing this code, the absence of data for a country is assumed
to reflect the absence of standards, and for such cases a numerically very
large value (e.g., infinity) is assigned for the denominator in the above
transformation, so that the stringency code takes a value of zero. Where
standards data are available for a country, the above transformation will
result in numerically small (large) values if the standard is lax (strict). A value
of 1 for the code will indicate that the country follows the CODEX
standard."?

While for grapes, the pesticides’ Maximum Residue Limits (MRLs) are
taken as standards,'* for shelled groundnuts, the aflatoxin standards are used.
Aflatoxins in nuts have been an issue of overriding concern for India and
many developing countries, especially after the strict norms implemented by
the EU regarding the maximum permissible limit of aflatoxins.



206  P.PANDEY AND B. NARAYANAN

Further to our gravity analysis, we also perform a CGE exercise using the
widely used GTAP model (Hertel 1997) and database (Narayanan etal. 2015)
by modifying it slightly to include the variable “standards,” with its effect on
trade determined by our econometrically estimated coefficient in this chapter.
Using this model, we evaluate the economywide impact of the removal of all
stringent standards in the vegetables and fruits exports from India.

9.3 Data

9.3.1 Trade Data

Trade data have been extracted from two sources—the Commodity
Trade (COMTRADE) database of the UN Statistical Division compiled
as World Integrated Trade Solution (WITS) for the world-level and India-
level data for fresh grapes, and the India Trades Statistics database of the
Center for Monitoring Indian Economy (CMIE) for the Indian level for
groundnuts.'® Natural logarithms of the trade flows (exports/imports) in
quantity terms (kg) form the dependent variable in this analysis.

The world bilateral trade matrix for fresh grapes has been extracted for
the year 2004, while for groundnuts we use data for the years 1995 and
2003. The choice of these years has been dictated by the availability of data
on trade and also on standards.

Additionally, an “India-level” analysis has been carried out in which only
India’s exports to its trading partners have been studied. Such an analysis in
the case of fresh grapes is done over 25 countries for the year 2004, while for
groundnuts a panel data set of over 24 countries for the period 1995-2003
has been used.

9.3.2  Data on Gravity Variables

The basic variables of the gravity trade model include GDP, GDP per capita,
and distance and production data. GDP and GDP per capita data are
expressed in 2000 constant US$ to take into account the exchange rate
and price fluctuations across countries and time. The data have been taken
from the World Development Indicators for the years 1995-2004. Distance
has been taken into account between capital cities from the website www.
indo.com/distance measured in kilometers. The production data for grapes
and groundnuts are taken from the Food and Agriculture Organization
(FAO) database. The units are metric tonnes.


http://www.indo.com/distance
http://www.indo.com/distance
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9.3.3  Standards Data

Fresh grapes The website www.mrldatabase.com reports the most recent
standards on the maximum residue limits (MRL) for pesticides as applied to
fresh grapes.'® Data on the MRLs in parts per million (ppm), is available for
79 countries and 33 pesticides'” which is used to create the stringency code.
Additionally, for the India-specific analysis, a variant of the above measure of
the standards is constructed by considering only 7 of the 33 chemicals,
which are relevant for Indian exports as per the National Research Centre
for Grapes, Pune.

Groundnuts The FAO conducted two surveys on the aflatoxin standards in
about 80 countries in the years 1995 and 2003. These surveys are the source
of data on maximum permissible limits, in parts per billion (ppb), of afla-
toxin B1.'® Analysis at the world level is carried out for these two years only
(as separate cross sections and by pooling the two years'?). For the India-
level analysis, panel data of the aflatoxin standards have been constructed
across 24 trading partners for the years 1995-2003. The choice of analysis,
being cross-sectional or panel data-based and years for which it is to be
made, is based on the availability of standards data.

94 REsULTS AND DISCUSSION

All the regressions presented have been tested for heteroscedasticity using
the Breusch Pagan test, and if heteroscedasticity is found to be present, the
standard errors are appropriately corrected using the White (1980) proce-
dure before conducting z-tests for the significance of coefficients and robust
R? are reported. Also, the possibility of multicollinearity between GDP and
GDP per capita was explored, but it was not found to be significant. That R?
of regressions is not very high is also a pointer to the fact.

95 FreEsH GRAPES

9.5.1  World—Level Analysis

The regression results are presented in Table 9.1. Model A in this table is the
basic linear specification (9.2). In Model B, quadratic terms for the importer
and exporter standards are introduced (9.3). The results of Model A indi-
cate that, in linear form, the variables for standards of both importer and
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Table 9.1 Regression results for a cross section 2004 at the world level

Variables Model A Model B
Importer standards 0.0113246 0.02218
(0.83) (0.66)
Exporter standards 0.0112243 0.0504596*
(1.31) (1.76)
Importer standards square - —0.0004321
(—0.39)
Exporter standards square - —0.0012183
(—1.50)
Importer GDP 0.5479235*** 0.5467348***
(9.26) (9.08)
Exporter GDP 0.4400623*** 0.4439508***
(6.41) (6.45)
Importer GDP per capita —0.103071 —0.1081879
(—1.35) (—1.42)
Exporter GDP per capita —0.4046385*** —0.4364328***
(—4.08) (—4.27)
Distance —0.2394326*** —0.229274]1***
(—=2.71) (=2.57)
Importer production —0.0012148 —0.0011641
(—1.54) (—1.44)
Exporter production 0.0064548*** 0.0065633***
(5.29) (5.34)
Constant —7.224901 *** —7.127409***
(—3.83) (=3.71)
Robust R 0.2076 0.2093
Fvalue 28.70 23.31
Probability > F 0.0000 0.0000

Notes: *** ** ‘and * show 1 percent, 5 percent, and 10 percent levels of significance, respectively. The
results shown in the above table have been corrected for heteroscedasticity after the regression was tested for
it and it showed a significant heteroscedasticity. The number of observations in both tables for model A and
model B are both 866

Source: Authors’ calculations

*The figures in bracket in this table and all regression tables are the #values associated with the coefficients of
corresponding variables

exporter are not significant. In Model B, importer standards are still not
significant. These findings hence do not support the hypothesis that importer
standards have an effect on exports.

However, in the case of exporter standards, while the linear term is
significant with a positive sign, the quadratic term shows a negative sign,
though with little significance. These coefficients imply an inverted U-shape
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relationship between the exporter standarvds and exports. This can be
explained in the following plausible way: for countries that have standards
up to a certain level, the higher are the exporter standards, the greater are
the exports. This may be due to the fact that adherence to a reasonably high
level of standards help them to increase the volume of exports. On top of it,
it may even have widened their market due to the competitive advantage
they have gained over their competitors (Jensen 2002). Only when the
standards cross a certain threshold level does the stringency imposed start
getting reflected in the costs, and hence the price.?® The reduced price-
competitiveness may result in the fall of exports as reflected in the negative
sign of the quadratic term.

Turning to the other variables, almost all the variables of the gravity trade
model have turned out to be significant with the expected signs.?!

9.5.2  India-Level Analysis

A similar analysis of the impact of importer standards on India’s exports of
fresh grapes is carried out separately. For this analysis, logarithms of India’s
exports to different countries for the year 2004 is the dependent variable,
the independent variables are the standards of the importing country, and
the logarithms of GDP and GDP per capita of the importing country, and
distance from India.

The results are presented in Table 9.2.2 The importer standards do not
come significant in model A. However, when the quadratic term is in-
corporated, the second model shows that the importer standards become
significant at 5 percent level of significance with the sign changing
from positive in the linear term to negative in the quadratic term. GDP
of the importer and distance variables are significant in both models with
expected signs.

The positive sign of the importer standards is quite unexpected, though it
becomes negative after a certain high level of standards. One line of reason-
ing for this result may be as follows: Up to a particular level, India has
the potential to meet the standards due to the infrastructural improvements
that have been made. The Agricultural and Processed Food Products
Exports Development Authority (APEDA) and the NRC, Pune, are actively
engaged in export promotion activities.

These efforts, plausibly, help India to comply with fairly high standards,
and thus the country is in a position to increase exports to markets with high
standards. Indeed, India manages to export substantial quantities of grapes
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Table 9.2 Regression

. Variables Model A Model B
results for a cross-section
of 2004 at the Indian Importer standards 0.1137 1.0444**
level (1.50) (2.41)
Importer standards square - —0.0608**
(-2.18)
Importer GDP 0.8971*** 0.6114***
(4.30) (2.97)
Importer GDP per capita —0.3600 -
(—0.95)
Distance —2.5628** —3.1979***
(—2.62) (—4.69)
Constant 13.9968* 22.7256
(1.95) (3.61)
Adjusted R* 0.5670 0.6562
F-value 6.89 9.59
Prob > F 0.0028 0.0006

Notes: *** ** ‘and * show 1 percent, 5 percent, and 10 percent levels
of significance, respectively. The underlying regression did not show
significant heteroscedasticity. The number of observations in both
models A and Bis 19

Source: Authors’ calculations

to the EU countries that have incidentally also the highest standards.?® That
model B shows an inflection point might point to current capacity con-
straints acting upon India in achieving compliance of standards beyond
certain levels, which works out to be 8.6 times CODEX levels that would
result in a reduction of exports beyond this level.

9.6 SHELLED GROUNDNUTS

9.6.1 Wovld-Level Studies

At the world level, cross-sectional regressions for 1995 and 2003 are
reported. Equations used are similar to those that have been used for fresh
grapes. For the year 1995, in general, it turns out that the importer standards
have no role to play in explaining the export flows at the world level (as was
also the case for grapes). Only the exporter standards matter. Results are
presented in Table 9.3.

The exporter standards variable is significant at 5 percent, and with a
positive sign in model A. However, when the quadratic terms are also
introduced (model B), then the linear term results in a negative sign and
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Table 9.3 Regression
results for a cross section
of 1995 at the world level
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Independent variables

Importer standards
Exporter standards

Importer standards squared
Exporter standards squared

Exporter GDP

Importer GDP

Exporter GDP per capita
Importer GDP per capita
Exporter production
Importer production
Distance

Constant

Number of observations
Adjusted R?

F-value
Probability > F

Model A

0.004978
(0.62)
0.01618**
(2.04)

0.2270%*
(2.49)
0.3399%**
(4.15)
—0.3295%**
(—-3.02)
—0.1384
(~1.14)
0.0041***
(2.76)
—0.000086
(—0.07)
0.06613
(0.45)
0.4408
(0.17)

391

0.1258
7.24
0.0000

Model B

—0.3356***
(—3.18)

0.0034***
(3.36)
0.2598%**
(3.14)
0.3208%**
(5.27)
—0.1906*
(~1.78)

0.0039%**
(2.92)

—1.2437
(0.48)
409
0.1688
14.81
0.0000

Notes: *** ** ‘and * show 1 percent, 5 percent, and 10 percent levels
of significance, respectively. The underlying regression does not show

significant heteroscedasticity
Source: Authors’ calculations

the quadratic term with a positive sign, and both are highly significant
(at 1 percent level). That is, the relationship between exporter standards
and exports is a U-shaped curve, which is opposite to that in the case of
grapes. A plausible explanation of this phenomenon is as follows: Up to a
certain level of standards, the pass-through of the cost of complying with
the standards of shelled groundnuts to its price weighs over the benefits that
higher quality is expected to bring, thereby lowering exports. Beyond a
certain level of standards, high quality possibly begins to have a dominant
influence on demand, and consequently exports begin to rise. The turning
point, however, turns out to be very large at about 49 times CODEX levels.
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The data on standards reveal that very few countries have such high levels of
aflatoxin standards, and hence practically most countries feel only the
negative effects of the standards on exports. The other variables came out
significant with expected signs, showing the relevance of the model.

A similar analysis was conducted for the export figures from the year
2003 to test whether the situation had changed since the year 1995.

Qualitatively, the results for 2003 are on similar lines as in 1995 with
regard to all variables (Table 9.4).2* The clear message from analysis for 1995
and 2003 is that it is the exporter standard, at the world level that actually

Table 9.4 Regression

. Independent variables Model A Model B
results for a cross section
0f 2003 at the world level Importer standards 0.0650 -
(0.80)
Exporter standards —0.3252***  —0.5027***
(—3.87) (-3.21)
Importer standards squared  — -
Exporter standards squared  — 0.0177
(1.27)
Exporter GDP 0.4147*** 0.4070***
(6.81) (6.71)
Importer GDP 0.2431*** 0.2340***
(3.90) (4.91)
Exporter GDP per capita —0.4886***  —(0.4497***
(—4.77) (—4.23)
Importer GDP per capita —0.0959 -
(0.83)
Exporter production 0.0015 0.0013
(1.21) (1.05)
Importer production 0.0010 0.0010
(1.03) (1.19)
Distance —0.2677** —0.3427***
(—2.33) (—3.01)
Constant 1.8157 1.9687
(1.04) (1.16)
F-value 15.90 18.27
Probability > F 0.0000 0.0000
Adjusted R? 0.1921 0.1949
Number of observations 565 572

Notes: *** ** ‘and * show 1 percent, 5 percent, and 10 percent levels
of significance, respectively. The underlying regression does not show
significant heteroscedasticity
Source: Authors’ calculations
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matters for shelled groundnuts, and most countries face an adverse situation
in complying with higher standards. Importer standards do not matter.

9.6.2  India-Level Analysis

Panel data on aflatoxin standards was collected for a period of 9 years across
24 major trading partners for India’s groundnut exports.>> Hence, analysis
can be done in a panel data framework. An important advantage is that both
importer and exporter variables (GDP and GDP per capita) can be incor-
porated into the analysis.?®

In the panel data framework, the commonly used specifications are the
fixed effects and/or random effects models. A fundamental assumption in
these specifications is that the cross-sectional units are uncorrelated. How-
ever, correlations can be expected in a cross-country trade study like this. A
framework that allows for covariance between the cross-sectional units is the
covariance structures model (Greene 2002). Because this model is esti-
mated using the feasible generalized least squares techniques, they are easily
extended to allow for the presence of heteroscedasticity and autocorrelation
in the residual term [see (Greene 2002) for further details).

The final reported model is a covariance structure model corrected for
heteroscedasticity (auto-correlation not present). High collinearity between
India’s GDP and GDP per capita is another econometric issue that crops up
during estimation. To address this, the GDP variable is dropped from the
regression.””

Table 9.5 reports the estimation results for this specification.”® The
results show that the importer standards variable is highly significant with
a negative sign, meaning that the standards of the importing country have
an adverse effect on Indian exports. That is, in the case of Indian exports of
groundnuts, importer standards do indeed act as trade barriers. This result
proves the hypothesis that lbigh importer standards do vestrict Indian exports of
shelled groundnuts in the margin. All the regular variables of the gravity
model are significant with the expected signs.

Finally, we discuss briefly the results from our GTAP model exercise. We
employ the coefficient estimate in the table below to capture the general
impact of standards on exports of vegetables and fruits from India. Overall,
India may gain about 8 million US$ in welfare due to the increase in exports
by about 60 million US$. We expect such gains to be higher with an
estimation of costs of standards using today’s data, since over the years,
the standards have become much more stringent than in the early 2000s.
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Table 9.5 Regression

. Variables Model A
results for panel analysis at
the Indian level Importer standards —.017695***
(—2.40)
Importer GDP 436481***
(8.76)
Importer GDP per capita —.772911%**
(—6.08)
India production .8629019**
(2.56)
India GDP per capita —2.407631***
(—3.12)
Distance —.9275723%**
(=3.32)
Constant 30.15782***
(5.36)
Log-likelihood —834.6003
Wald chi®(6) 122.96
Prob > chi® 0.0000

Number of observations 216 (24 countries x 9 years)

Notes: *** ** ‘and * show 1 percent, 5 percent, and 10 percent levels
of significance, respectively. The result shown in the above table has
been corrected for heteroscedasticity, after the regression was tested for
it and it showed a significant heteroscedasticity

Source: Authors’ calculations

9.7 CONCLUSIONS AND PoOLICY SUGGESTIONS

This chapter studied the impact of food safety measures that are part of
sanitary and phytosanitary measures (SPSM) on trade flows. Findings for
individual commodities, fresh grapes, and shelled groundnuts reflect that at
the world level, importer standards bear no significant impact on exports.
Rather, it is the exporter standards that matter. However, in an India-
specific analysis, importer standards did turn out to be significant. but the
direction of the relationship varied with the commodities.

An implication of this is that generalizations across commodities are not
valid and that the analysis has to be carried out at the commodity-level. In the
case of fresh grapes, results show an inverted U-shaped relationship of exports
with exporter standards at a world level and again an inverted U-shaped
relationship with importer standards at an India level. In the case of shelled
groundnuts, the relationship is clearer with a U-shaped relationship with
exporter standards and a negative relationship with importer standards.
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The policy implications of these findings are as follows:

For fresh grapes, developing countries such as India need to increase
their standards well beyond the CODEX level to capitalize on the benefits
of higher standards. But beyond a particular level, the negative impact of
standards begins to show. The inflection point is where the competitive
advantage that compliance with high standards offer is outweighed by
reduced price competitiveness due to increased costs of compliance. This
point comes at about 20 times the CODEX level. For groundnuts, however,
higher standards are shown to restrict exports despite all the positive effects
that the implementation of standards can have on exports. This strengthens
the case of developing countries like India for raising their concerns on the
trade restrictive effects of standards pertaining to this commodity.

A few broad results also emerge from the above commodity-specific
findings. First, the relationship between standards and trade flows is indeed
nonlinear in several cases. And second, the gravity trade model in general
holds up well for explaining trade flows at the commodity level, and the
incorporation of commodity output levels in the trading countries improves
its performance.

Our CGE analysis suggests that India stands to gain a lot (at least
60 million $US in terms of increased exports of vegetables and fruits, if
not more) if the implicit trade restrictiveness of SPS standards is addressed
by negotiations and by going through the dispute settlement mechanism of
the WTO, arguing against unfair imposition of such standards in cases
where they are not justifiable.

NoOTES

1. SPSM are designed to protect human and animal life or health (sanitary) and
plant life or health (phytosanitary).

2. http://www.wto.org/english /news_e /archive_e/sps_arc_e.htm

3. http://www.wto.org/english /tratop_e/sps_e/sps_e.htm — See the dis-
putes search segment.

4. Details can be seen on the WTO website http://www.wto.org/English/
Tratop_E /dispu_e /dispu_status_c.htm#134 as dispute number DS58.

5. India raised its concerns, arguing that an alert raised by one country would
result in the loss of exports to other EU countries also, as well as several
consequent consignment checks which can also be trade restrictive. For
details, please see www.indiainthewto.wordpress.com/category /sps-issues,/

6. Sustained administrative and structural reforms pertaining to the fishery
supply chain were carried out to meet the stringent food safety norms set
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by the EU. This resulted in Kenyan exporters not only reinstating their access
in EU markets (after the 1997 restrictions) but also being better able to
compete in other markets such as Australia, Japan, and the United States
(Henson and Mitullah 2004).

. The gravity trade model is based on the basic gravity model that comes from

Newton’s universal law of gravitation, which states that the gravitational
force between two bodies is directly proportional to the masses of the bodies
and inversely proportional to the distance between them.

. For more on the theoretical foundations of the gravity model, see (Anderson

1979) and (Bergstrand 1989).

. This may be justified because agricultural output, being typically fraught with

several uncertainties, may not be export-led (as may be the case with
manufacturing goods). Also, actual exports (especially from developing coun-
tries) would be constrained by output levels even if the export demand was
much higher. Hence, we choose to regress exports on output, and interpret
output as a determinant of the supply capacity of the exporting country.

O; captures the output in exporting country; the higher the output, the
higher can it export and hence f; is expected to have a positive coefficient.
O; stands for output in the importing country. Here, it is vice versa. The
higher the output, the lower will the country jimport from country 2. So, the
coefficient fg is expected to be negative.

Fresh grapes accounted for 28 percent (averaged over 1995-1996 to
2003-2004. Source: APEDA, 2003-2004) of the fresh fruits category,
which is arguably the most SPS-sensitive category among Indian agricultural
and allied exports. This figure rose to 39 percent (averaged over 2004-2005
to 2006-2007. Source: APEDA, 2008-2009). The fact that fresh grapes
have a high export potential has been acknowledged by the Agricultural and
Processed Foods Export Development Authority (APEDA 2006).

Shelled groundnuts accounted for 20 percent (averaged over 1995-1996 to
2003-2004. Source: APEDA, 2003-2004) of the “Others including
processed food” category of Indian agricultural and allied exports, which
by itselfis an important and highly SPS-sensitive category (RBI 2006). This
figure has risen to 22 percent (averaged over 2004-2005 to 2006-2007.
Source: APEDA, 2008-2009).

Tables of calculated stringency codes for different countries can be referred to
in the M.Phil. thesis by M. Pratima entitled “Assessment of Impact of Food-
Safety Measures on Trade: With Emphasis on India” submitted to Indira
Gandhi Institute of Development Research, Mumbai, on September 2007.
The standard for grapes was decided after discussions with specialists like the
Director and Senior Scientist in the National Research Centre for Grapes,
Pune, and the Director, APEDA, New Delhi. In India, more than 45 pesti-
cides are used in grapes cultivation (NRC Referral Report on recommended
pesticides for grapes). This is in light of the fact that grapes are a tropical fruit
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requiring substantial quantities of pesticides which are applied directly over
fruits and vines, hence raising the chances of residues on them.

The data have been collected as a six-digit ITC (HS) classification. The codes
for the chosen commodities are as follows: Grapes, fresh (080610), and
groundnuts, not roasted /otherwise cooked, shelled (120220).

However, the source does not provide information about the changes in the
standards; due to this limitation of standards data, the standards
(downloaded in March 2006) have been assumed to pertain to the year
2004, the latest year for which the trade data was available, and only cross-
sectional analysis for 2004 was conducted.

Though data on MRL is available for 98 pesticides on the website, there are
only 33 pesticides for which CODEX standards are also available, and hence
only these are finally considered for construction of the stringency code.
Values for aflatoxin B1 are found to be roughly half of the values specified for
all aflatoxins (i.e., B1, B2, G1, and G2); thereby, for countries where a
separate limit of aflatoxin B1 is not specified, simply the total value is halved.
For CODEX, the limit for Aflatoxin B1 is taken to be 7.5 ppb (half of the
total limit of 15 ppb).

At the world level (a) separate cross-sectional regressions are estimated for these
two years, and (b) fixed-effects and random-effects models were estimated by
pooling the data for these two years. The latter set of regression, however, did
not yield any meaningful results. Only results of the former are reported.

The threshold level worked out by equating the first derivative of In Y with
respect to the exporter standard to zero, keeping all other factors constant,
comes out to be approximately 20.1. The high value of the turning point may
be due to the presence of EU countries in the sample, which export a major
chunk of grapes despite maintaining incidentally the highest level of standards.
Exporter GDP per capita turns out to be highly significant, with a negative
sign. A higher GDP per capita indicates higher purchasing power of the
population; as a result, the domestic consumption of high quality fresh
grapes goes up, and hence exports fall. The exporter production is highly
significant, with the expected positive sign, which can be interpreted as
meaning that the higher is the supply of the commodity, the higher are the
exports. The importer production does not turn out to be significant;
however, it has a negative sign, which is in line with the logic.

Models A and B are variants of Egs. (9.2) and (9.3), respectively adjusted to
be representative of a single exporter country, that is, India.

In 2004, 38 percent of Indian exports were to the EU, thus clearly
supporting the regression results.

It must be noted here that the results of years 1995 and 2003 are strictly not
comparable because the number of exporters and importers differ between
these two years.
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25. The countries are United Kingdom, United Arab Emirates, the Netherlands,
Belgium, Luxembourg, Saudi Arabia, Kuwait, Germany, Sri Lanka, France,
United States, Malaysia, Mauritius, Canada, Spain, South Africa, Poland,
Turkey, Egypt, Japan, Nepal, Singapore, Indonesia, the Russian Federation,
and Ukraine.

26. While importing standards are introduced, Indian (exporter) standards can-
not be introduced because they do not fulfil the statistical requirement of
variability over time.

27. The explicit use of output of the commodity in the exporting country as an
explanatory variable makes up for the loss of the GDP variable.

28. The corresponding model B with a quadratic term of importer standards did
not yield meaningful results and hence is not reported.
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CHAPTER 10

Gains from the India—~GCC Free
Trade Agreement: A General
Equilibrium Analysis

Nitin Arvora and Pouria Mohajeri

10.1 INTRODUCTION

India and the Gulf Cooperation Council (GCC) are partners in various
trading arrangements around the world. Until now, India has been party to
37 such trading arrangements, out of which 9 have been proposed but not
acted on, 4 have been signed but not enacted, 11 have had negotiations
launched, and 13 have been signed and put into effect.

The GCC group is the latecomer in adopting the policies of regional
trade agreements. Currently, it is a party to 9 such trading arrangements, of
which 1 is proposed but not acted on, 5 have had negotiations launched,
2 are signed but not enacted, and 1 has been signed and put into effect.

Figure 10.1 presents the engagements of both parties with other regions
in the world through the policy of regional trade agreements (RTAs) of the
World Trade Organization (WTO). The table included in the figure shows
the number of trade agreements through which both are linked with other
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Singapore

Fig. 10.1 List of free trade partners of India and the GCC (Source: The pattern of
figures adapted from Arora et al. 2015)

regions of the world. The first column shows the corresponding partner
region with which both states /parties are linked through a trade agreement.

It is worth mentioning that any trade agreement between countries
passes through four stages before its implementation. An agreement is firstly
proposed (PA) by the policymakers of member countries after which the
extent of the proposed agreement is linked to via joint study groups.
Subsequently, the agreement is officially signed (SO) by the member coun-
tries. After they offer approval, negotiations (NL) are held on the items to
be included in positive and negative lists as per the trade agreement. Finally,
after the successful negotiations and consensus, an agreement is signed and
brought into effect (SE).

Table 10.1 and Fig. 10.1 present a statewide number of trade agreements
through which both countries are linked with other major regions of the
world. They have also signed a free trade agreement with each other. The
Framework Agreement on Economic Cooperation between India and
the GCC was signed on August 25, 2004. As per the agreement, both parties
shall consider ways and means for extending and liberalizing trade relations.

The GCC as a collective entity has tremendous geographical and eco-
nomic significance for India. The Gulf countries constitutes the “immedi-
ate” neighborhood of India separated only by the Arabian Sea. India,
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Table 10.1 List of free

- . Reg Indi GCC
trade partners of India gron e
and the GCC SE NL SO PA SE NL SO PA
Australia v v
Japan v v
Korea v v
China v v
New Zealand v v
Malaysia v v
Singapore v v

SE signed and effective, NL negotiation level, SO officially signed, PA
proposed agreement

therefore, has a vital stake in the stability, security, and economic well-being
of the Gulf nations. As a group, the GCC has increasingly determined the
economic, political, and security policies of its member states. The GCC
countries are moving ahead rapidly with their economic integration efforts.
The GCC has emerged as a major trading partner for India. It has vast
potential as India’s investment partner for the future. The GCC’s substan-
tial oil and gas reserves hold vital importance for India’s energy needs. The
GCC countries are collectively host to a large Indian expatriate community.
In short, the GCC offers tremendous potential for cooperation in trade,
investment, energy supply, manpower, and so on.

In this chapter, we study the impact of trade liberalization between India
and the GCC using the GTAP model framework. For this purpose, the entire
study has been divided into six sections including the present introductory
one. Section 2 presents the economic and commercial relations between
India and GCC countries. In Sect. 3, simulation scenarios and data aggrega-
tions have been defined. In Sect. 4, implications of tarift reforms in the GTAP
model have been discussed in brief. Section 4 presents the simulation results
of the GTAP model, and the final section concludes the study.

10.2 Ecoxomic AND COMMERCIAL RELATIONS OF INDIA
AND THE GCC
10.2.1 Twrade Profile

India enjoys longstanding ties with GCC states. It has increased imports of
oil and gas from the GCC. Its trade and investment opportunities have been
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growing. There is a presence of approximately 6.5 million Indian workers in
the region. All these factors are of vital interest to India. India’s economic
linkages with the GCC have increased steadily, especially due to growth in
oil imports. These linkages continue to make steady progress to date.
During 2013-2014, India’s exports to the GCC were US$ 48,221 billion.
The bilateral two-way trade during the period was US$ 147,615 billion, and
it has been growing at a steady pace. India’s trade with the GCC states
during the years 2010-2011, 2011-2012, 2012-2013 and 2013-2014 are
given in Table 10.2. Further, Table 10.3 shows the trend of India-GCC
trade over the past five years. This table shows that India’s trade balance
with the GCC is highly negative, to the tune of US$ 51,172.69 million in
the year 2013-2014.

In terms of total trade figures, the GCC is the largest trading partner of
India and also has a share of 19.31% in total trade with India. The major
items of Indian exports and imports to the GCC are the main commodities
of Indian exports to the GCC including commodities with HS code
27 (mineral fuels; mineral oils and products of their distillation; bituminous
substances; mineral waxes), commodities of HS code 71 (natural or cul-
tured pearls, precious or semiprecious stones, premetals clad with premetal
and articles thereof; imitation jewelry; coins), and products of HS code
10 (cereals); Similarly, products in categories 27 and 71 have a major
share in Indian imports from PGC.

10.2.2  Tariff Profile of India and GCC

The tariff profile of a region provides the level of protection of that region
over the traded products. A country’s level of protection is determined by its
own tarifts and nontariff barriers imposed on imports from partner coun-
tries. It is calculated by evaluating the annual average tariff rate over all the
products. A higher level of protection from member countries is associated
with significant trade creation and trade diversion effects.

Table 10.4 illustrates various indicators of the level of protection from all
partner countries in the world. It shows that India’s level of protection
relative to the GCC is much higher. If the level of trade between the
member countries is very high, then the gains associated with the policy of
regional trade agreements are highly dependent upon the level of protection
of the member countries. A higher level of initial protection or barriers (i.c.,
initial tariff rate and nontariff barriers) would lead to larger gains afterwards.
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Table 10.3 India’s balance of trade with the GCC US$ Million

Year Exports Imports Total trade India’s total  Trade balance
(X) (M) (X+M) trade (X—-M)

2009-2010  30,479.97  53,497.43 83,977 .40 467,124.31 —23017.46
(17.05) (18.55) (17.98)

20102011  42,476.50 7491527 117,391.77  619,584.68 —32,438.77
(17.00) (20.26) (18.95)

20112012 45,360.29  102,181.93  147,542.22  795,283.41 —56,821.
(14.83) (20.88) (18.55)

2012-2013  51,053.65 108,092.06 159,145.71  791,137.23 —57,038.41
(17.00) (22.03) (20.12)

2013-2014  48,221.20  99,393.89 147,615.09  764,605.09 —51,172.69
(15.34) (22.61) (19.31)

Note: Figures in parentheses are the percentage of India’s total exports, imports, and total trade, respectively
Source: Export-Import Databank, Ministry of Commerce and Industry, India

10.2.3 Comparative Advantage Statistics for India and the GCC

Vast differences in comparative advantage over products are beneficial for
member countries to be in a trade agreement. The present study calculates
bilateral Revealed Comparative Advantage (RCA) productwide to show the
comparative advantage of both the countries (see Table 10.5). It may be
noticed that India enjoys the highest comparative advantage in processed
rice followed by plant-based fibers. However, the GCC’s highest compar-
ative advantage is observed in oil products, where the observed difference
between the Indian comparative advantage index and that of the GCC is
very high. The value of the comparative advantage index for India in oil
production is zero and that of the GCC is 94.17.

Further, the second highest RCA value for GCC partners is observed for
petroleum and coal products, with a value of 5.85. The third most impor-
tant product in the GCC’s trade basket is gas with an RCA value of 2.06.
From Table 10.5, it is evident that for the GCC, a few products have an
RCA above unity, while India has a number of products with values above
unity in the same index. Thus, India has a huge potential to enhance trade
relations with the GCC and the partner can offer oil, petroleum, coal
products, and gas to purchase the products for which India enjoys a relative
comparative advantage. In the same way, both partners may explore the
gains of international trade.
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Table 10.4 Indicators of level of protection

India

Indicator/year 2009 2010 @ 2011 2012 2013
AVE MEN applied tarift (%) 12.9 13 12.6 13.7 13.5
(Simple average at HS-6 digit subheadings)

Non-AV MEN applied duties (%) 52 52 5.0 49 49
(Share of HS-6 digit subheadings)

Maximum duty (%) 246 170 315 150 150
(Ad valorem duty)

Duty-free tarift lines (%) 2.8 2.8 35 3.0 29
(Share of duty-free HS-6 digit subheadings)

Duty > 15 (%) 17.1 16.6 16.5 19.6 19.0
(Share of HS-6 digit subheadings)

Number of MEN applied tariff lines 11,360 11,359 11,377 11477 11471
(Country-specific)

GCC(average)

AVE MEFN applied tariff (%) 5.1 5.0 5.0 4.8 47
(Simple average at HS-6 digit subheadings)

Non-AV MEN applied duties (%) 0.8 0.8 1.0 1.25 1.4
(Share of HS-6 digit subheadings)

Maximum duty (%) 195 186 170 200 200
(Ad valorem duty)

Duty-free tarift lines (%) 8.9 8.9 9.2 10.3 10.3
(Share of duty-free HS-6 digit subheadings)

Duty > 15 (%) 0.5 0.5 0.4 0.3 0.2
(Share of HS-6 digit subheadings)

Number of MEN applied tariff lines 7104 7103 7117 7041 7288

(Country-specific)

Notes: AVE Ad valorem equivalent, MFN most-favored nation, Noz-AV non ad valorem
Source: World Tariff Profiles, 2010-2014

10.2.4 Trade Intensity Index for India and the GCC

Further, calculation of the trade intensity index in Table 10.6 is used to
measure the country’s export competitiveness in a particular market. This
helps to shed light on the issue of the extent of domestic substitution in
production by partner countries. The index explains the role of any coun-
try/region in another country’s trade. The comparison of Table 10.6 with
Table 10.5 produces interesting evidence; it may be inferred from compar-
ison of the two that the TII is high for the products in which the nation
gain’s comparative advantage, and vice versa. For food products, the trade
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Table 10.5 RCA index value for the year 2013

Index value

GTAP Description Indin
code

01 Paddy rice 2.15
02 Wheat 1.25

03 Cereal grains n.e.c.  1.48
04 Vegetables, fruit, 1.00

nuts
05 Oil seeds 0.77
06 Sugar cane, sugar 0.00
beet
07 Plant-based fibers  13.07
08 Crops n.e.c. 2.20
09 Cattle, sheep, 0.04

goats, horses
10 Animal products 0.21

11 Raw milk -

12 Wool, silk-worm 0.00

cocoons
13 Forestry 0.61
14 Fishing 1.40
15 Coal 0.07
16 Oil 0.00
17 Gas 0.01
18 Minerals n.e.c. 0.99

19 Meat: cattle, sheep, 3.86
goat, horse

20 Meat products 0.06
n.e.c.

21 Vegetable oils and  1.70
fats

22 Dairy products 0.37

Source: Author’s calculations

GCC

0.02
0.00
0.00
0.05

0.00

0.00
0.03
0.00

0.51

0.00
0.01
0.12
0.00
94.17
2.06
0.12
0.00
0.09
0.13

0.27

GTAP
code

23
24
25
26

27
28

29
30
31
32
33
34
35
36
37
38
39
40
41
42
43

44

Description

Processed rice
Sugar

Food products
Beverages, tobacco
products

Textiles

Wearing apparel

Leather products
Wood products
Paper products,
publishing
Petroleum, coal
products
Chemical, rubber,
plastic products
Mineral products
n.e.c.

Ferrous metals
Metals n.c.c.
Metal products
Motor vehicles and
parts

Transport equip-
ment n.e.c.
Electronic
equipment
Machinery, equip-
ment n.e.c.

Manufacturers n.e.c.

Electricity

Gas manufacture,
distribution

Index value

Indin

17.21
1.56
1.18
0.24

2.76
2.16

1.31
0.20
0.28
324
0.97
0.77
1.32
0.73
1.01
0.42
1.17
0.17
0.36
6.00
0.00

0.03

GCC

0.00
0.21
1.42
0.01

0.08
0.00

0.01
0.02
0.11
5.85
1.14
0.01
0.28
0.13
0.05
0.06
0.00
0.00
0.03

0.01
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Table 10.6 Trade intensity index for India and the GCC for the other’s market
access in the year 2013

Index value Index value

GTAP Description Indin GCC GTAP Description Indin GCC
code code
01 Paddy rice 46.65 - 23 Processed rice 712 -
02 Wheat 57,974.74 - 24 Sugar 417 -
03 Cereal grains 1.87 - 25  Food products 576 0.00
n.e.c.
04 Vegetables, 11.64 1.07 26  Beverage, 24.33 0.33
fruit, nuts tobacco
products
05 Oll seeds 3.00 - 27 Textiles 375 0.16
06 Sugar cane, - - 28  Wearing apparel  5.76  0.01
sugar beet
07 Plant-based 1.47 - 29  Leather 3.34 17.29
fibers products
08 Crops n.e.c. 4.16 0.02 30  Wood products 375 051
09 Cattle, sheep,  0.02 - 31  Paper products, 1097 5.38
goats, horses publishing
10 Animal 11.43 0.12 32 DPetroleum, coal 15.37 0.02
products products
11 Raw milk - - 33  Chemical, rub- 691 195
ber, plastic
products
12 Wool, silk- 8.25 84,255.14 34  Mineral products  5.06 20.56
WOrm cocoons n.e.c.
13 Forestry 17.52 0.02 35  Ferrous metals 445 144
14 Fishing 65.22 0.00 36  Metalsn.e.c. 9.02 12.28
15 Coal 32.94 - 37  Metal products  11.84 0.45
16 Oil - 4092.18 38  Motor vehicles 2.05 021
and parts
17 Gas - 1272.85 39 Transport 623 -
equipment n.c.c.
18 Minerals n.e.c. 4.75 2.32 40  Electronic 11.27  0.02
equipment
19 Meat: cattle, 11.47 2.52 41  Machinery, 6.79 046

sheep, goat,
horse

equipment n.e.c.

(continued)
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Table 10.6 (continued)

Index value Index value
GTAP Description Indin GCC GTAP Description Indin GCC
code code
20 Meat products  2.30 - 42 Manufacturersn.  4.37  0.53
n.e.c. e.c.
21 Vegetable oils  2.47 0.14 43 Electricity - -
and fats
22 Dairy products  14.08 0.04 44  Gas manufac- - -

ture, distribution

Note: Trade intensity index has been calculated for each market
Source: Author’s calculations

intensity of India is very high, while for oil and gas products, the trade
intensity of the GCC is high enough.

10.3 CONSTRUCTION OF SIMULATION SCENARIOS AND DATA
AGGREGATIONS

10.3.1 Simulation Scenavios

Table 10.7 provides data on the tariff reduction for the GCC and India in
the two models taken for consideration. In model I, both the regions have
to levy the same tariff rate on all the sectors. India charges more in all sectors
so it needs to cut more on the tariffs to bring the duty to a level equal to the
GCC region’s duty. The proposed reduction for both regions is reported in
the table under the column for model I. In model 11, both regions need to
cut the tarift duties to a zero level. Again, it is observed that India reduces
more compared to the GCC. From Table 10.7, it is observed that India
charges more tariffs in the sector of processed foods by 58.67% and in sector
HS-10 it charges less duty by 2.3%.

10.3.2 Data Aggregations

In both of the above models, 19 regions—namely, India, the GCC, China,
Japan, the Republic of Korea, New Zealand, Malaysia, Singapore, Australia,
the Rest of Oceana, the Rest of East Asia, the Rest of Southeast Asia, the
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Table 10.7 Reduction in tariff values by India and the GCC

Commodity Level duty Zero duty

Model 1 Model 1T

GCC India GCC Indin
HS-27 0 —6.5015 —4.1612 —10.6627
HS-71 0 —11.9444 —3.0577 —15.0021
HS-10 0 —2.3114 —0.0051 —2.3165
HS-85 0 —10.9196 —0.2897 —11.2093
HS-84 0 —10.0171 —4.8115 —14.8286
HS-63 0 —10.1097 —4.9998 —15.1095
HS-62 0 —9.8517 —5.0000 —14.8517
Grains 0 —26.8952 —2.5362 —29.4314
Meat and live stock 0 —2.7372 —3.6266 —6.3588
Extraction 0 —4.7698 —4.9523 —9.7221
Processed food 0 —45.6701 —13.0256 —58.6957
Light manufacture 0 —9.4320 —4.5189 —13.9509
Heavy manufacture 0 —10.1700 —4.6997 —14.8697
Utility and consumption 0 0 0 0
Other services 0 0 0 0

Source: Author’s calculations

Rest of South Asia, North America, Latin America, European Union-25,
the Middle East and North Africa, Sub-Saharan Africa, and the Rest of
World—have been taken into consideration in details furnished in
Table 10.8. These regions include all the countries of the world to see the
impact of the FTA between India and the GCC countries.

In addition, 15 commodity groups have also been created to portray the
impact of the FTA on commodity trading. The groups in these models
cover all goods and services used in the GTAP-8 model. However, these
15 groups—namely, HS-27, HS-71, HS-10, HS-85, HS-84, HS-63,
HS-62, Grains Crops, Meat and livestock, Extraction, Processed food,
Light Manufacture, Heavy Manufacture, Utility and Consumption
Goods, and Other Services—are categorized on the basis of their share in
India’s trade with the GCC countries. In Table 10.9, the commodity
groups with the prefix HS have been created for those commodities that
have the highest shares in India-GCC trade.
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Table 10.8 Region’s aggregations

S.N.  Region

e s

India
China
Japan
Korea,
Rep. of
GCC

Rest of
East Asia

Rest of
Southeast
Asia

Sub-Saha-
ran Africa

Description (countries)

India
China
Japan
Korea, Rep. of

United Arab Emirates,
Saudi Arabia, Qatar,
Kuwait, Oman, Bahrain
Hong Kong, Taiwan,
Mongolia, Rest of East
Asia

Cambodia, Indonesia,
Laos PDR, the
Philippines, Thailand,
Rest of Southeast Asia
Benin, Burkina Faso,
Cameroon, Cote
d’Ivoire, Ghana,
Guinea, Nigeria,
Senegal, Togo, Rest of
Western Africa, Central
Africa, South Central
Africa, Ethiopia, Kenya,
Madagascar, Malawi,
Mauritius,
Mozambique, Rwanda,
Tanzania, Uganda,
Zambia, Zimbabwe,
Rest of Eastern Africa,
Botswana, Namibia,
South Africa, Rest of
South African Customs

S.N.

11.
12.
13.
14.

15.

16.

17.

18.

Region

New Zealand
Australia
Malaysia
Singapore

North
America

Middle East
and North
Africa

Rest of South
Asia

European
Union

Description

New Zealand
Australia
Malaysia
Singapore

Canada, United States,
Mexico, Rest of North
America

Rest of Western Asia,
Egypt, Morocco,
Tunisia, Rest of North
Aftrica

Bangladesh, Nepal,
Pakistan, Sri Lanka,
Rest of South Asia

Austria, Belgium,
Bulgaria, Cyprus,
Czech Republic,
Denmark, Estonia,
Finland, France,
Germany, Greece,
Hungary, Ireland,
Italy, Latvia, Lithuania,
Luxembourg, Malta,
Netherlands, Poland,
Portugal, Romania,
Slovakia, Slovenia,
Spain, Sweden, United
Kingdom

(continued)
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Table 10.8 (continued)

S.N.  Region Description (countries) S.N.  Region Description
9. Latin Argentine, Bolivia, 19.  Restof Iran, Switzerland,
America  Brazil, Chile, Colombia, World Norway, Albania,
Ecuador, Paraguay, Bulgaria, Belarus,
Peru, Uruguay, Croatia, Russian
Venezuela, Rest of South Federation, Ukraine,
America, Costa Rica, Rest of Eastern Europe,
Guatemala, Honduras, Rest of Europe,
Nicaragua, Panama, El Kazakhstan,
Salvador, Rest of Central Kyrgyzstan, Rest of
America, Caribbean Former Soviet Union,
10.  Restof Rest of Oceana Armenia, Azerbaijan,
Oceana Georgia, Israel, Turkey,
Rest of the World

Notes: SSA Sub-Saharan Africa, EU European Union countries, EFT'A European free trade association
Source: Authors’ elaboration from GTAP-8 database

10.4 IMrLICATIONS OF TARIFE REFORMS

10.4.1 Trade Effects

With the formation of a free trade agreement, prices of imported goods
from countries in the free trade area will decrease due to the reduction in
tariffs on the imports. This will permit countries entering into an FTA to
shift from expensive imports from the outside world to purchase cheaper
imports from within the circle of member nations, thereby resulting in trade
creation among them. Thus, a change in trade policy (e.g., tariff liberaliza-
tion) affects not only the price index/level of the composite goods, but also
the relative prices of other goods/products. Any trade policy shock will also
have an effect on the entire trade flow (i.e., Imports from different
countries).

Trade diversion results when shifting imports from a country selling at a
high price to a country with a comparative advantage in the traded com-
modity (in this case commodity g4) to a country that is less efficient in
producing the goods in question. This shift takes place due to the formation
ofa trade bloc. Trade diversion in our example is neutral because an increase
in imports from the partner countries is balanced by reduction in the
imports from all the other countries. The net effect is a reallocation of the
market share among the exporting countries with the overall imported
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Table 10.9 Sector description of the GTAP

S.N.

1.

AN

N

10.
11.

12.

13.

14.

15.

Name of group

HS-27

HS-71
HS-10
HS-85
HS-84

HS-63
HS-62
Grains

Meat and
livestock

Extraction
Processed food

Light
manufacture
Heavy
manufacture
Utility and
consumer
Other services

Group description

Coal (15); oil (16); gas (17); minerals n.c.c. (18); petroleum and
coal products (32); chemical, rubber, plastic products (33)
Fishing (14 ), metals n.c.c. (36), manufactures n.c.c. (42)

Wheat (2), cereals and grains n.e.c., (3), processed rice (23)
Transport equipment n.e.c. (39)

Metal products (37), motor vehicles and parts (38), machinery and
equipment n.c.c. (41)

Textiles (27)

Wearing apparel (28)

Paddy rice (1); vegetables. fruits, nuts (4); oil seeds (5); sugar cane,
sugar beet (6); plant-based fiber; (7), crops n.e.c. (8)

Cattle, sheep, goats, horses (9); animal products n.e.c. (10); raw
milk (11); wool, silkworm cocoons (12); meat: cattle, sheep, goat,
horse (19); meat products n.c.c. (20)

Forestry (13)

Vegetable oils and fats (21), dairy products (22), sugar (24), food
products n.e.c. (25), beverages and tobacco products (26)
Leather products (29), wood products (30), paper products and
publishing (31)

Mineral products n.e.c. (34), ferrous metals (35), electronic
equipment (40)

Electricity (43), gas manufacture-distribution (44)

Water (45), construction (46), trade (47), transport n.e.c. (48), sea
transport (49), air transport (50), communication (51), financial
services n.e.c. (52), insurance (53), business services n.e.c. (54),
recreation and other services (55), PubAdmin/defense /health/
education (56), dwellings (57)

Notes: SSA Sub-Saharan Africa, EU 25 European Union with 25 countries, EFTA European free trade
association
Source: Authors’ elaboration from GTAP-8 database

quantity not changing. As per the main concepts of trade creation and trade
diversion given by Viner, the above concepts are very difficult to test
because calculation of the costs of production of various tradable commod-
ities in different countries is complex. Also, Viner’s analysis is in the nature
of a partial equilibrium, which does not explain how the welfare can be
calculated in the case of a multigood trading world.
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In most studies, the concepts of trade creation and trade diversion are
generally used in the sense of an increase in trade from a member country
and a shift of trade from a nonmember to a member country. In view of the
foregoing, instead of using the terms “trade creation” and “trade diver-
sion,” we use the terms trade “generation” and “shifting” which can be
calculated in the GTAP model by using the following equations:

VIWS(i,r,s) = pcif (i, r, s) * qxs(i, r, s) (10.1)
VXWD(i,r,s) = pfob(i,r,s) * qxs(i,r,s) (10.2)
gxs (i,r,s) = qim(i,s) — op (i) x [pms(i,r,s) — pim(i, s)] (10.3)

where VIWS (i, 7, s) is the value of imports of 7 from 7 to s valued CIF
tradable only; VXWD (i, 7, s) are the exports of 7 from 7 to s valued FOB
(tradable only); PCIFis the CIF world price of commodity ¢ supplied from
7 to s, PFOB is the FOB world price of a commodity supplied from 7 to s
QXS is the quantity of exports of product 7 from 7 to s. The variables in
lowercase letters are the percentage counterparts of the original level vari-
ables as defined above. To calculate the changes in imports and exports in a
post-simulation environment, one can simply subtract the new value of
imports from the existing value of imports in the base data. Similarly,
changes in the values of exports can be calculated.

10.4.2 Welfare Effect

In the GTAP model, measurement of economic welfare depends on a
household’s own consumption expenditure, government consumption
expenditure (government spending on public goods and services), and the
net national savings that will benefit future consumption. Any distortion in
the model has an effect on these variables and thus affects the economic
welfare of a region. Estimation of the GTAP model provides the regional
equivalent variation (EV) measure in monetary terms, which represents the
welfare effect in this model.

From a household point of view, the GTAP model measures the cost to
the household of the same bundle of goods, before and after a given policy
shock. In other words, it is the difference between the expenditure required
to obtain the new level of utility at initial prices and the initial expenditure.
The regional household utility level depends on the per capita household
consumption, per capita government expenditure, and per capita savings.
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Any change in this aggregate utility level provides the welfare effect of this
model.

In other words, welfare change in the GTAP model is measured by a
change in the aggregate utility, due to any distortion, specified over per
capita private houschold consumption, per capita government expenditure,
and per capita savings. The calculation of EV provides the value of the same
percentage change in the level of utility in terms of money value. Let us
consider two policy options, the existing one with prices ° and income 7:°
and a policy shock with price p' and income m'; then the equivalent
variation can be expressed as:

EV =u(pp',m') —u(p’;p°,m°) = u(p’;p',m') — m° (10.4)

where p (g; p, m), called the money metric indirect utility function, measures
how much income the consumer would need at price g to be as well oft as he
or she would by facing price p and having income m. McDougall (2001)
obtained the EV associated with a perturbation to the GTAP model (see
Chap. 8 for details on GTAP methodology and welfare effect).

10.4.3 Terms of Trade Effect

Terms of trade in a region are defined as the ratio of the price index received
for tradable goods produced in region » (PSW) compared to the price index
paid for tradable goods used in the same region (PDW). This measure in the
GTAP model includes the sales of net investments to the global bank and
purchases of savings from the global bank. Equation (10.5) shows the
percentage change in terms of trade (tot) as the difference between per-
centage change in PSWand PDW.

tot(r) = psw(r) — pdw(r) (10.5)

Further, the trade balance of any region is defined as the difference
between exports and imports. The variable defined in Eq. (10.6) is the
change in the trade balance, which represents changes in the current
accounts of each region:
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VXWREG(r)] ,
100 } vxwreg(r)

_ [VIWREG(r)
100

DTBAL(r) = [
] *viwreg (r) (10.6)

where VXWREG is the value of exports from region 7 evaluated at fob prices
and VIWREG is the value of imports in region 7 evaluated at CIF prices;
vxwreg and viwreg are the percentage changes in the actual variables.

10.5 GTAP SimuraTiON RESULTS

In this section, the results of changes in imports and exports, welfare, and
terms of trade have been compared for both models. By looking at EV for
India in Table 10.10, in FTA with the GCC, the value of EV is found to be
negative under the framework of both the level duty and zero duty models.
However, although India’s EV in model 11 is negative, the loss in model 11 is
less than expected under model I. However, for the GCC, a positive EV has
been observed under both models. A positive EV reflects the welfare gain
while the negative value indicates a welfare loss. We may conclude that
Indian welfare will deteriorate while the GCC countries’ welfare will
improve because of the India—~GCC trade agreement. The model IT of
zero duty must be preferred, under which the loss of India is less and the
gain of welfare for the GCC countries is higher.

Further, to analyze the causes of expected loss and gains to India and the
GCC countries, the components of EV have been reported in Table 10.10.
Among three components, namely, allocative efficiency gains, terms of trade
gains (current account), and investment saving (capital account) gains, the
latter two components are negative for India under model I. However,
under model I, terms of trade become unfavorable to India while favorable
to the GCC countries after the agreement becomes effective.

The product market efficiency will improve while the factor market
efficiency will remain stagnant for India. For the GCC countries, the
product market efficiency will improve while the factor market allocative
efficiency will deteriorate little bit. An improvement in the allocative effi-
ciency in the product market will signify that the products will be available in
both countries at cheaper rates while the factor prices will increase a little bit
in the GCC countries which will adversely affect the allocative efficiency of
these countries in the factor market.
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Table 10.10 Comparison of India FTA with PGC and GCC

Region Indin in FTA with GCC GCC in FTA with Indin
Model 1 Model 1T Model 1 Model 1T

Panel A: welfare gain

Equivalent variation —656.63 —413.54 2430.2 4036.85

Panel B: sources of welfare gain

(a) Allocative efficiency 180.4 145.02 169.32 178.56
(al) Product market 180.4 145.02 168.88 174.67
(a2) Factor market 0 0 —0.44 -3.89

(b) Terms of trade —811.02 —698.11 3133.63 5155.41

(c) Investment-saving —24.17 148.27 —872.13 -12.96.2

Source: Author’s calculations

In sum, the major cause of welfare loss to India under the India-GCC
agreement seems to be unfavorable /deteriorated terms of trade. To analyze
the causes of deterioration in terms of trade, we need to analyze the impact
of said trade agreement on India—~GCC imports and exports; unfavorable
terms of trade may be noticed either because of lower exports or higher
imports. In both models, India tends to import more from the GCC after
the trade agreement is in effect. Table 10.11 provides this change: the value
of Indian imports will rise on entering into the FTA with the GCC, as per
both models, and also in all sectors.

In model II, India’s total imports will increase more than in model I. The
expected increase of imports for India from the GCC in model I is US$
4577.89 million (i.e., US$ 235,426.53 million — US$ 230,848.11 million),
while in model IT it is US$ 9988.41 million (i.e., US$ 240,836.52 million —
US$ 230,848.11 million). However, for the GCC countries, the expected
increase in imports is US$ 1365.81 million under model I in comparison to
US$ 3718.66 million in model II. The highlight products in the Indian
import bill from the GCC group include HS-27 and Other Services. By
looking at the distribution of all products, the condition of India’s FTA with
the GCC following model II seems better as compared to model I.

From Table 10.12, it can be observed that Indian exports under the FTA
with the GCC will reach US$ 226,114.94 million under model I, while the
same figure will be US$ 231,188.58 million under model II when tariffs are
reduced to zero. Thus, in reducing duty to a zero level, the increase in
Indian exports to the GCC will be higher to a level of US$ 5073.64 million.



239

GAINS FROM THE INDIA-GCC FREE TRADE AGREEMENT: A GENERAL. ..

£S5 68¢°1€S
G'8S¥FLE
££°68¢€
§5'08€6
79°L81¢C
LL96TH
8L %1
6% 7%
£T°809
€679
¥T8TET
$0'5%96
98'¢¥TE
£0°S8T
86'655°0C
69'000°TF¥

11 1Yo

£9°009°4TS
L6'GE8°LE
9T'96¢
£€°6TC6
79°6¥1¢
66'1STH
9L %1
61'8¥%
TTTI9
60'199

€ LTeT
86'F¥L6
VA WAL
68981
S2'9/8°81
$8'L¥9°8F

177l

€T e61°Tes
15°645°8¢
8% L0¥
£'TC16
6S°601¢
€L°€96¢
SLF1
98'LS¥
6T’ 119
7889
86'SPET
87866
9'19T¢
STI61
88'8L1%1
€0'T8T LEF

y2045-2.4J

10079

75'9¢8°0%C
9/'S06'%9
8LT¢
$8'¢80F1
88°001S
$T6£9L
7681
PH9CH1
64 %809
T6'T816
6'€L6F1
eTIIT1C
T¥L61T
16'204T
T6'T6L LT
§'0£5°€9

11 PPON

£5°97F'seT
18°€84°59
1ree
ST'SOSCT
SOF0T1S
15'80€Z
S061
9T TSET
€0'9TT19
871906
TL916'F1
14 1%5°0¢
9¢°€00T
$9'¥ELT
£0°TCE9C
ST'ESF 09

1717l

11'8%8°0€C
66'720°99
68°C¢
9% L9T €T
8T01S
€8°¢0¢L
8161
$SLS€T
TEFCI9
¥2'8506
76'S88°F1
TT861°0T
S6'5861
TEETLT
6£'009°ST
€5 166°9S

y20¢5-2.4J

vipug

SUONENO[ED S IOYINY [22.4710§

[BI0L

SIIIAIDS IO
uonduwmsuod pue A
smadenuew AARdH
moeynuew 3ySry
POOJ PIssad01]
uondenxXyg

YD01S JAI] pUB JBIN
sureIn)

C9SH

€9SH

¥8SH

S8SH

0TISH

14SH

LTSH

(grpommor)

SUoLIny

12902 Ul ST YT 93 1y D)D) 31 pue eIpu] jo suodwit jJo anfea a3 ur safuey) [1°QT 9L



240 N.ARORA AND P. MOHAJERI

68'849°60S
G'8S¥FLE
££°68¢€
1e°€€/8
TFSsL61
9/ 668¢
eel
89°CT¥
LSS
/8619
6L L¥T1
S0'60CT6
£€9°050¢
S'091
60°2£€°0C
€0 LS9 1TH

11 1Yo

8% 0%6°S0S
L6'GE8°LE
9T'96¢
$6'£8S8
98'0%61
€L°0LLE
6T €T
L8'8T¥
8S°L1S
66'0£9
79°9%C1
LT'€0€6
110C1¢
€091
£€%'659°81
TLOVE6TF

177l

€0°97S°00S
15°645°8¢
8% L0¥
1S'78%8
£€5061
6'109¢
LTE1
LLLTH
€6'S1S
¥2'959
79°€9T1
L€°LTS6
10 120¢€
£9°691
$9'896°¢1
8T THG LTF

y2045-2.4J

10079

8S°881°1€C
9/'S06'%9
8LT¢
8/°9S6°C1
99//%
LTSH0L
99'9/1
FE0PET
SL'T6¥S
LS'ST1/8
$S'SE0FI
8'997°0C
80°9981
99'¥S€T
8FHES LT
G'889°65

11 PPON

$6'F11°9CC
18°€84°59
1ree
1T8eH CT
TF08L¥
SH 6£L9
6L LLT
$904T1
TH €TSS
£0°66S8
95°086°€T
10°0£9°6T
86'¢681
SO LLET
85'890°9C
78'818°9S

1717l

€€°0T8°1CC
66'720°99
68°C¢
T
S 6LLY
81°S€L9
86'8.1
€5°6/TT
10°1€SS
99'9658
$0CS6° €T
9T H0E 6T
18°2481
€5°/9¢C
£8°€S¢e°ST
70°065°€S

y20¢5-2.4J

vipug

SUONENO[ED S IOYINY [22.4710§

[BI0L

SIIIAIDS IO
uonduwmsuod pue A
smadenuew AARdH
moeynuew 3ySry
POOJ PIssad01]
uondenxXyg

YD01S JAI] pUB JBIN
sureIn)

¢9-SH

€9-SH

¥8-SH

S8-SH

01-SH

14-SH

LT-SH

(grpommor)

SUoLIny

1292 Ul ST Y I Ue 1a)ge D)D) 2 pue erpuy jo siiodur Jo anea a3 ut saduey)  ¢T°0T 2I9eL



GAINS FROM THE INDIA-GCC FREE TRADE AGREEMENT: A GENERAL... 241

Consequently, model II is a better choice for Indian planners to gain from
an India—GCC free trade agreement.

Further, if the gains in imports and exports are compared, the Indian
imports will increase at higher rate (US$ 9988.41 million) than its exports
(US$ 9368.25 million) and, therefore, will adversely affect the terms of
trade. In the case of the GCC countries, a gain in exports (US$ 9152.86
million) is higher than the gain in imports (US$ 3718.66 million), thus the
terms of trade will be positively affected for the GCC nations. Therefore, it
may be inferred that the unfavorable terms of trade between India and the
GCC nations after the trade agreement is in effect will be noticed because of
the higher growth of Indian imports than the growth rate of Indian exports
to the GCC nations. Consequently, the welfare loss will occur to India. The
converse argument is valid for the GCC nations to whom the welfare gain
will be noticed because of more favorable terms of trade with India.

10.6 CoNCLUDING REMARKS

The aim of this study was to work out the possible gains from an India—
GCC free trade agreement that has been signed by these two regions but is
still not in effect. Some trade indices such as RCA and TII in the GCC trade
with India have been provided to substantiate the argument in favor of
present study. The composition of commodities in the GCC trade with
India have been constructed to highlight important products. The degree of
protection in India-GCC trade has been discussed in terms of tarift rates
levied by both sides in all sectors.

After studying the GCC trade and tariff profile with India, two models
have been simulated. Firstly, the countries are assumed to impose equal
duties, so that there will be zero variation in duties among the partner
countries. Secondly, the partner countries are assumed to reduce the duties
up to a zero level, that is, a free trade area will be established among partner
nations.

From comparison of the two models, it appears that model II (i.e., the
zero duty model) is the better option under which an Indian loss is mini-
mum and a gain by the GCC group of countries is higher. Indian trade will
surely be enhanced by the agreement, but Indian imports are expected to
increase at a higher rate than its exports. Thus, the agreement will adversely
affect Indian terms of trade with the GCC countries. The adverse effect on
terms of trade will be reflected in welfare changes that appear to be negative
for India.
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However, affiliates of the GCC group are found to be the beneficiaries of
the FTA under evaluation. The exports of these countries are found to be
increasing at a higher rate than their imports. Thus, the terms of trade effect
will be positive and favorable to the GCC countries. The favorable terms of
trade effect has been reflected in the positive welfare gain to these nations.
Thus, it may be inferred that zero duty trade agreement is better for partner
countries of the India—~GCC trade agreement. The expected gains to the
GCC countries are high while the gains to India are only in terms of
allocative efficiency in the product market. The share of India will increase
marginally in world trade but the adverse impact on its welfare, deteriora-
tion in its current account, and so on, are the grey areas of the India—~GCC
free trade agreement. Indian policy planners are advised to work out suitable
policy packages so that the growth of exports under such an agreement may
surpass the growth of imports and so that a favorable effect of such an
agreement on current accounts may be generated.

REFERENCES

Arora, R., Singh, S., & Mathur, S. K. (2015). Assessment of the proposed
India-China Free Trade Agreement: A general equilibrium approach. Journal of
Centrum  Cathedra, 82), 81-108. https://doi.org,/10.1108/JCC-08-02-
2015-B002

McDougall, R. (2001). A new regional household demand system for GTAP. Revised
in 2003. GTAP technical paper no. 20, Purdue University.


https://doi.org/10.1108/JCC-08-02-2015-B002
https://doi.org/10.1108/JCC-08-02-2015-B002

CHAPTER 11

Lebanon’s Accession to the WTO: An Ex Ante
Macroeconomic Impact Assessment

Ghada Tabbah

The international trade is an essential component of an integrated effort to
end poverty, ensure food security and promote economic growth
Ban Ki-Moon, 2014

11.1 INTRODUCTION

As the quote highlighted, the Secretary-General of the United Nations, Ban
Ki-moon, opened the 2014 WTO public forum joining traditional affirmations
of the Bretton Woods Institutions. According to these institutions, openness
and trade liberalization are considered to have played a major role in the
remarkable expansion of industrial countries since the end of World War 11
and in the economic performance of countries that have taken off in recent
decades. These policies are vital elements in any strategy for development and
economic growth.

This development strategy is based on the liberal model of economic policy
called the “Washington Consensus” by Williamson (1990). This model sets
among its recommendations the liberalization of trade and the adoption of an
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extrovert growth strategy. Although this consensus was reconsidered (Stiglitz
1998) and was sometimes considered a failure (Rodrik 2001, 20006), its
requirements that formed the basis of the structural adjustment programs of
the 1980s continue to supply some of the content of programs against poverty
in the 2000s.

The international rapid growth of trade is not a new phenomenon, but the
terms of opening the economies have evolved (Cling 2006). Recently, we
observe an increased trend towards further trade liberalization, which seems
to be the result of a combination of unilateral, regional and multilateral
liberalization. At the multilateral level, the trade liberalization has been espe-
cially strengthened by the creation of the World Trade Organization (WTO),
heir to the GATT (General Agreement on Tariffs and Trade) created after the
World War II. The WTO succeeded it in 1995 to mainly better support the
movement of liberalization of the global market. Indeed, “the World Trade
Organization (WTO) is the only international organization dealing with the
global rules of trade between nations. Its main function is to ensure that trade
flows as smoothly, predictably and freely as possible.”

As of November 2015, the organization is composed of 162 members
and 22 observers, and includes all the global economics powers with the
accession of the Russian Federation in 2012. Despite criticism addressed to
the ministerial conference held in Bali in July 2014, and despite the turmoil
caused by the impasse in trade negotiations of the current Doha Round and
the growing number of regional and bilateral trade agreements concluded
outside the sphere of the WTO, there are few candidates willing to leave
their place in the queue. Lebanon is not an exception.

Qualified once for Switzerland of the Middle East, Lebanon was considered
before the civil war of the 1970s as a dynamic regional center, linking the East and
the West. Lebanon is indeed one of the first signatories of the GATT in 1947 and
had contributed significantly in the development and shaping of the GATT rules.
Lebanon had to retreat in 1951 for political reasons (Dagher 2005).

Since 1990, at the end of the civil war that lasted fifteen years, Lebanon has
tried to find again its commercial role. Trade liberalization and economic
openness have been the two main pillars of the agenda of the Lebanese
governments that have succeeded since 1990. Since 1999, Lebanon has sub-
mitted its application for membership in the WTO, and to this day, that is to say,
after sixteen years of negotiations, the country is not admitted yet. The reasons
are imperfectly known. They can be classified in three categories: political,
technical and legislative.

On another level, Lebanon’s accession to the WTO reflects currently a
major concern domestically that opposes the supporters and opponents of
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this process. For supporters, Lebanon is ready to face the liberalization
shock; it has already relaxed its trade policy and the adherence shall promote
a better access to export markets, reduce costs of imported inputs and
encourage foreign direct investment. In front of these arguments, we can
find those of the opponents reflecting the concerns of producers, especially
the farmers, unable to face foreign competition, and are likely to exit the
market before taking advantage of the probable export opportunities that
such membership could offer.

This same debate taking place between the Lebanese supporters and
opponents regarding the effects of further trade liberalization on growth and
welfare in Lebanon is the subject of a debate, far from being concluded,
among economists at the global level. It resulted in a developed economic
literature, seeking to establish a link between trade and growth, and more
recently between trade and poverty. This controversy among economists on
the links between trade, growth and poverty is far from being settled, each part
having its own theoretical and empirical arguments to advance and to defend.

The objective of this study is to identify the channels through which will
pass the effects of WTO accession on the Lebanese economy, making use of
a recursive dynamic Computable General Equilibrium Model (CGE
Model). Taking into account the structure of the economy in general and
the various interrelationships between economic agents, this model turns
out to be the most appropriate tool to evaluate the potential impacts of
trade liberalization policies at the macro level (Mage-Bertomeu 2006). This
model has the advantage of presenting an overall view of the economy and
the shock transmission channels on microeconomic agents while taking into
account macroeconomic constraints within which they operate. The general
equilibrium model is recursive dynamic; this implies that the economic
interactions between agents and their behaviors are based on adaptive
expectations. It is solved one period at a time, separating the within-period
component from the between-period component (Thurlow 2008).

However, the difficulty of empirical modeling of the impact of the WTO on
Lebanon is threefold: firstly, we do not really know the offer made by Lebanon
to the WTO and we must therefore formulate necessarily approximate assump-
tions on commitments made and their impact, given that the price to pay to join
the WTO is increasing and that any assumption made here will be outdated
quickly if negotiations fail; secondly, there is the problem of the lack of statistical
data in Lebanon. Finally, an intrinsic difficulty in macroeconomic modeling is
that it assumes a stable macro-economic structure (however, joining the WTO
can precisely cause a structural shock, such as the emergence of new productive
sectors nonexistent in Lebanon so far).
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This chapter is structured as follows: Sect. 11.2 reviews briefly the
existing literature addressing the effects of trade liberalization/accession
to the WTO on economic growth. Section 11.3 describes briefly the
socio-economic context in Lebanon and the main challenges related to
the WTO. Section 11.4 deals with the specification of database.
Section 11.5 describes the methodology adopted and the different scenarios
considered. Section 11.6 presents the results and analyzes the simulations.
Section 11.7 concludes.

11.2 LITERATURE REVIEW

What link is there between trade openness and economic growth? Between
the accession of a country to the WT'O and its well-being? Answering these
questions is a delicate task, due to the fact that the theory of international
trade led to conflicting results in this area and that the economic tools,
econometrics and statistics at our disposal encounter many limitations (lack
of data, selection bias, etc.). At the empirical level, to test the nature of the
link between trade, growth and poverty, econometric studies have multi-
plied. A number of empirical studies show indeed a positive correlation
between trade openness and economic growth. Thus, Michaely (1977)
found a positive correlation between export growth and GDP growth,
taking as sample developing countries. Feder (1983) undertook the same
exercise for the semi-industrialized countries, and found the same positive
relationship. Syrquin and Chenery (1989) demonstrated that the trade
liberalization adds 0.2-1.4 percentage points to the growth rate. Balassa
(1985), in his study of the developing countries, has shown that the most
open countries have on average the highest growth rates. The same obser-
vation was made in the study of Edwards (1991) and the report of the
World Bank (1987).

A landmark study was conducted in 1995 by Sachs and Warner to test the
trade liberalization policies’ impact on growth. For this purpose, they
proceeded to the classification of countries between “closed” and “open”
and compared the respective growth of both groups. Their conclusion is
that open economies have recorded an annual average growth rate of 4.5%
in the 1970s and 1980s, while the number of closed economies barely
reached 0.7%. According to them, not only do open countries grow faster
than closed countries, but also poor open economies grow faster than rich
open economies. The authors identify a conditional convergence: develop-
ing countries can catch up with rich countries under the condition that they
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are open and integrated into the global economy. For their part, the two
economists from the World Bank, Dollar and Kray (2001) in their study,
“growth is good for the poor,” also detect a significant positive effect of
trade on growth and argue that this “leads to proportionate increases in
incomes.”

However, Rodriguez and Rodrik (2001) attacked those “pro-trade”
findings. They especially criticized the methods used to measure the open-
ing, which lead economists to overestimate the value of free trade regimes
for developing countries. In their view, the focus on trade policy generates
expectations unlikely to materialize. Bhagwati and Srinivasan (2002), for
their part, consider that the regression analysis is not an appropriate method
to understand the complexity of the trade-growth relationship; most studies
has problems of measuring the opening and isolating the impacts of trade
liberalization on growth.

As for the direct impact of the WTO on economic growth, more or less
recent studies have been conducted to estimate these effects. The study of
Rose (2004) is the first to estimate the impact of the WTO on trade. This
study comes to the following conclusion, described as “interesting mys-
tery”: there is no empirical evidence that the WT'O has promoted interna-
tional trade. The study, using a large database and relevant quantitative
analysis, questioned the impact of the WTO as a multilateral institution
promoting international trade. The author titled his study, “Do We Really
Know that the WIO Increases Trade? claiming that he has doubts about
the fact that the WTO has really promoted international trade.

These remarks have led many economists to empirically test the findings
of Rose and the impacts of WT'O accession on growth and trade. In a
critical analysis of Rose’s affirmations, and in an article commenting on
the study, Tomz et al. (2007) argue that the solution of the mystery
revealed by Rose is in the specification of the countries participating in the
WTO. The authors emphasize the institutional detail and identify all the
countries participating in the WTO. They reuse the same data and methods
of Rose, and conclude that the WTO significantly increases the trade of
formal members and non-member country participants in comparison with
non-member countries not subject to the agreement.

Rose replied to the critical analysis of Tomz et al. in a paper published in
2007 entitled: “Do We Really Know that the WIO Increases Trade? Reply”.
He accords with the three authors of the specifications to be used. How-
ever, in his demonstrations, he not only shows that the affirmations of Tomz
et al. and those of Subramanian and Wei (2006) subsequently were wrong,
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but he still insists that the GATT, and later the WTO, has only small effects
on trade. He concluded by asking how participation in the WTO can have
significant effects on trade if it does not change trade policies.

The impact of accession to the WTO has attracted the interest of other
researchers, including Gowa and Kim (2005), who focus their analysis on
the role of “primary supplier,” which has the rights of the initial negotiator
in terms of tariff concessions. Using 2004 data, the two authors conclude
that the WTO accession will have a positive and significant impact on trade
only established between the most industrialized countries (the Great Brit-
ain, the United States, Canada, France and Germany).

Balding (2010), for his part, was interested in bilateral trade flows
between countries. He concluded confirming the results of Subramanian
and Wei that the impact of the WTO on trade flows is asymmetrical
depending on the country and its initial level of economic development.

In conclusion, we note that these findings remain controversial,
highlighting the highly variable nature of the effects of increased trade
openness on economic growth of countries, which largely depends on the
starting conditions of countries and their structural features.

11.3 THE LeBaNESE EcoNnomy: Socio-ECONOMIC CONTEXT

Qualified once for Switzerland of the Middle East, Lebanon was in the
1960s and early 1970s, a dynamic regional center, linking the east to the
west. Its history and its demographic, geographic, religious and cultural
characteristics made Lebanon a unique country in the Middle East. Histor-
ically, many civilizations had occupied the country and the Lebanese state
was only created in 1920, under the name of Grand Lebanon under the
French mandate (Shehadi and Mills 1988).

However, this model of democracy and economic development presented
by the country after independence in the 1950s and 1960s disappeared with
the civil war, which took place from 1975 to 1990. Although the causes of
this war and its conduct were not justified and not clear, it resulted in
structural imbalances on many levels, which are accumulating and increas-
ingly felt: a public debt-to-GDP ratio among the highest in the world
according to the IMF’s 2014 report, and whose sustainability is questioned,
a low coverage of imports by exports, a chronic trade deficit denoting
structural weaknesses in the agricultural and industrial sectors in the country
where the services sector represents more than 70% of GDP.
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On the commercial side, and in an attempt to revive the “golden age” of
the pre-war period, the country has tried to find its commercial role linking
the Arab countries to the European ones (Corm 2012). To this end,
Lebanon signed the Association Agreement with the countries of the
European Union (EuroMed agreement), and it is engaged in a process of
tariff dismantling with the Arab countries, as part of the Greater Arab Free
Trade Area (GAFTA). On the multilateral level, Lebanon is actively pursu-
ing its accession to the WTO. Since 1999, Lebanon has submitted its
application for membership in the WTO. The Lebanese Republic’s Work-
ing Party was established on 14 April 1999. The Memorandum on the
Foreign Trade Regime was circulated in June 2001. The seventh meeting of
the Working Party was held in October 2009, and to this date (2017)
Lebanon is still not part of the organization.

The issue of Lebanon’s accession to the WI'O remains an intrigue at
several levels: the accession process in Lebanon remains one of the longest
(the second after Algeria) even though Lebanon is one of the twenty-three
founding members of the GATT. Internally, this process is postponed
because of the social and political priorities that continue to weigh (the
most recent IMF Report on Lebanon (2014 ) does not mention the issue of
accession to the WTO). Empirically, to our knowledge, no quantitative
study has assessed yet the effects of Lebanon’s accession to the WTO. The
originality of our study therefore emerges.

11.4 SPECIFICATION OF DATABASE

This section sets out the framework of the Social Accounting Matrix (SAM),
used for the calibration of the model to the Lebanese economy. “A social
accounting matrix is simply defined as a single entry accounting system
whereby each macroeconomic account is represented by a column for
outgoings and a row for incomings” (Round 1981). Thus, SAM is a matrix
representation of transactions between all institutional groups in a socio-
economic system. It is a disaggregated framework representing the gener-
ation of income by activities of production and the reallocation of income
between the economic agents (Round 2003).

In a country where statistics data are almost non-existent, and where
quantitative economic studies are very rare, the use of an already existing
social accounting matrix was almost impossible for several reasons. Indeed,
the social accounting matrices used in quantitative studies applied in Leb-
anon are either very aggregated or using 1997 data. Thus, a key challenge in
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this study was to elaborate a SAM based on national data and its disaggregation
subsequently to extend the scope of analysis. The SAM that was used is
calibrated to the year 2010. It was disintegrated thereafter to include seven
industrial subsectors, instead of one, according to those existing in the account-
ing national accounts: (1) Food products, (2) Textiles, (3) Non-metallic min-
erals, (4) Metals, machinery, (5) Wood, rubber and chemistry, (6) Furniture,
and (7) Other branches.

The SAM is composed of forty-two aggregated accounts. It first distin-
guishes the sectors and the commodities produced to better visualize the
assumption of the International Food Policy Research Institute (IFPRI)
Model that the same commodity can be produced by several activities and
one activity can produce many commodities.

The trade data are collected in the account, “rest of the world.” One
characteristic of the dynamic model of IFPRI is that it allows a regional
disaggregation of international trade. For this purpose, the data of foreign
trade of Lebanon have been classified into seven geographical areas, rather
than including a single account “rest of the world”. This specification allows
us to account for the heterogeneity of foreign trade by region and to better
examine regional substitution phenomena and the evolution of import prices
following trade liberalization policies (Punt 2004). There are first the two
major trading partners—the countries of the European Union (EU 28) and
the Arab country members of the GAFTA. Also considered are trade relations
with EFTA (Iceland, Liechtenstein, Norway and Switzerland) with other
major trading partners, namely the NAFTA group (the United States,
Canada and Mexico), China and Turkey.

Information on trade flows with these countries/groups of countries are
collected from the MacMap database (Market Access Map), developed
jointly by the International Trade Centre ITC (UNCTAD-WTO, Geneva)
and the CEPII, which refers to the French Centre d’Etudes Prospectives et
A’Informations Internationales.

The calculation of the model parameters is based on the SAM and several
assumptions. The growth rate of the population is estimated at 1.3% per
year, according to projections made by the International Monetary Fund
(IMF 2013). The estimation of these elasticities is not available for Leba-
non. This led us to review the literature of CGE models and the empirical
studies applied to other developing economies.
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11.5 METHODOLOGY

In this section, we quantify the macroeconomic eftects of Lebanon’s acces-
sion to the WTO. Specifically, we will assess whether the macro impacts of
such a shock are positive or negative, and will try to identify the winners and
losers. To this end, economists generally use computable general equilib-
rium models, which seem to be the most rigorous quantitative methods to
evaluate the impact of economic shocks/reforms in the economy as a
whole. Taking into account the different interactions between economic
agents, these models turn out to be the most appropriate tools to evaluate
the potential impacts of trade liberalization policies at the macro level. The
CGE Models are a set of linear and non-linear equations describing the
behavior interactions between the agents based on optimizing behavior
ensuring that the macroeconomic constraints are satisfied (Thurlow and
Seventer 2002). They can describe the way in which different sectors of the
economy, prices, wages, and trade with the rest of the world, etc. would be
affecte