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Preface

This vision of Smart Cities has emerged an excitement among talented research and
development teams around the world to create smart applications, smart infras-
tructure and smart collaborative environments and to conduct experiments for the
building blocks of the Smart City of tomorrow. This book reports some highlights of
current R&D works here, but a lot of future works still remain to be done in order to
build the Smart City of tomorrow; Smart Cities are complex and multi-dimensional.

Goals of this Book

This book describes Smart Cities and the information technologies that will
provide better living conditions in the cities of tomorrow. It brings together research
findings from several countries across the globe, from academia, industry and
government. It addresses a number of crucial topics in state of the arts of tech-
nologies and solutions related to smart cities, including big data and cloud com-
puting, collaborative platforms, internet of things, internet of people,
communication infrastructures, smart health, sustainable development and energy
management.

Information Innovation Technology in Smart Cities is essential reading for
researchers working on intelligence and information communication systems, big
data, Internet of Things, Cyber Security, and cyber-physical energy systems. It is
invaluable resource for advanced students exploring these areas.
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Introduction

Keywords: Smart Cities, Smart Environments, Smart Applications, Big Data
Analytics, Internet of Things (IoT), Energy Efficiency, Sustainable Development,
Cloud Computing, High-Performance Computing, Scalability, High Availability

Smart Cities’ main goal is to increase resource efficiency and enhance the quality of
living of citizens, driven by better services and less impact on the environment.
Resource efficiency involves the deployment of smart environments to reduce the
cost and increase the return values from the deployed resources driven by auton-
omous computing and insightful predictive actions in order to achieve a predefined
objective. Figure 1 provides an overview of Smart City digital-enabled components.
To enhance the quality of life, it is crucial for citizens able to effectively access to
data statistics and Big Data analytics via broadband communication infrastructure
and how these facilities can be applied in their daily life, including security and
safety, transportation/mobility, healthy lifestyle, and for being involved in the
decision-making process. In a Smart City, all components of the city’s digital
ecosystem—consisting of an agile smart infrastructure, information systems, sen-
sors, and citizens—collaborate, thus allowing new classes of smart applications and
smart collaborative environments to emerge, for instance, to enhance the health
lifestyle by using applications based on social networking between citizens with
common lifestyle interests and to use Big Data analytics to drive insightful pre-
dictive actions based on predefined objectives for resource efficiency and quality
health lifestyle. Digital technologies have begun to blanket our cities, forming the
backbone of a large, intelligent infrastructure [1].
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The global urban population is expected to grow tremendously by the next few
years. This creates sustainability challenges in resources, such as energy and water,
health threats due to air and water pollution, economic instabilities creating
unemployment, social violence and crimes, and traffic congestion. Creating Smart
Habitats and Smart Living Cities, by incorporating digital and information tech-
nologies, enabled by collaborative smart environments, based on sensors, Internet
of Things (IoT) and Big Data Mining and Analytics [2], and Cloud computing
technologies [3] as a supporting backbone, can address most of those sustainability
problems, enhance citizens’ involvements in decision-making by providing
context-aware views of the city operations, enhance existing services, and create
new ones. As collaboration is taking place in Smart Cities, cybersecurity and pri-
vacy are a crucial issue that should be considered.

Furthermore, [4] energy consumption in cities is significant—and growing
rapidly. Half of the global population lives in urban areas. However, town and city
dwellers consume 80% of all commercial energy produced globally. And as a
result, cities offer a huge resource for energy efficiency improvement. This huge
consumption of energy which adds to it the exponential growth of population gives
insights to research works on ways to reduce energy consumption at different levels
of our habitats.

We believe that building Senseable Smart Cities will have a tremendous impact
on the evolution of the information technology, as it involves building smart
autonomous infrastructures and smart collaborative environments across enterprises
and organizations interacting with citizens to solve humans and social problems.
We can clearly see, in the process of building the Smart City, the revolutionary
impacts of large-scale resource sharing and virtualization within enterprises and
organizations, such as governmental, educational, or health organizations, and the
new information and communication technologies required to enable secure,

Fig. 1 Overview of digital-enabled smart cities
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reliable, high-performance, highly available, and efficient resource sharing on
large-scale collaborative smart environments.

As different enterprises, organizations, and research and development centers in
academia and industry are working on system components of a Smart City, a
standard has to be established in order to ensure consistent outcomes and inter-
operability between the system components from the different suppliers whether
hardware or software. The International Organization and Standardization
(ISO) published standards, ISO 37120:2014, which describe performance indicators
for city services and quality of life [5]. As an attempt to progress in standardization
effort for Smart Cities, standards organizations, such as IEC (International
Electrotechnical Commission), ISO, and ITU (International Telecommunication
Union), met on July 13, 2016, during the World Smart City Forum for a kickoff
collaboration on defining standards for Smart Cities [6, 7]. The UK Department of
Business, Innovation, and Skills (BIS) has commissioned BSI to develop a stan-
dards strategy for smart cities in the UK.
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Part I
Software Design and Development of

ICT-Based Smart Applications



Unified Interface for People
with Disabilities (UI-PWD) at Smart City
(Design and Implementation)

Ghassan Kbar, Syed Hammad Mian and Mustufa Haider Abidi

1 Introduction

A smart city can be defined as the city which employs digital technologies to
improve the quality of life of the citizens, including the PWDs such as the health
care [1]. According to WHO [2], the population of the disabled people has been
increasing worldwide and the older people posited a high percentage of the overall
population in certain counties such as Japan (87%), China (67%). These data from
the WHO and the other active agencies have encouraged and motivated the
researchers to develop assistive technology (AT) based solutions such as the daily
mobile service, etc. [3]. According to Yang et al. [4], the AT solutions for the
PWDs should be developed in such a way that they can respond to their needs in
real time, especially in case of the emergency needs. The support of the intelligent
healthcare system such as the University of Rochester’s Smart Medical Home [5],
and the use of mobile computing for continuous measurement and analysis of the
health data of the PWDs [6] represent examples of the relevant AT solutions
deployed at smart cities. Actually, two main issues, including the right design
methodology and choosing the right technologies need to be considered when
designing an AT solution.

The WHO [7] had defined AT as any product, instrument, equipment, or tech-
nology which is adopted or specially designed to improve the functioning of the
disabled person. According to Hersh and Johnson [8], AT is a generic or umbrella
term which encompasses technologies, equipment, devices, apparatus, services,
systems, processes and environmental modifications used by the PWDs and elderly
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people to encounter the social, infra-structural and other obstacles. The different
design methodologies have been covered in the literature. According to Magnier
et al. [9], the worst part in designing for the disabled people is that the designers
have to depend on their experience as a user which is very different from the
disabled users. As discussed by Hersh [10], the AT design process should at least
pursue the following basic principles: user-centered design (UCD), with end-users
involved throughout the design and development process [11], iterative,
multi-criteria approaches (including the function, form, ease of use, usability,
accessibility, performance, reliability, safety and environmental factors), ease of
upgrading, repair and maintenance, robust design, modular software architecture,
etc. The UCD has been considered as the best design practice, especially in the
systems which involve Human Computer Interface (HCI) or software. The UCD is
a design philosophy, which design tools or the processes from the viewpoint of the
users, i.e., how will it be perceived by the user. There are a number of design tools
such as user interview, questionnaires, focus groups, survey, usability evaluation,
etc. that are utilized in UCD [9]. Although, there have been a number of different
approaches to the UCD, but they all utilized the following four principles that are:
user involvement, user information for the design process, prototypes for user
evaluation, and iterative design to spot out issues early on and rectify them [12, 13].
According to Chagas et al. [14], the primary reasons for difficulties in designing and
producing AT’s are the kinds and degrees of disabilities and individual character-
istics associated with the users (physical, psychological, cultural, and environ-
mental, etc.).

Presently, many ICT based solutions assist PWDs to carry out their daily tasks
with or without the guidance. For example, visual and tactile signaling devices, text
enlargement program, speech synthesizer, Braille display, etc. In addition to this,
there also exist special devices such as the special keyboards, with overlays for
pictograms, environmental control units with infrared signaling, speech recognition
devices, and standard and special switches, etc. [15]. Recently, as a result of
advances in technologies, the computer based devices have attracted a lot of
attention, especially among the PWDs [16]. According to Kim et al. [17], a unified
system can provide multi-modal feedback because it includes the requirements of
the PWDs as well as the innumerable communication possibilities. One of the
several instances of the multi-modal system can be a universal smart solution based
on Ambient Intelligence as developed by Kbar et al. [18]. Their interface addressed
the needs of people with different impairment conditions as well as comprised of an
intelligent intervention based on the behavior of the disabled person. The Internet of
Things (IoT) has been regarded as one of the effective solutions to enable tech-
nology in the spectra of the Smart City [19]. The smart health care system in the
smart cities is very crucial for the elderly and the PWDs because it permits periodic
measurement and analysis of their health data [6]. Hussain. et al. [20], developed an
intelligent system with real-time monitoring and personalized health care of the
elderly and the PWDs at their home. This system allowed them to interact with each
other and the system as well as provided them emergency support and the virtual
community.

4 G. Kbar et al.



In this work, the design considerations for the PWDs at the workplace have been
discussed. It would help to identify the right technologies to be supported as explained
in Sect. 2. In Sect. 3, an AT review and assessment of technologies relevant to smart
city has been presented. In Sect. 4, the designmethodology for AT solution for PWDs
is covered, and in Sect. 5 the PWD project development is shown.

2 Design Considerations for PWDs at the Workplace

In order to develop an AT solutions applicable in smart cities, it is very important to
devise a proper development process with relevant features as well as the solutions
employing the right technological features. These solutions should aim to address
all the necessary needs of the PWDs and provide them with smart solutions. The
requirements crucial to the process of designing and implementing an AT solution
for the PWDs may include the user involvement, identification of the performance
criteria for validating the AT solutions, determination of the methods for assessing
the AT solution outcomes, and usability and adaptability of the AT solutions.
Moreover, there have been other features related to the technologies such as the
accessibility and comprehensive solution to support the different impairment con-
ditions, universality and modality, adaptability and context aware, heterogeneity
with mobility and navigability and innovative solutions, etc.

2.1 Technology’s Features or Criteria

The following technological features have been identified and should be incorpo-
rated in the development of an efficient AT solutions for the PWDs.

2.1.1 Universality Based Solution

The requirement of the universality and multi-modality in the AT systems are
crucial to support as many users as possible. According to the Antona [21], the
universal access principles should be used in designing products and the tech-
nologies instead of designing ATs for a particular group of the PWDs. The uni-
versal design is effective and efficient in terms of the saving cost, user satisfaction,
convenience, etc. The system developed by Karpov and Ronzhin [22] utilized
different technologies to provide the universal access. They employed voice, video,
sign language synthesis, and haptic avatar, to get the input and provide output
from/to the users. They also used a smart control system to monitor the occupants
for special events such as when they fall or sneeze. In addition to that, the system
was context aware, adaptive, and employed a great deal of intelligence to accom-
modate different users in different environments and conditions.

Unified Interface for People with Disabilities (UI-PWD) … 5



2.1.2 Comprehensive and Multimodality Based Solution

To support a comprehensive solution for people in the workplace, including the
PWDs, the AT system should consider multimodal HCI. The multimodal HCI
provides a flexible system to incorporate a variety of users with different impair-
ment conditions. It is a complex system which uses different technologies including
the audio-visual to allow smart user interaction and support of communication [23].
It should also support different interfaces (such as attentive and wearable, enactive,
and perceptual), support computer input devices such as keyboards and pointing
devices as well as support different human senses, such as the vision (body, facial,
gaze, gesture), audio, haptic, smell and taste [24].

In addition to the multimodal feature, comprehensive model architecture [18]
addressed the needs for normal and PWDs at the workplace through the support of
relevant services. Furthermore, this model also supported tracking user location for
the behavior analysis and intervention.

2.1.3 User Interface Adaptation and Context Aware Based Solution

The advancement in technologies and the support of ubiquitous computing have
encouraged the designers and organizations to develop a system which can improve
the customized access to a wide range of devices and services through
context-aware systems [25]. The usefulness of the context-aware computing tech-
nology can be realized in [26]. A context aware system can link location, user
identity and environmental resources to a mobile system [27]. It can be defined as a
set of information that characterizes the situation of an entity [28], where the
environment is a triplet of entities namely < Object; person; event >. Similarly, the
context can be described as a user interface adapted to the context of use through a
new triplet namely < user; platform; environment > [29]. To support context aware
solution at the workplace, the AT system should also address issues related to the
user profile, health condition, work and social activities, and user’s location.

2.1.4 Heterogeneity, Mobility & Navigability Based Solution

The heterogeneity of the people, the technology, work environment, etc. contribute
significantly towards the difficulties in measuring the effectiveness of the AT [30].
A high degree of participant heterogeneity creates difficulty in measuring outcomes
[31]. It means that the outcome of the specific AT may not be applicable to many
participants, if the participants in the study have a high level of variation.
Heterogeneity in the work environment is related to accessibility which requires

6 G. Kbar et al.



multiple technologies, as well as mobility and navigation that are needed for dif-
ferent people including the PWDs. The access and mobility are the important
dimensions of the quality of life. For the PWDs, every movement or task is often
filled with problems, including many barriers [32]. Mobility impaired people make
a heterogeneous user group with a wide range of diverse requirements relating to
the navigation [33]. The navigation is an important mobile activity and can be
described as the key for maintaining the mobility and independence. However,
many older people find increasing difficulties with it due to declines in their per-
ceptual, cognitive and motor abilities [34].

The navigation system can be referred to as the multi-modal because of the
presence of the different modes of transportation. Völkel and Weber [33], carried
out the multimodal interpretation of the geographical data in the navigation of the
mobility impaired users. Many AT which have been developed so far, primarily
focused on helping the PWDs in unknown environments. The support of indoor
navigation is also very crucial for the PWDs at the workplace as it can guide them
to reach their destination quickly. The outdoor navigation is less important for the
PWDs at the workplace because they get assistance most of the time by caregiver.

2.1.5 Innovative Based Solution

Design for user-centered innovation (DUCI) as proposed by Zaina and Alvaro [35],
guide the software development process to integrate the business innovation and
user needs. This approach helped in producing a quality requirement through the
development of the business-focused skills. In addition to the support of software
design process for the HCI, it allowed the designers to observe solutions by
focusing on the quality of the interaction as well as the contribution to the user life.
The User centered design (UCD) would engage users in the development process in
order to create products relevant to them, which can satisfy their needs [36]. The
Lean Startup that combines the principles of agile software development and new
product development develops prototypes at an early stage in order to conform
market assumptions as well as acquiring customer feedback more quickly, assisting
entrepreneur to eliminate incorrect market assumptions, etc. [37]. The provision of
the innovative solution for the PWDs at the workplace is important in order to
provide relevant solution, i.e., practical and can satisfy the needs satisfactorily.
However, it doesn’t have to be profitable because its primary purpose is to support a
humanity mission and not to generate profit or selling oriented marketing solutions.

The different criteria (Ft1–Ft5) for the assessing technologies of the AT solutions
at the workplace can be summarized in the Table 1. The assessment criteria C1–
C13 that are associated with Ft1–Ft5 and used to assess research papers and
technological solutions are defined in [38].
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3 Related Work for AT Review and Assessment
for Smart City

To improve the quality of life for PWDs, it is very important to provide assistance
in a smart way [4]. The smart cities are such idea where digital technologies are
employed to improve the quality and the performance of the urban lifestyle.
Therefore, the AT based solutions implemented in the smart cities can overcome
visual, mobility, and cognitive problems. Back in 1996, Allen [39] presented the
concept of the smart city, where they integrated the control system with ATs to
execute smart home applications for the PWDs. The comprehensive survey on
features and future perspectives of the smart homes have emphasized on the use of
ATs in smart home [40]. For example, Doukas et al. [41] developed intelligent
platforms involving agents, context-aware and location-based services for the
elderly and the PWDs in the smart city. Similarly, Hussain et al. [20], developed an
AT application to monitoring the health status of the PWDs and elderly people in
the Smart city.

There are many AT research solutions can be suitable applications in the smart
cities, such as, the haptic and auditory maps developed by the Rice et al [42] which
allowed the blind people to interact with the system through force feedback devices
and listen to audio signals. Similarly, the voice recognition system based on GPS
assisted the blind people while walking [43]. This system guided them through the
voice, and it also detected obstacles using the SONAR unit. The mobile and cheap
visual and haptic sensory feedback device introduced by the Israr et al. [44] can also
be used by the visually impaired to determine the obstacles in the environment.
Hawley et al. [45] also formulated a system of augmentative and alternative

Table 1 Matching the users and expert requirements

Criteria for assessing technologies for AT solutions at the workplace

Ft1 Ft2 Ft3 Ft4 Ft5

Universality
based
solution

Comprehensive
and
multimodality
based solution

User interface
adaptation and
context aware

Heterogeneity,
mobility &
navigability

Innovative based
solutions

Support of
technologies
related to
C1–C13
+ support of
partial VI,
HI, SI, MI,
VMI, SMI,
HMI

Support of
technologies
related to
C1–C13 relevant
for partial VI, HI,
SI, MI, VMI,
SMI, HMI at the
work
environment

Support
adaptability and
context aware for
PWDs based on
user profile,
environment,
location, health,
date and time,
social, health,
work, and editor
utility

Support of
different
Technologies
related to C1–
C13 that can be
relevant for
different PWDs
conditions and
interface as well
as support of
mobility and
navigability

Developed
prototype that
can be improved
toward products
relevant for
marketing
solutions
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communication with voice input and voice output. This developed system could
recognize disordered speech in order to process it and convert it into fluent synthetic
speech. Similarly, Peixoto et al. [46] invented a wheelchair controlled through the
humming of the motor impaired user. Rodriguez-Sanchez et al. [47] devised a smart
phone navigation application for the blind people. This system provided instruc-
tions through audio and tactile feedback. It also made routine phone usage easier for
the user by splitting the screen and displaying the basic features like information,
destination, help, etc. Therefore, it can be concluded here, that the ATs play a
significant role in the designing of the smart cities and homes.

4 Design Methodology for PWD

A user-driven process focusing on the technologies as well as the quality of life has
been proposed by Federici and Scherer [48]. The objective was to develop a proper
solution based on the AT and addressed the needs of the PWDs. This objective was
accomplished through application of the Assistive Technology Assessment
(ATA) process. The implementation of the ATA was based on the users seeking a
solution, where professional team would interact with the users to get their
requirements. Subsequently, the professionals matched the users’ needs to suitable
solution and users validated the solution provided by the professional team. Finally,
the users adopted the solution and provided with appropriate training. According to
the authors, three factors, the accessibility, universality, and sustainability are
crucial in designing any system for the PWDs. The universal AT with multi-modal
input and multimedia output interface proposed by Karpov and Ronzhin [22],
represent one of the supreme examples in the present scenario. The sustainability is
related to how technology can adapt over time to a person’s changing needs.

In this work, an AT proper based solution (AT-PBS) is used to improve the
functional capabilities of the PWDs, improve the information and communication
means of the PWDs, and improve the service support accessibilities. Two design
models including the ATAmodel [48] and the HumanActivity Assistive Technology
(HAAT) model [49] as shown in Fig. 1, have been adopted. In phase 1, the objective
was to define the requirements and the needs of the PWDs through the users, experts
and the existing solutions. The existing solutions have also been used to identify the
research gap. In phase 2, the professional team of the project identified the matching
solution of the PWD needs and then the interaction of the technological solution with
PWDs to achieve full satisfaction. This was carried out through the environmental
assessment process, matching assessment and suggested relevant solutions as
described in the ATA. It has also included the technology assessment process to take
into account the system technology issues, in addition to other issues for activities
specifications, end user issues, and design issues as described in the HAAT model.
Finally, in the Phase 3, the proposed solutionwould be testedwith the PWDs to ensure
their adoption of the solution. This has been in accordancewith the Phase 3 of theATA
model, and assistive technology assessment of the HAAT model.
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5 PWD Project Development

5.1 A Collection of PWD User Requirements: Identify
the Requirements and Needs for PWDs (Phase-1)

In order to identify the needs of the PWDs in the university campus (Step 1), the
surveying of the PWD stakeholders is crucial for UCD. Since, the PWDs might not
be aware of the different AT solutions, there is a need to verify the relevant
technologies based on the expert opinion and the available literature review as
described in Step 2. Moreover, there is a need to assess existing research and the
commercial technology solutions. It identifies the criteria associated with the best
practices as well as determined the appropriate tools that can be used for voice
recognition in the majority of the PWDs as discussed in the Step 3.

Fig. 1 Combined design models of assistive technology assessment (ATA) and human activity
assistive technology (HAAT)
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Step1: Survey PWDs to know their needs
To develop an effective and efficient product or service, it is always important to

identify the needs and requirements of the customers.
In this work, a survey of the PWD students has been conducted to identify their

needs as per the especially designed questionnaire. The results of the survey
revealed the following requirements for designing AT based-solution:

• Accessible system: To access any information related to curriculum while
walking

• Mobile searchable system: To search for location using Location based System
(LBS)

• Supported communication system: To communicate with others and the teachers
• Auto-searchable system: To find and talk to any person that matches their profile
• Universal Interface system: To support different impairment condition of the

PWDs
• Comprehensive solution: Accessing information, communicating with others,

support of editing tools, and tracking user for intervention and guidance.

Step2: Identify the needs of PWDs through Experts and literature review
Based on the literature review and the issues highlighted in the introduction

section, the following needs have been identified for the PWDs: AT system or
application should be user friendly, it should be mobile, it has to be accurate and
flexible to meet the user needs, it should provide a good help and support docu-
mentation, it should be comprehensive in nature and it should be interoperable

Step3: Survey of existing technological solutions for PWDs Gap Analysis
Many research and commercially available assistive solutions worked on the

smartphone platforms. These solutions help the PWDs to perform their daily
activities in a better way. Kbar et al. [50] evaluated ten research/commercial products
(refer to Table 1 in [50] according to the design criteria defined in Table 2 (where
(x) means a technology is relevant for a particular impairment). This would help the
designers to identify the relevant criteria that supports AT based on best practices.

Based on their analysis, Table 1of Kbar et al. [50] concluded that 4 out of 10
products resulted in a good score above 75% and met the specific conditions of the
PWD users. It was also clear from their analysis that 3 out of 10 products had a
good score for the majority of the design criteria and therefore they met the specific
conditions in terms of usability and maintainability. It can be observed that the
innovative technologies assist researchers and the developers to provide intelligent
solutions for the PWDs and efficiently interact with the environment.

Conclusions of Section 5.1
The current research lacks a complete unified smart solution relevant for the

PWDs at the workplace or the university environment. The research and com-
mercially available solutions have mainly focused on a particular type of PWD
group, i.e., they have not considered the wider target group. These kinds of systems
are wanting for a person suffering from more than one type of disability. Therefore,
there is a need of a comprehensive solution, which can provide services to a wide
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range of PWD group rather than focusing on one group. In this work, a compre-
hensive and smart solution is developed and implemented in an academic work
environment.

Based on the analysis carried out in the step 1–3, an efficient smart and the
context aware in the smart cities should consider specific criteria to suit the majority
of PWD conditions. This can be achieved through designing a universal interface
that supports the needs for occupational therapy and rehabilitation (Medical model)
[51], and empowers the disabled people through user-centered solution (Social
model) [52]. The following requirements, including the mandatory and the
enhancement (information and support accessibilities) should be considered while
designing the AT. The mandatory requirements for better functional capabilities,
AT-PBS should include the following features:

• Speech to text
• Text to speech and synthesis
• Speech/Voice Command Control
• Display enhancement through magnification and zooming
• Speech volume control
• Keyboard, mouse and touch screen.

The enhancements to support full information accessibility, AT-PBS should
include the following characteristics:

• Auto Emergency Response
• Comprehensive support of activities at smart cities, including smart help com-

prising of the auto-searchable system, profile setup, noting and communication.

Table 2 Technologies essential in an assistive system for different impairment conditions

Type of
interface

Type of assistive
technology

Hearing
impairment

Motor
impairment

Speech
impairment

Visual
impairment

Input to
system

1. Voice recognition x x x

2. Voice to text x x

3. Keyboard & mouse x x

4. Gesture control x x x x

Output
from
system

5. Text to voice x x x

6. Display screen x x x

7. Vibration or flashing
LED

x x x x

Mobile
input &
output
system

8. Mobile platform such
as laptop and
smartphone

x x x x

9. Tracking Location and
behavior using RFID
sensors, and WIFI

x x x x

10. Flexible adaptable
interface

x x x x
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The enhancements to have better service support accessibilities, AT-PBS should
include the following features:

• Mobility support
• Tracking, behavior analysis and intervention
• Adaptable interface according to user profile
• Design for all by supporting universality
• Overcome existing environmental and social barriers by supporting usability

solution adapted to user’s conditions.

5.2 Design Solution for PWDs at Smart City

The standards for designing user interface have been addressed by [53].
These standards make interaction with system easy and user experience more
friendly and effective. They identified the following requirements associated with
usability:

• The interface has to be tested by the users to obtain their feedback.
• The design has to be evaluated by relevant experts. The use of formal guidelines,

checklists or questions should be employed.
• To support usage logging, where useful information would be recorded auto-

matically by the server or the software.

The proposed design is based on a flexible dynamic interface that adapts to
different impairment conditions in order to satisfy the needs of the PWD users. This
design has been validated by the expert of PWD and will be tested by the PWDs to
get their feedback for further design optimization.

Note that this design supports eleven groups with different impairment condi-
tions through the adaptable unified interface. This design can adjust the interface
environment setup according to user group conditions as well as the working
environment conditions associated with floor location, weather and day conditions,
etc. The proposed solution would mainly be relevant for PWD in smart cities
involving both the desktop and the smart phones.

This new integrated interface mainly comprises of the two features, namely:
SMARTHELP and SMARTEDIT. The SMARTHELP provides assistive and
communication services to the PWDs in the workplace. It aids the PWD in getting
help information about the locations in the workplace building such as the locations
of offices in various departments, directions to these departments, building infor-
mation like toilets, emergency exits, lifts, etc. This interface also enables the PWDs
to make a call using Voice over IP (VOIP) to the colleagues and other people in the
building for help or intervention. In addition, it offers Auto Emergency Response
facility to call for immediate help from an attendant. In this system, a tracking
network using Ekahau Real-time Location System (RTLS) has also been
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implemented. It works with RFID tags and communicates through Wi-Fi network
in the building [54]. When a PWD user enters the building, they are given a
traceable tag. This tag is continuously monitored through the RTLS. The tracking
system is deployed on 802.11b/g (2.4 GHz) WLAN technology using the building
Wi-Fi network. The Wi-Fi tags transmit like any Wi-Fi client (e.g., a laptop) where
the Wireless Local Area Network (WLAN) Access Points work in reception mode
to measure tag received signal strength. Six APs have been deployed on the ground
floor to monitor the movement of the PWDs and tracking and logging their loca-
tions (for the campus lay out, refer to [50]. When the user carrying a tag enters a
signal field of a particular access point, signal measurements are taken via radio
communication and delivered to the RTLS software controller, which updates and
stores the information in a Tracking and Database server located inside the building.
The APs send signal strength packages to the tracking server so the algorithm can
determine the movement and store user location on the Database server. A behavior
and reminder algorithm has also been developed. This algorithm can read the
location data of PWD from Database server and analyze the behavior based on the
scheduled events to determine if PWD execute the event according to setup or not.
The behavior algorithm has been running on the server and sends an alert message
to PWDs as well as their caregivers to inform them about missing events. The
behavior result can also be logged on the server for further analysis by dependence
and the experts. The SMARTEDIT feature which can facilitate different PWDs is a
multimodal interface that provides a capability of writing and editing a document
using voice recognition.

5.3 Development Solution

The developed solution in this work is based on the unified user interface [50] and
exhibited the following characteristics and benefits to the PWDs:

• User can login using the three different methods—normal (username and
password), RFID and voice recognition. New user can also sign in using the
Join US button.

• Font size can also be changed as per the requirement.
• Interface can also be controlled or driven using the voice command.
• User can customize his/her interfaces using the profile and the environment set

up. Environment set up helps the PWDs to set up input/output interfaces. User
profile requests for the user name, age, email, etc. depending on the user
disability.

• The two main features SMARTEDIT and SMARTHELP provide help to dif-
ferent kinds of impaired persons through one unified interface.

• The SMARTEDIT feature is a multimodal interface that provides a capability of
writing and editing a document using voice recognition, to facilitate different
PWDs.
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• SMARTHELP provides assistive and communication services to a PWD user at
workplace. It helps in getting relevant information about locations in the
workplace, enables the call using Voice over IP (VOIP) and offers Auto
Emergency Response facility to call for immediate help. It also allows the user
to run profile set up, get help (or any information), communicate, etc. User can
conduct search either using the search list, the keyword search or search by
location.

• In the communication window, user can edit event, make call using the Voice
Over IP to track location or set personal reminder or set up the intervention
using the behavior algorithm.

• The proposed design interface also meets the standard guidelines and ISO
13407.

5.3.1 Unified Interface and Prototype

A unified interface for PWDs with different impairment conditions has been
designed and implemented. User can change the font size at the first page by
selecting the button “Change Font” or by speaking the word “eight”. Three modes
to log in into the system have been supported. These are: normal login using
username and password, RFID login, and voice recognition login. User will be able
to customize his/her profile by defining his/her visual and hearing capabilities. Then
user will be asked to change their login details. Then user can login in the system.
At this point, the user can choose one of the four available modules, namely, user
profile, environment setup, smart editor, and smart help. The user can also change
his/her user’s profile setup and/or environment setup. All the above mentioned steps
are depicted in Fig. 2.

6 Discussion and Comparison

It is clear that the implemented interface in our project is adaptable to PWD users’
requirements. This smart flexible interface that can run on laptop, mobile and
tablets, support many important features needed for PWDs at the workplace. This
smart interface program interacts with MySQL database, and RFID WIFI tracking
system. Now, the PWD users are able to use voice recognition to drive and control
the interface, RFID and voice recognition to login on the system, and VOIP, email,
and SMS to interact with others. In addition, this unified interface supports con-
tinuous monitoring of the PWD’s movement. This has been achieved through the
behavior and intervention algorithm, which alert PWDs and their caregivers for
their scheduled events.
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Fig. 2 Different modules of UI-PWD
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7 Conclusions

Recently, ATs have become very common due to the reduction in cost of smart
phones, and computer accessories and attracted researchers to develop intelligent
AT solutions relevant for smart cities. Additionally, the developments in HCI and
ICTs have given impetus to these technologies. Still, there is a need of a com-
prehensive solution that is capable to fulfill the needs of different kinds of impaired
persons living and working in smart cities. Based on literature review and assess-
ment of commercially available solutions, it can be concluded that there are
available solutions, but they only focus on one type of impairment and provides
lesser flexibility to the users. The developed system in this work contains two main
features SMARTEDIT, and SMARTHELP. This system can provide help to vari-
ous kinds of impaired persons through one unified interface. The multiple options
provide flexibility to perform many tasks normally by the PWDs. The system not
only focuses on the daily activities, but also provides smart context aware options
for activities that are required in work environment of the smart cities. The
implemented interface is adaptable to PWD users’ needs and provide smart flexible
interface that support many important features needed for the PWDs at the work-
place. Therefore, this smart comprehensive solution can offer many opportunities to
the PWDs to live their life in a better way and work effectively and productively
through the support of smart AT solutions relevant to the smart cities’ environment.
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A Software Model Supporting Smart
Learning

Shamsa Abdulla Al Mazrouei, Nafla Saeed Al Derei
and Boumediene Belkhouche

1 Introduction

Smart devices have grafted themselves into our bodies and our environment at
large, thus extending individual and collective capabilities [1, 2, 3, 4]. Connectivity
and accessibility to resources provide users with sophisticated forms of play,
communication, collaboration, and knowledge acquisition. In this context, learning
in cyberspace (i.e., cyber-learning) has become a pervasive and dominant activity
[5]. Cyber-learning is a critical component of cyber-cities, which provide the
fundamental infrastructure for smarter cities. Cyber-learning supports construc-
tivism by affording learners independence, exploration, self-discovery, and
knowledge construction. Novel models are being proposed to support and enhance
the current educational models by integrating technology, learning, and playing,
resulting in what is generically termed “smart learning”. Smart learning provides
capabilities to support the learning process through guidance, customization,
independent knowledge construction, interactivity, and accessibility [6].
Game-based learning is one example of smart learning, which integrates gameplay
and explicit learning outcomes. Smart learning aims to have specific, measurable,
attainable, relevant, and time-limited learning contents.

A premise motivating the design of educational games is the support of an
independent learning process that is effective in easily transferring the acquired
skills into the real word [7]. That is, knowledge acquisition is relevant and
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comprehensive. It covers learning contents and outcomes from various subjects,
such as information technology, engineering, sciences, languages, history, and
many others. Players (i.e., learners) are engaged in learning by being challenged to
perform a variety of cognitive tasks, such as information collection, analysis,
decision-making, reasoning, problem-solving, pattern recognition, and other
physical and intellectual activities. As a simple example, learning the alphabet by
children involves interacting explicitly with shapes, sounds, and images, and
implicitly with meanings, relationships, and composition. Learners engage in the
knowledge acquisition process through pattern recognition, meaning formation,
concept association, and concept composition. These basic cognitive tasks, coupled
with independent progress, constitute one aspect of what we define as smart
learning.

Even though traditional education and GBL share learning as their main goal,
GBL is a radical departure from tradition. As such, it presents researchers with the
grand challenge of how to design a computational model of the learning process
that captures effectively the cognitive tasks identified by cognitive scientists. In the
traditional education context, teachers, mentors, peers, and students act together as
facilitators of learning, while GBL seeks the introduction of an unknown context
based mostly on assumptions from traditional education. Thus, another major
challenge is to disentangle GBL from these assumptions.

Nevertheless, despite these challenges, researchers have been proposing
frameworks designed to support the game based learning process [8]. However,
software models based on these frameworks, which would form the basis for
designing educational games have not been adequately addressed. Indeed, new
software object oriented models are needed to facilitate the implementation of
games that support GBL. Also, completely new models of the learning process are
needed to integrate technologies and learning sciences [9, 10].

The rest of the paper is structured as follows: Sect. 2 presents a literature review
of previous works related to GBL framework design. In Sect. 3, we elaborate a
game-based learning software model and describe its architecture. Section 4
describes the implementation of our proposed software model. Section 5 presents
the results of our experimental evaluation. Section 6 summarizes the tasks we have
completed in this research.

2 Literature Review

There is a wide agreement among researchers that games can effectively improve
education and can be helpful and useful for teaching complex concepts and skills
[11]. Several comprehensive meta-analyses demonstrate the positive impact of GBL
on learning [12, 13, 14, 15]. A study found out that 70% of high school students left
school because they were not interested or motivated to continue their education
[11]. Moreover, a pan-European study surveyed 500 teachers showed that
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motivation was increased when computer games were included into the educational
process [11]. The work in [16] posits that students are motivated through: com-
petition and goals, as players feel personal attachment to a goal, rules, choice,
fantasy, and challenges [17]. Yet, others see that GBL research has been based on
claims that cannot be substantiated [12]. The disagreement stems from the lack of
balanced integration of concepts from pedagogy, instruction, technology, and
content into an operational software model. Without this balance, GBL develop-
ment becomes ad hoc, and the resulting product will not meet the expectations of
game makers, students and educators [12].

Proposed frameworks to guide GBL development deal with design at highly
abstract conceptual level. In general, these frameworks are far removed from
software design. An early model was elaborated by Kiili in [18]. Kiili’s Experiential
Gaming Model tries to integrate game design, flow theory, and experiential learning
theory. Game challenges should commensurate with the player’s skill levels to keep
the player engaged with learning activities [18]. Another model is the Game Object
Model (GOM) [19], which is a naïve attempt at developing an object-oriented
model of GBL. The decomposition of the model into pseudo objects and the use of
notation and terminology inconsistent with object-oriented design highlight the
wide gap between GBL researchers from the educational side and GBL software
developers. By its reliance on highly abstract cognitive tasks, the GOM proposal
fails to address modeling issues. A recent proposal is the synthesis of a GBL
framework developed in [7, 8]. This framework identifies learning, instruction, and
assessment as the three major dimensions of GBL all linked with game elements
[8]. Each dimension contains the relevant components that contribute to learning,
instruction, or assessment. Specifically, the dimensions are:

1. Learning consisting of learning objectives, goals, and learning content.
2. Instruction consisting of games elements (context, pedagogy, learner specifics,

and representation) and instructional design.
3. Assessment consisting of feedback and debriefing.

In order to have an effective educational design of games, the alignment between
learning, instruction and assessment aspects should be achieved. The learning
objectives, the player goals and the learning content are defined in the learning
column. The game learning cycle imbedded in the instruction column consists of
user feedback, user behavior, user engagement and user learning. While designing
the instructional design, designers must take into consideration that the player
actions must be followed by sufficient feedback in order to engage the player in the
game for better effective learning. Finally, the assessment column contains two
elements which are: debriefing element by which the player makes a connection
between the experience gained by playing the game and the real life experience, and
the system feedback element which represents displaying the score to the player.

This framework can be used as a design aid that can guide new GBL design and
improve existing game designs by identifying their structures and components and
refining them to meet the requirements. Moreover, this framework can be used as an
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evaluation tool as one of its elements is the assessment concept, which helps in
evaluating the player after playing the game [8].

3 Proposed Software Model

None of the proposed frameworks addresses GBL from a software design per-
spective. These frameworks are described in highly conceptual terms that do not
provide any guidance for software design and implementation. For example, the
concept of learning remains undefined, and even though we have an intuitive idea
about it, we still need an operational definition to guide its software implementa-
tion. Hence, we elaborate an analysis and refinement of the framework in [8] in
order to derive an object oriented software model, which is then used as the basis
for the implementation, thus bridging the gap between informal design and
implementation. Thus, our main concern is to refine the framework by expressing it
as a software design so that implementability issues can be directly addressed. As
an example, Fig. 5 illustrates how we decompose the concept of learning into
concrete tasks. Our resulting design will lend itself easily to implementation using
any object-oriented approach. The proposed software model consists of four per-
spectives: system architecture, model-view-controller architecture, structural design
(class diagram), and the behavioral design (state chart). We present each one of
them in the following sections.

3.1 Three Tier Architecture

We mapped the game-based learning framework into a three-tier system architec-
ture (See Fig. 1) which consists of: (1) the presentation layer that represents the user
interface to translate the tasks and the results to visual objects the user can
understand; (2) the business logic layer that executes commands and calculations,
and makes logical evaluations; and (3) the data layer where the information is
stored and retrieved from a data model repository.

When the learner plays an educational game, he/she interacts with the concepts
and the objects of the game. Selecting the right concept and associating them with
the objects reflects the learning goal and the user behavior and helps the player to
gain decision making skills.

One way to support user engagement is interactivity. There are three forms of
interactivity: the first is the physical interactivity which represents the player’s
behavior while interacting with the game. The second is the visual interactivity
which reflects the player responses to the visual objects of the game. And the third
is the sound interactivity which is represented by the player’s reactions to sound
triggered by game objects, and the system feedback provided by the game (Fig. 2).
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Fig. 1 System architecture

Fig. 2 MVC architecture
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3.2 MVC Architecture

In addition, we mapped the three-tier architecture into a model-view-controller
architecture, which shows the packages and their classes that are used to implement
an educational game (see Fig. 2). All the mutable data, the positions, the units and
the status of the objects are included in the game system that checks and changes
the states of the game. Once the player interacts with the game, the controller
package handles the input provided by the player and it communicates with the
game play layer to handle the data of the requests.

Once the game play layer processes the request, it retrieves the needed infor-
mation from the data model repository based on the input provided by the player,
and then returns it back to the controller which communicates with the view layer to
decide what to display for the player.

3.3 Class Diagrams

For the refinement of the MVC architecture we developed a class diagram. For
example one interesting class diagram is shown in Fig. 3. This class diagram
models the player, which consists of three classes, one representing the player and
the other two representing the cognitive and physical actions that the player is
capable of performing. The player class consists of the activities that he/she can
perform while playing, and descriptive attributes. Examples of descriptive attributes
of the player may consist of: memory, acquired knowledge, position, sprite, speed
and direction.

The physical actions class represents the physical actions available to the player
which are carried out by the avatar that’ is under the control of the player. The

Fig. 3 Player class diagram
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cognitive actions contribute to knowledge acquisition (i.e., learning) through con-
cept formation elaborated from basic building blocks. These blocks are individual
atomic concepts that can be composed to form more complex blocks, which, in
turn, can themselves be used for further composition, thus, increasing the com-
plexity of the knowledge being acquired.

3.4 State Chart

For the player to learn while playing an educational game, he must perform cog-
nitive activities by interacting with objects in the game in order to acquire
knowledge. The following state chart (Fig. 4) illustrates the states of one object of
the game, which is the player. For an object to move from one state to another it
must carry out relevant actions during the interaction with the other objects, thus
resulting in a state change. Basic cognitive actions that are provided consists of:
perception, association, recognition, debriefing, locating, composition, recalling,
and classification. Physical actions are the basic movements, such as: select, jump,
walk, run, and many others.

Fig. 4 Player state chart
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4 Game Implementation

As an illustration, we consider the implementation of the main class “player” using
the game maker engine [20]. This process requires: (1) structuring the knowledge to
support gradual acquisition; (2) building an interaction matrix; and (3) elaborating
the main object “player”.

4.1 Knowledge Structuring

The literature on games for learning argues that the multiplicity of exploration paths
gives players (learners) opportunities to tailor their learning experiences. However,
there is a no link between these paths and explicit learning content structuring to
guide the learner in the construction of learning paths by “freely” navigating the
underlying structure. Hence, structuring the learning content as a concept map
captures independent and gradual exploration, whereby links define paths and
concept ordering defines levels of progressive evolution from basic to advanced
concepts. Viewed as small-scale ontologies, concept maps help learners organize
their knowledge and their thinking, and stimulate their cognitive skills. Even though
the underlying representation is highly structured, the learner’s exploratory activ-
ities are spontaneous and guided by his/her actions and decisions. Figure 5 shows a
concept map that structures the learning content of Arabic for KG students.

Fig. 5 Knowledge structuring using a concept map
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4.2 Interaction Matrix

The interaction matrix captures all the interactions among objects within the game
world. Our player interacts with objects through physical and cognitive actions, as
mentioned earlier. Table 1 provides a generic summary of the interactions between
the player and the various objects.

Note that the set ca belongs to ║(Cognitive Actions) (i.e., ca ⊙ ║ (Cognitive
Actions)), the set pa belongs to ║ (Physical Actions) (i.e., pa ⊙ ║ (Physical
Actions)), and the objects Oi and Oj are members of the set {O: O is an object in the
game world), where ║ is the power set construct. The value in a given matrix cell
indicates the nature of the interactions. In Table 1, X stands for no interaction, ca
stands for a set of cognitive interactions, and pa stands for a set of physical
interactions. Instantiating Oi, Oj, ca, and pa in the table will result in a complete
description of all the possible interactions among the objects and the player.

We need to associate meanings with the actions involving the player and the
generic objects. For example: what is the meaning of the cognitive action “per-
ceive”? Through playing, the player acquires knowledge about the instantiated
objects in terms of the cognitive actions. As for the meaning of “perceive” as a
cognitive action, we define it as “the ability to see and recognize an object”. Hence,
perceiving the object means, the ability to see the object and knowing everything
related to it. In object-oriented terms, given that any object is endowed with
attributes and services to reveal itself, this ability amounts for the player having full
access to the object of interest. The information that the player perceives about a
given object are the characteristics and the effects of methods of that object. For
example, Fig. 6 depicts a simple object “SPARROW”, which, when discovered by
the player, will expose knowledge about itself, and even sing. Table 2 summarizes
some of the cognitive activities of the player and the type of questions he may be
able to answer once having acquired new knowledge.

Agent technology was used to implement the game architecture we defined in
the previous section by having two agents, the first one is to represent the player
and the second one is the assistant agent to help in game calculations, evaluations
and management. The actual game introduces alphabets and a picture as objects,
and the player must construct the right word that is related to the picture using the
displayed alphabets. In this way the game supports two of the knowledge acqui-
sition activities: identification by which the player identifies the context and asso-
ciation by which the player relates the context to the right object.

Table 1 Generic interaction
matrix

Player Oi Oj

Player X ca pa

Oi ca X X

Oj pa X X
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5 Experimental Evaluation

We conducted an experiment at a local primary school to assess the effect of our
approach. The experiment was held in the morning and consisted of a one hour
familiarization with the system session and two 45-min sessions, one for females
and one for males. Participants were first grade divided into two groups consisting
of 30 female student and 28 male students.

In the first hour of the experiment, the application was saved into the school’s
laptops. Moreover, the teachers arranged the tables and chairs and provided the
students with headphones to give the chance for every student to play alone without
interruption. In the experimental session, students were asked to open the appli-
cation and start playing the game. They were informed that they will not receive
any support from any one, including the teachers. The performance of each student
was recorded via Steps Recorder. Once finished, the teachers collected their
responses files. After files where collected the results were recorded based on the
student’s choice in the test part.

The results in Table 3 show the percentage of students who were able to rec-
ognize the different shape of a given letter. The leftmost instance of the letter is the

SPARROW
Color 
Song
Name
What-is-your-name() 
What-is-your-color() 
Sing-for-me() 

Fig. 6 Object instance

Table 2 Cognitive activities meanings and questions

Cognitive
activity

Definition (www.dictionary.com) Example of questions

Identify To recognize or establish as being a particular person or
thing

What do you see?

Perceive To recognize, discern, envision, or understand What is color of the
object?

Associate To connect or bring into relation, as thought, feeling,
memory and many other

What category does
this objet belong to?

Recognize To identify as something or someone previously seen,
known and many other

Which object is the
smallest?

Locate To assign or ascribe a particular location to (something) Where can you put
this object?
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canonical shape that is introduced for learning the letter. Thus, all students were
able to recognize it. The others shape were not introduced and the students were
asked to identify them. The middle column presents a letter that is close to the
original, thus the students did not have difficulties recognizing it. In the last two
columns, even though the shapes presented a bigger challenge, 86% of the students
were able to recognize them. We consider this process as a learning transfer
activity, implying that the students are capable of using previous acquired knowl-
edge in new learning situations. We attribute this gain to the multi-modality that
GBL provides.

6 Conclusion

Current research confirms that game-based learning has potential benefits in the
educational context. Being a novel approach, GBL presents several challenges,
among them how to design a software model of GBL that is implementable. Our
work addressed this challenge directly and provided a complete solution, demon-
strating that given an abstract framework, we can capture it in software design and
implementation. Our software model consists of a system architecture, a
model-view-controller architecture, a structural design, and a behavioral design.
Our implementation of the model uses agent technology, wherein agents represents
smart object of the GBL world. In this context, agents model very nicely the
behavior of learners, tutors, and other components in the GBL world. This tech-
nology supports the intelligent interactions between the player, non-player char-
acters, and other game components, naturally lending itself to modeling of
educational games. Hence, agent technology was used to derive our design and
implementation of an educational game from the framework.
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Representing Spatial Relationships Within
Smart Cities Using Ontologies

Tristan W. Reed, David A. McMeekin and Femke Reitsma

1 Background

“Landscapes of knowledge” is the vision of a geosemantic web that supports the
exploration of geographically referenced knowledge by its location, and conversely,
the exploration of geographic landscapes through affiliated knowledge. Data that is
geo-referenced facilitates the possibility that thee data can be loaded and displayed
on a map so that whatever type of information the data represents can be viewed in
relationship to its location.

Geographic information frameworks are an essential component of smart cities
[1]. A wide variety of sensor data can be provided by Internet of Things
(IoT) devices and it is important to be able relate the spatial context of these devices
to that of the greater environment, alongside the significance of affiliated knowledge
about the environment. By understanding this context, interpretation of the data the
sensors produce is aided. Sensors can be geo-referenced to the physical phenomena
that they are monitoring.

The vision of “Landscapes of knowledge” enables the exploration of such
frameworks to better understand them. Adding semantic information to the geo-
graphic data presents the user with a visual and knowledge rich representation of
the data [2].

This concept is shared by many, and much research has been undertaken to
associate spatial data with ontologies [3–5]. An ontology is a formal representation
of a concept, where it can be made up from definitions from the following different
concepts: classes, relations and functions [6]. In associating spatial data and
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ontologies, the ability to discover and use geographic information in all its various
forms and for all its varied applications is greatly enhanced. In semantically
extending spatial data, the possibility to discover and use spatial data is increased as
the data now richer in content hence the possibility that it will be discovered
through search is higher as the search can be about the semantic information
embedded within and/or the geographic information represented. Ontologies are
extremely important in integrating data and knowledge [7].

Developing and implementing a geosemantic data model is of great value to
independent applications for specific purposes, and more broadly to Spatial Data
Infrastructures (SDIs). SDIs have been defined in many ways and generally relate to
things such as technology standard agreements, policies, resources both computer
based and human that facilitate gathering, storing, processing geospatial data [8, 9]
or as one of the authors defined it: “an SDI is the infrastructure required to make
geospatial data available for use by those who may or may not be experts in the
geospatial domain” [10]. A spatial data infrastructure can form part of the geo-
graphic information framework of a smart city, allowing the provision of and
exploration of relevant spatial data.

Semantic representation of a concept increases that concept’s clarity, or “a little
semantics goes a long way” [11]. What is not typically known about the concept is
its location and its relationship to its surroundings. Hart and Dolbear [12] speak of
the “unattributed belief that 80% of all information has a geographic component.”
Any data that has some kind of location reference in it, be it a city name, an address
a set of coordinates can be considered location data. This information may not be
central to the data but it certainly enriches that data.

Semantic annotations may assist to resolve some problems regarding a location
and its relationship to its surroundings by linking an ontology concept to the feature
that may be represented as an information object [13, 14]. What is known about the
spatial characteristics of a feature is what needs to be linked to the semantics.
Semantic annotations do not resolve this, as they cannot connect a feature to its
semantics. It is a unidirectional link that needs to expand such that the flow between
spatial location and semantic structure in both directions can occur.

The ability to browse spatial data and see the underlying semantics is needed, to
know that a mountain as a geographic feature is also known as a peak or a munroe
in other cultural contexts. This kind of knowledge about the mountain is typically
hidden in a spatial database, which requires queries and symbology to represent.
This symbology can typically only represent two fields of data at any one time
effectively on a spatial representation such as a map. In the mountain example,
these two fields may be elevation and substrate represented by colour or another
symbol type. By representing the semantics of each feature as an array of concepts
alongside the map view, individual features can be explored and associated features
discovered through the conceptual ontology view, or vice versa discover features
based on spatial proximity to the mountain. This is advantageous for usage within
Smart Cities, as the concepts can be from both the natural and built environment.

This can be seen in Fig. 1, where an example ontology is shown relating ele-
ments of the built environment. In this ontology, both “Curtin University” and
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“University Of Canterbury” are instances of the class “University”. The predicate
between the subject “University” and the objects above is “isA”, meaning that the
semantic link is seen in that both of these objects are of the same type. As they
correspond to real life locations, the ontology could contain geographic information
about both locations embedded within in. It is in such a situation that a ‘linked’
view is advantageous.

Research in the field of geosemantics has explored the unidirectional link
between spatial features and ontologies, where links from spatial data to ontologies
have not yet been studied [15]. By enabling the user to explore spatial data through
an exploration of its semantics, greater data discovery and use can be supported
[16].

[17] presents an understanding of the role that semantics plays in integrating
heterogeneous datasets where semantics are used to determine differences among
concepts in geospatial datasets. Understanding the semantics of similarity for
knowledge retrieval supports users in retrieving geographic information that is
related to other bits of geographic information in some way. Measures of semantic
similarity have been developed [18, 19], but fail to allow the user to browse
geospatial information from both a semantic and spatial perspective.

Semantics in the geosciences has taken a back seat to research on Linked Data
and removed the need for complex semantic descriptions in favour of links.
Considering the potential for semantics to overhaul how geospatial information is
discovered, the research challenges from [20] have highlighted the need to expand
research on semantically linked geospatial data where the semantics can be equally
explored alongside the geometric primitives.

LinkedGeoData [21, 22] supports the linking of data between projects where
spatial datasets are converted to Resource Description Framework (RDF), and
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Fig. 1 A visual representation of the sample ontology
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provide the potential for linking these datasets to ontologies. Geoknow is a recently
established European Union research project [23], motivated by past work in the
LinkedGeoData project, which aims to integrate multiple large-scale geographic
linked data sets and make the results available to the public on the world wide web.

OpenStreetMap data available as an RDF knowledge base [24]. With such
developments, a resource structure that highlights spatial data characteristics and
the knowledge embedded within it provides great potential for enhancing knowl-
edge discovery as well as spatial data reuse. Other linked data initiatives have been
used or are planned to integrate cadastral datasets [25–27]. However, the overheads
of converting spatial datasets to RDF or other semantic languages are significant as
these languages are very verbose and spatial query and analysis runs across them
are slow.

GeoRDF [28] is one format used to express linked geospatial data inside an RDF
file. The format provides an RDF schema that allows primitives such as polygons
and points to be represented as tags which are part of RDF instances located inside
an RDF file [29]. GeoRDF has been used for the prototype application, which has
been proposed by the World Wide Web Consortium for this purpose [30].

The following research explores the nature of the link between semantics and
spatial features, representing that link as a bidirectional link that supports the
application of spatial data through conceptual spaces and the exploration of
knowledge through spatial features that are associated with that knowledge.

A description of our conceptual model is described that presents the fundamental
specification of this bidirectional link at a data modelling level. Then, the design of
the interface created in this research is presented with an example of how the
semantics can be linked to geospatial features to more effectively support data
discovery. Future extensions to the interface are also presented which further
demonstrate use cases for bidirectional semantic links.

2 Methodology

A prototype web application called KnowledgeScape has been designed to
demonstrate the ability to simultaneously explore spatial knowledge as an inter-
linked graph and map. The application allows the browsing of linked ontologies
with embedded geographic data using a dual-view interface consisting of both a
graph representation of the linked data instances in the RDF ontology, as well as a
map representation showing the embedded GeoRDF primitives for each instance in
the RDF ontology.

The application allows a user to select a node displayed on the graph corre-
sponding to a physical object, and then view the embedded geographic information
about the instance on the map.

To use the system, the user must supply the URL of an RDF ontology in the
Web Ontology Language (OWL), which is entered into the web interface. The
system then generates an interactive graph of the ontology, discriminating between
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nodes that are representative of classes and those representative of instances using
different coloured node symbols (see Fig. 2). The links, drawn as lines between
nodes are a visual representation of the predicates between subjects and objects.

When a user clicks on an instance, if there is embedded geographic information
(namely, a GeoRDF tag describing either a single coordinate or group thereof)
about that instance within the ontology, this is displayed on the map to the right
hand side, with the selected node highlighted to show the connection.

The interface allows the user to compare differences between instances and
discover geographic connections to semantic connections.

There are other formats of embedded geographic information, such as addresses
used in the vCard RDF schema [31]. It is easily feasible for other types of
embedded geographic information to be explored in the dual-view by modifying the
parsing of the RDF and geocoding the addresses to coordinates. The modifications
required are later described.

A range of server and client side technologies are used in the prototype. All
server-side scripts are written in Python. The Django framework is used to allow the
scripts to be turned into a web application, as well as the rdflib plugin to simplify
some of the processing of the RDF/OWL ontologies.

JavaScript is used alongside HTML and CSS to create the user interface. The d3.
js and Leaflet libraries are used for the graph and map visualization views
respectively, with the jQuery library used to tie the interface together and to place
Asynchronous JavaScript and XML (AJAX) calls to the backend to provide a rich
user interface.

The design of the ‘Graph to Map’ direction of the system consists of both the
backend server-side processing and frontend client interface components of the
system. The system is presented as three Django views to the user with varying

Fig. 2 Screenshot of KnowledgeScape user interface
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backend processing behind them. Together, the three views form the architecture as
seen in Fig. 3. They are:

• the ‘Main View’, which processes both the user’s input as well as the interac-
tions with the other views;

• the ‘JSON Converter’, which retrieves and processes the remote ontology;
• the ‘GeoRDF Extractor’, which extracts the GeoRDF tag from the selected

instance and transforms it into a format understood by Leaflet.

The ‘Main View’ is the primary interface presented to the user when they first
access the system. This view allows the user to specify a URL to a remote ontology.
For the ‘GeoRDF Extractor’ to work, this ontology must contain embedded
GeoRDF tags within instances, however the system will present a graph view of the
ontology even if there are no embedded tags.

It is to be noted that although there are three views accessed by the user, only the
‘Main View’ is presented to the user as a traditional HTML page. The ‘GeoRDF
Extractor’ and ‘JSON Converter’ both return data to be used by static JavaScript
called within the ‘Main View’. Therefore, another job of the ‘Main View’ is to
proxy the GET and POST requests between the user and all of the views.

The ‘Main View’ also allows the user to specify a SPARQL query to be pro-
cessed and displayed on the main page. This is not related to either of the map or
graph views but rather is used as another discovery method for the user.

Once the user has specified the URL to an ontology, a POST request is made to
the ‘Main View’. Once the view has received a POST request, it then loads the
JavaScript library files for both the graph and map views alongside a JavaScript
configuration file for both views. If a SPARQL query has been specified by the
user, this is processed by rdflib.

The configuration file then makes an AJAX request to the ‘JSON Converter’,
supplying the ontology URL as a parameter. The result of this request is data in the
format which the d3.js JavaScript library used to visualize the graph. This is
required as d3.js cannot natively interpret OWL ontologies as input to generate a
visual graph. Instead, a JSON dictionary is supplied which details information
about each node (corresponding to a class or instance) and which nodes are linked

Main View GeoRDF Extractor

JSON Converter

Ontology URL

Ontology URL

JSON-forma ed 
Nodes/Edges

Instance URI Polygon 
Points

Fig. 3 Architecture diagram of system
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to each other (corresponding to the predicates). The graph is then configured for
display.

The ‘JSON Converter’ view first retrieves the requested OWL ontology and then
processes it into the required JSON dictionary. The transformation consists of using
the rdflib library to iterate over the entirety of the imported ontology. Iteration over
the imported triples is then performed to reflect the axioms of the ontology in the
JSON dictionary.

Firstly, all statements not related to instances and classes are ignored, as they are
not relevant to the requirements of the visual graph. Secondly, the class and
instance names are then transformed into a human-readable format to aid the user’s
understanding when this information is displayed to the user.

The file is then iterated over twice to pull out all the classes and individuals
respectively, which are then placed in the JSON dictionary which is supplied to the
visualization library. The file is then iterated over for a final time to determine the
links between the above objects.

As d3.js is expecting a JSON dictionary as input, this transformation enables the
triples to be reduced from an RDF-based specification to a JSON list-based spec-
ification. The dictionary contains two lists: one which specifies the nodes and their
properties and the other which specifies the edges (links between nodes) through
listing the two nodes to be joined.

The nodes are also separated into two groups—one for classes and one for
instances as this can aid in the user’s interpretation of the ontology. These two
groups are indicated as part of the JSON dictionary—a different group number is
given to instances compared to classes, which is then used to apply different styling
visually to the node.

JavaScript onClick events are then attached to all nodes in the graph such that
when they are clicked, the appropriate shape can be drawn on the Leaflet map. This
is achieved by placing an AJAX call to the ‘GeoRDF Extractor’ which returns the
shape data in the format stored within the GeoRDF tags, which is them processed
by the JavaScript into a format suitable for Leaflet to display on a map.

To achieve this, the ‘GeoRDF Extractor’ is passed in the name of the selected
instance as a parameter. It then looks up the geometric primitive stored in the
GeoRDF tag of said instance and returns it into the script. Depending on whether
the primitive is a line, a polygon or a “lat_long” point (currently the three types of
shapes specified in the proposed ‘simple’ profile of GeoRDF), which can then be
used by Leaflet to draw the primitive. This is achieved through running two
SPARQL queries using the rdflib library: the first merely selects everything that is
valid within the ontology but importantly transforms it into an iterable format. This
is a query of the format:

SELECT ?s

WHERE {

?s ?p ?o .

}
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This enables the subject to be extracted for the specified instance, which had
previously been shortened for display from the full instance name. The second
query then specifically grabs the shapes embedded within the GeoRDF tags asso-
ciated with the user’s selected instance. Leaflet requires an array of coordinates to
draw a polygon, and as such a script must be developed to firstly grab the correct
shape based on the user’s selection of a particular instance and then convert the
shape into the correct format that can be displayed. To achieve this, a SPARQL
query is run for each shape type to select the relevant GeoRDF tags as follows:

SELECT ?g

WHERE {

< subject > geo:polygon ?g

}

SELECT ?g

WHERE {

< subject > geo:line ?g

}

SELECT ?g

WHERE {

< subject > geo:lat_long ?g

}

The three separate queries allow the three different types of GeoRDF tags to be
discriminated. It is expected that generally a subject will have only a single
GeoRDF tag of the three, with the JavaScript processing operating under this
assumption.

The contents of the tag are returned as a string, alongside an indicator as to
which type of primitive the tag is. The contents are then converted in JavaScript to
an array that is then used by Leaflet. Leaflet first clears the map of any previous
shapes and then uses the array to draw a shape at the supplied coordinates.
Depending on the type of primitive, a different type of shape is drawn in Leaflet.

To draw different shapes simply requires changing the name of the drawing
function that is called between either “marker” for a point, “polygon” for a polygon
or or “polyline” for a line.

The design of the reverse directional link—that is from ‘Map to Graph’ is very
similar to the design of the ‘Graph to Map’ system. In this case, once the user has
specified the URL to an OWL format ontology, the system displays all of the
primitives embedded within the ontology that are located within the current
viewport of the map. The user can then select any of the primitives on the map,
which highlights the instance containing the embedded primitive on the visual
graph view.

This method is still achieved using the existing three views with some modifi-
cations and additions. The ‘Main View’ achieves the same functionality in trans-
ferring the user’s request to the other views, as well as providing the user interface.
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However, the static JavaScript requires extra handlers to cater for the events gen-
erated by clicking on the primitives.

Fundamentally, the ‘GeoRDF Converter’ also functions as before but on top of
this an extra function is required to pull out all the primitives within the viewport.

This function is called via an AJAX request to the page through a callback from
Leaflet, such that when the viewport is changed the visible primitives are loaded
with it. A GET parameter consisting of the viewport of the map is also passed in.

As functionality in rdflib is limited with regards to geographic operations, the
entire RDF file is iterated over and all geographic primitives are extracted. These
are then converted to geometric data types on the server, such that spatial operations
can be run on the shapes to filter the shapes to see whether they are ‘in’ the
viewport. As these shapes are associated with their instances, this information can
be used to determine the reverse linkage, and is passed back with the geographic
information. It is proposed for the above functionality to be implemented with the
GeoDjango framework, which is an extension to the Django framework already
used in the system.

Once these shapes are determined, they are then returned to the calling
JavaScript which then uses the same Leaflet calls as before to draw the shapes on
the map, as well as splitting out the instance name for use within onClick events
used to highlight each instance on the graph. As Leaflet expects a list, JavaScript
logic is used to make multiple draw calls and to decompose the dictionary into a
format understood by Leaflet.

Similarly, the ‘JSON Generator’ has modifications such that the outputted JSON
dictionary is filtered based on the user’s input. This has the outcome of being able
to highlight the related node to the geographic primitive. For each primitive drawn
on the map, an onClick event is attached which passes the name of the instance
corresponding to the primitive to the ‘JSON Generator’.

The ‘JSON Generator’ then functions as before, except that the selected instance
from the map is marked as a member of a third group inside the JSON dictionary
that is generated for the nodes on the graph, which allows different styling when
viewed on the graph. This information is then also used to ‘fade out’ the part of the
graph that is not in view. Similarly, the current in-view polygons are assigned to a
different group such that they can be styled differently. This information can either
be stored using cookies and sessions or by being passed as additional GET variables
in the AJAX request. Further investigation is required as to which is the preferred
system for the average use case.

This is alongside being able to use the ‘JSON Generator’ in the same manner as
before such that the first directional link is also able to be used.
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3 Results

The prototype application seen in Fig. 2 has been evaluated with a sample ontology
that describes the relationships between various components of Curtin University
and the University of Canterbury as described in Sect. 1.

Further detail of the relationships can be seen in the diagram of Fig. 2 where a
visualization of the ontology is shown as well as a more detailed sample of part of
the ontology in Fig. 1.

The prototype application is able to show the embedded geographic information
within the ontology on the map alongside the semantic relationship between
ontology. This allows the user to explore the data by clicking on a node repre-
senting a physical object on the graph and then seeing how this is reflected on a
map.

The prototype application demonstrates a unidirectional link from the graph
instance to a primitive on a map. KnowledgeScape was developed as a web
application primarily using Python and JavaScript, exploiting the Django, rdflib, d3.
js and Leaflet libraries.

The design of the ‘reverse link’ is demonstrated to show how it is easy to extend
the prototype application to form a fully bidirectional link for the visualization of
geospatial linked data.

In this way, both the semantic and spatial context of the element can be explored,
as is proposed for “Landscapes of knowledge”. As described, the “Landscapes of
knowledge” concept will allow greater understanding of the physical phenomena of
Smart Cities.

The proposed ‘complex’ profile of GeoRDF that defines a more abstract way of
defining all shapes as a group of points could also be implemented in the prototype.
This would require modifying both the SPARQL query used to extract embedded
geographic information alongside the JavaScript used to transform this information
for display. For this same reason the “lat_long” tag is used from the “simple” profile
rather than the more complex alternative of a “point” tag.

While the ‘Map View Generator’ view could be implemented using a
GeoSPARQL query to select the relevant RDF tags that satisfy the bounding box
that is equal to the map’s viewport, the rdflib plugin used within KnowledgeScape
currently does not support the standard. However, the design achieves similar
functionality through a different method, as described.

As uniform resource addresses are to a degree ephemeral, the corresponding
author may be contacted for the latest URL to a demonstration of the web-based
system. The system is a representation of the main result of the research, namely
allowing greater exploration of the relationships between semantic and spatial
features of linked geographic data.
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4 Conclusion

To achieve a vision of ‘landscapes of knowledge’, the geosemantic web, consisting
of semantically linked geographic information, must grow alongside the introduc-
tion of spatial data infrastructures. Understanding is aided through the use of
visualization tools to show the nature of the linked data.

While much work has been undertaken in generating geospatial linked data,
tools to enable the semantic exploitation of the linked data are generally limited to
basic unidirectional systems. Semantic data exploration allows greater data dis-
covery for users which may yield greater knowledge and understanding around the
area they are investigating. With improving the richness of the information
embedded within the data there may also be an increase use of geospatial data
leading to improved semantically enriched geospatial data which may lead to an
increased use of the data and hence becoming self-perpetuating.

The KnowledgeScape interface described improves the ease of spatial data
discovery through the use of a dual-view interface that allows the exploration of a
bidirectional link between linked data shown in a graph format and as primitives on
a map. This interface allows the user to see both the embedded GeoRDF from the
current instance in a graph and a map simultaneously.

Future improvements to KnowledgeScape include the implementation of the
reverse link detailed in Sect. 2. Currently, only the first directional link has been
implemented in the prototype software.

Various performance and interface optimisations can be performed to improve
the user experience. Namely, the POST request to the ‘Main View’ could be
removed and replaced with client-side JavaScript logic. This would create a richer
application experience as the page does not need to be refreshed.

It was suggested in Sect. 2 that the vCard RDF schema or other schema that
embed geographic information as an address could also be used with
KnowledgeScape. This would require the ‘GeoRDF Extractor’ to geocode the
address after extracting the address from the RDF file using a SPARQL query. The
result of the geocode request would then be returned to the JavaScript to be pro-
cessed for display.

Finally, the graph does not display the content of the predicate between two
objects but rather only that a link exists. By further customising the d3.js graph, text
could be displayed on top of the link corresponding to the predicate. Currently,
these values are thrown away by the ‘JSON Converter’.
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An Improved Hammerstein Model
for System Identification

Selcuk Mete, Hasan Zorlu and Saban Ozer

1 Introduction

System identification, the model of the system is achieved by utilizing data obtained
from experimental or mathematical way [1–5]. System identification process can be
used in the smart city concept. Since system identification can easily model prac-
tical applications such as peer to peer (P2P) file-sharing traffic, driver assistance
system, road traffic state, ethernet-based traffic flows [6–9]. In recent years, various
applications based on P2P file-sharing technology become prevailing. These
applications provide convenience to the users; however, they also cause some
problems such as noncopyright file-sharing and excessive network bandwidth
occupation. In order to maintain a controllable network environment, network
operators and network administrators begin to identify and control the P2P
file-sharing traffic [6]. Road safety is one of the main objectives in designing driver
assistance systems. On average, every 30 s, one person dies somewhere in the
world due to a car crash. Among all fatal traffic accidents, 95% are caused by
human errors. The obtained models can be used not only for the online identifi-
cation of drunk drivers and, probably, stopping the car but also for designing proper
controllers based on the configurations proposed in [7]. Road traffic congestion is a
common problem all over the world. Many efforts have been done to reduce the
impact of traffic congestion. One way is to use advanced Technologies such as
sensor, communication and compute processing to traffic management field. These
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technologies can provide traffic flow data to the traffic management center. In order
to utilize such data in drawing decision-making foundations for traffic operator, data
conversion into traffic state is desirable [8]. Many existing works in the field of
internet traffic identification is available in. Most of the approaches use
statistics-based methods to identify the wide variety of traffic found on the internet,
due to the fact that methods based on port numbers (transport layer) are consider
unreliable. But some approaches show a high degree of reliability when detecting
flows for certain applications for instance identification of real-time Ethernet
(RTE) traffic flows (TFs) [9].

System identification is proceeded through linear and nonlinear models as to the
linearity of the system [1–5]. Linear system identification that the input and the
output of the system stated with linear equations is mostly used because of its
advanced theoretical background [3, 4]. However, many systems in real life have
nonlinear behaviors. Linear methods can be inadequate in identification of such
systems and nonlinear methods are used [1, 2, 5]. In nonlinear system identification,
the input–output relation of the system is provided through nonlinear mathematical
assertions as differential equations, exponential and logarithmic functions [10].
Autoregressive (AR), Moving Average (MA), Autoregressive Moving Average
(ARMA) models are used for linear system identification in literature. Also
Volterra, Bilinear and PAR (Polynomial Autoregressive) models are used for
nonlinear system identification [1–5, 10–16]. Recently the block oriented models to
cascade the linear and nonlinear system identifications as Hammerstein and Wiener
models are also popular [17]. It’s because these models are useful in simple
effective control systems. Besides the usefulness in applications, these models are
also preferred because of the effective predict of a wide nonlinear process [18, 19].
Hammerstein model is firstly suggested by Narendra and Gallman in 1966 and
various models are tested to improve the model [20–22]. Generally, MPN
(Memoryless Polynomial Nonlinear) model for nonlinear part and FIR (Finite
Impulse Response) or IIR (Infinite Impulse Response) model for linear part are
preferred in Hammerstein models in literature [23–29]. In this kind of cascade
models, the polynomial representation has advantage of more flexibility and simpler
use. Naturally, the nonlinearity can be approximated by a single polynomial. Also
other benefit of these structures is to introduce less parameters to be estimated [30,
31]. To describe a polynomial nonlinear system with memory, the Volterra series
expansion has been the most popular model in use for the last three decades [32–
34]. The Volterra theory was first applied with nonlinear resistor to a White
Gaussian signal. In modern DSP (Digital Signal Processing) fields, the truncated
Volterra series model is widely used for nonlinear system representations. Also as
the order of the polynomial increases, the number of Volterra parameters increases
rapidly, and this makes the computational complexity extremely high. For sim-
plicity, the truncated Volterra series is the most often preferred in literature [32–34].
The number of parameters of the Volterra model quickly increases with order of
nonlinearity and memory length. As a consequence, large data sets are required in
order to obtain an estimation of the model parameters with reasonable accuracy
[28]. For these reasons, lots of block oriented applications Volterra model aren’t
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preferred for the nonlinear part [30, 31, 35]. Hammerstein can easily model prac-
tical applications such as heat exchangers, electric drives, thermal microsystems,
sticky control valves and magneto dampers [36].

In literature, classical algorithms, such as Recursive Least Squares (RLS) [26,
28], are used to optimize of Hammerstein models. These algorithms present better
solutions when the model structure and some statistical data (model degree, input
and noise distribution etc.) are known. Classical algorithms are mostly used because
of their features such as lower hardware costs, convergent structure, and good
error-analysis performance [10]. Evolution based on heuristic algorithms recently
become more popular and are mostly used in system identification. These algo-
rithms are developed especially to solve parameter optimization problem.
Differential Evolution Algorithm (DEA), Clonal Selection Algorithm (CSA) and
Genetic Algorithm (GA) are the examples of heuristic algorithms [29, 37–40].

The main motivation of this study is to suggest a simple and successful model
structure. At this point authors designed an original and successful Hammerstein
model by combining linear FIR model and nonlinear SOV Model. The structure of
the proposed Hammerstein model is shown in Fig. 3. The proposed Hammerstein
model is optimized with GA, CSA, DEA, and RLS. In simulations, different
nonlinear and linear systems are identified by proposed Hammerstein model. Also,
the performances are compared with different models in simulations.

The rest of this paper is organized as follows. Section 2 provides a summary of
model structures. Types of algorithm are defined in Sect. 3. Simulation results
demonstrating the validity of the analysis in the paper are provided in Sect. 4.
Finally, Sect. 5 contains the concluding remarks.

2 Model Structures

2.1 MPN Model

MPN is a polynomial structure. In literature it is frequently used in the block
oriented models [23–29]. A polynomial of a known p order in the input is expressed
as follows:

yðnÞ ¼
Xp

l¼1

clxlðnÞ ¼ c1xðnÞþ c2x2ðnÞþ � � � þ clxlðnÞ ð1Þ

where cl is the coefficient of the polynomial, l is an integer, and l > 0 [20].
x(n) represents the model input.
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2.2 SOV Model

SOV model is mostly preferred in identification of the nonlinear system [5, 15]

yðnÞ ¼
XN

i¼0

hixðn� iÞþ
XN

i¼0

XN

j¼0

qi;jxðn� iÞxðn� jÞ ð2Þ

Here y(n) represents the model output, x(n) represents the model input, hi rep-
resents linear and qi,j represents nonlinear parameters, “N” represents model length.

2.3 Hammerstein Model

Many systems can be represented by linear and nonlinear models [41].
Hammerstein model structure in Fig. 1 is formed by cascade of linear and nonlinear
models. In Hammerstein model structure in Fig. 1, x(n) is a nonlinear block input,
z(n) is a linear block input and y(n) is a Hammerstein block output [21].

2.3.1 Hammerstein Model with MPN-FIR

In this structure in Fig. 2, MPN model is used as the nonlinear part and FIR model
is used as the linear part. The nonlinear part is approximated by a polynomial
function [25]. Let x(n) and y(n) be the input and the output data respectively of the
nonlinear model. z(n) is the unavailable internal data.

The Hammerstein model HH
(p,m) of order p and memory m can be described by

the following equation:

yðnÞ ¼ Hðp;mÞ
H xðnÞ½ � ð3Þ

Fig. 1 Hammerstein model structure

Fig. 2 Hammerstein model with MPN-FIR
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Equation (3) could be expressed with an intermediate variable z(n) as follows:

yðnÞ ¼
Xm

i¼0

bizðn� iÞ ð4Þ

with zðnÞ ¼ Pp

l¼1
clxlðnÞ the internal signal z(n) cannot be measured, but it can be

eliminated from the equation, by substituting its value in (3). We got [25]:

yðnÞ ¼
Xp

l¼1

Xm

i¼0

clbix
lðn� iÞ ð5Þ

where bi and cl are the coefficients of the FIR and the MPN model respectively.

2.3.2 Hammerstein Model with SOV-FIR

In this structure, SOV model is used as nonlinear block and FIR model is used as
linear block. Cascade structure is shown in Fig. 3 [42].

SOV model is defined as;

zðnÞ ¼
Xr

i¼0

hixðn� iÞþ
Xr

i¼0

Xr

j¼0

qi;jxðn� iÞxðn� jÞ ð6Þ

hi represents linear and qi,j represents nonlinear parameters and linear FIR model
output is defined as;

yðnÞ ¼
Xm

k¼0

akzðn� kÞ ð7Þ

proposed Hammerstein output with the combine of these two defines is [42]:

yðnÞ ¼
Xr

i¼0

Xm

j¼0

aihjxðn� i� jÞþ
Xr

t¼0

Xm

z¼0

Xm

w¼0

atqz;wxðn� t � zÞxðn� t � wÞ ð8Þ

Fig. 3 Hammerstein model with SOV-FIR
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3 Optimization Algorithms

In this study it was used classical RLS algorithm. This algorithm that is one of the
adaptive algorithms presented to determine the model parameters to estimate
chaotic time series, changes the model parameters to minimize the error in each
iteration. Model parameters are calculated utilizing error and output values in each
iteration by minimizing the difference between desired output and system output
[43].

Also it was used heuristic CSA, GA and DEA algorithms in this study [44–51].
The other adaptive algorithms used in this study are working on basis of evolution
principle [44]. Recently, evolutional calculation term is mostly used to present the
techniques based on this principle. GA, evolutional programming, CSA, artificial
immune algorithm and DEA are the examples of this class. The basic steps of an
evolutional algorithm are as follows [10];

Create start population
Evaluate
Repeat the following steps until stop criteria provided

Step 1. New population created by selection of the individuals
Step 2. Change the new population
Step 3. Evaluate the new population

GA is first presented by Holland [45]. GA is one of the random search algo-
rithms. Through natural selection, genetic development simulation is occurred.
A basic GA selection operator consists of mutation operator, diagonally operator
and selection operator. Because parallel structure of GA can efficiently search wide
space and apply wide rules in operators. Moreover a GA has some disadvantages
such as inadequate local search abilities and early convergence. In order to elimi-
nate the disadvantages, DEA is developed by Price and Storn [46].

DEA is a simple but strong population based algorithm. DEA is developed for
the solution of numeric optimization problems as a new algorithm that utilize the
differences between the solutions [44, 46]. DEA is a population based algorithm
and has advantages such as high local convergence speed, using least control
parameters and the ability to find global minimum in a multi-mode search space.
There are some studies in literature about applying DEA and GA to system problem
[47–49].

Another development based evolutional optimization algorithm is CSA that is
inspired by human immune system. This algorithm is used in solving various
engineering problems because of its simple structure, applicability of all types of
problems, being not parameter based and high convergence speed. CSA, basically
is used to determine the basic features of immune reply to antigen alerts [50, 51].
According to this principle, cells that only recognize antigens are chosen to
multiply. These cells are processed to affinity maturation process to multiply the
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simulation of selective antigens. In human body, when an antigen determined, this
antigen is faced by antibodies produced by bone marrow. Antigens are tied to
antibodies and warn the B cells to divide and turn into cells that excrete antibodies
called plasma cells with the signals from T helper cells. Cell division process
creates a clone, can create a cell or cell constellation from a single cell [10].

4 Simulation Results

In this study, identification structure is given in Fig. 4. The identification process is
performed on three different systems that are all unknown; Linear ARMA, non-
linear Hammerstein, Bilinear systems. In this process, model parameters are defined
by minimizing the error (MSE) value between adapted algorithm and system output
and model output with the help of a cost function. y(n) is the system output, ym(n) is
the model output and e(n) is the error value. These systems have been tested on
Gaussian distributed white noise (GDWN) input signal. GDWN input signal is
given in Fig. 5. This signal is made with “WGN” command in Matlab platform. In
simulation studies x(n) input data is used for both system and model input.

Input sequence is GDWN of 250 data samples. Its variance is 0.9108. Unknown
systems are identified with four different types of models. These models are
described in (9), (10), (11) and (12). Hammerstein model with SOV-FIR in (9) is
obtained from (8) with r = 1 and m = 1. Hammerstein model with MPN-FIR in
(10) is obtained from (5) with p = 3 and m = 1. SOV model in (11) is obtained
from (2) with N = 1. FIR model in (12) is obtained from (7) with m = 1. The
memory length of the used FIR and Volterra model memories are chosen same as
the FIR and Volterra in Hammerstein model block. In our study, it is aimed to have
better solution in proposed Hammerstein structure than the sub models (FIR and
SOV) that make up the block structure.

Fig. 4 General structure of system identification
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Ym1ðnÞ ¼ a0h0xðnÞþ a0h1xðn� 1Þþ a0q0;0x
2ðnÞþ a0q0;1xðnÞxðn� 1Þþ a0q1;0xðn� 1ÞxðnÞ

þ a0q1;1x
2ðn� 1Þþ a1h0xðn� 1Þþ a1h1xðn� 2Þþ a1q0;0x

2ðn� 1Þ
þ a1q0;1xðn� 1Þxðn� 2Þþ a1q1;0xðn� 2Þxðn� 1Þþ a1q1;1x

2ðn� 2Þ
ð9Þ

Ym2ðnÞ ¼ b0c1xðnÞþ b0c2x2ðnÞþ b0c3x3ðnÞþ b1c1xðn� 1Þ
þ b1c2x

2ðn� 1Þþ b1c3x
3ðn� 1Þ ð10Þ

Ym3ðnÞ ¼ h0xðnÞþ h1xðn� 1Þþ q0;0x
2ðnÞþ q0;1xðnÞxðn� 1Þ

þ q1;0xðn� 1ÞxðnÞþ q1;1x
2ðn� 1Þ ð11Þ

Ym4ðnÞ ¼ a0xðnÞþ a1xðn� 1Þ ð12Þ

Example-I (linear ARMA system), Example-II (nonlinear Hammerstein system)
and Example-III (nonlinear Bilinear system) are chosen through various models
published in journals and conferences. According to results of all simulations, the
proposed Hammerstein model is more successful in terms of MSE and correlation
value compared to other models. In Figs. 6, 7 and 8 and Tables 1, 2 and 3 the
results are analysed. In these studies, all models are optimized till the error between
the model output and system output is minimized by CSA, GA, DEA and RLS
algorithm. The number of generation is selected in the CSA, GA, DEA training as
500.

Example-I In this example, considering the structure given in Fig. 4, unknown
system, which is a Hammerstein system with SOV-FIR, is chosen as in (13).

0 100 200 300 400 500 600 700 800 900 1000
-4

-3

-2

-1

0

1

2

3

4

Fig. 5 GDWN input signal x(n)
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yðnÞ ¼ 0:0089 ½�0:4898xðnÞþ 0:3411xðn� 1Þ � 0:0139x2ðnÞ
þ 0:1147xðnÞxðn� 1Þþ 0:1447xðn� 1ÞxðnÞþ 0:0379x2ðn� 1Þ�
þ 0:0013½�0:4898xðn� 1Þþ 0:3411xðn� 2Þ � 0:0139x2ðn� 1Þ
þ 0:1447xðn� 1Þxðn� 2Þþ 0:1447xðn� 2Þxðn� 1Þþ 0:0379x2ðn� 2Þ�

ð13Þ

It is identified with four different type models. All models are trained by CSA,
GA, DEA, RLS algorithm and obtained MSE and Correlation values are given in
Table 1. Also visual results are shown for 30 data points in Fig. 6.

Example-II In this example, considering the structure given in Fig. 4, unknown
system, which is a Bilinear [42], is chosen as in (14). It is identified with different
type models.

yðnÞ ¼ 0:25yðn� 1Þ � 0:5yðn� 1ÞxðnÞþ 0:05yðn� 1Þxðn� 1Þ
� 0:5xðnÞþ 0:5xðn� 1Þ ð14Þ

Fig. 6 Simulation results of all models with DEA
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All models are trained by DEA, GA, CSA, RLS algorithm and obtained MSE
and Correlation values are given in Table 2. Also visual results are shown for 30
data points in Fig. 7.

Example-III In this example, considering the structure given in Fig. 4, unknown
system, which is an ARMA [12], is chosen as in (15). It is identified with different
type models

yðnÞ ¼ 0:7xðnÞ � 0:4xðn� 1Þ � 0:1xðn� 2Þþ 0:25yðn� 1Þ
� 0:1yðn� 2Þþ 0:4yðn� 3Þ ð15Þ

All models are trained by DEA, GA, CSA, RLS algorithm and obtained MSE
and Correlation values are given in Table 3. Also visual results are shown for 30
data points in Fig. 8.

Fig. 7 Simulation results of all models with DEA
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Fig. 8 Simulation results of all models with DEA

Table 1 MSE, correlation values for Example-I

Model structure

Algorithm Hammerstein
with SOV-FIR

Hammerstein
with MPN-FIR

Volterra FIR

MSE RLS 5.9836 � 10−10 6.1226 � 10−6 2.4982 � 10−7 4.7425 � 10−6

CSA 2.8397 � 10−11 1.6087 � 10−5 1.1717 � 10−5 1.6121 � 10−5

GA 5.4058 � 10−14 1.6087 � 10−5 1.1709 � 10−5 1.6121 � 10−5

DEA 3.6754 � 10−22 1.6087 � 10−5 1.1709 � 10−5 1.6121 � 10−5

Correlation RLS 0.9999 0.8798 0.9953 0.9068

CSA 0.9999 0.7170 0.8036 0.7151

GA 0.9999 0.7171 0.8033 0.7151

DEA 0.9999 0.7170 0.8033 0.7150
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5 Conclusion

System identification process can also be used in the smart city concept. Since
system identification can easily model practical applications such as P2P
file-sharing traffic, driver assistance system, road traffic state, ethernet-based traffic
flows. This study aims to improve Hammerstein model for system identification
area. Proposed Hammerstein model which is obtained by cascade form of the
nonlinear SOV and linear FIR model is presented. System identification studies are
carried out to determine the performance of the proposed model which is optimized
by DEA, GA, CSA and RLS algorithm. So, different structure systems are identified
with both proposed model and different type models. Proposed model has a com-
plex structure as a disadvantage but has a successful identification tool as an
advantage. According to the results, the systems can be identified with less error in
proposed Hammerstein model with SOV-FIR compared to other model types
although this model contains more parameters and is mathematically more com-
plex. The performance comparison of algorithms has been realized, as well. As a

Table 2 MSE, correlation values for Example-II

Model structure

Algorithm Hammerstein
with SOV-FIR

Hammerstein
with MPN-FIR

Volterra FIR

MSE RLS 0.06169 0.15384 0.06615 0.13115

CSA 0.05172 0.12724 0.06631 0.13115

GA 0.05096 0.12710 0.06615 0.13115

DEA 0.05096 0.12710 0.06614 0.13115

Correlation RLS 0.9348 0.8257 0.9231 0.8425

CSA 0.9403 0.8477 0.9232 0.8425

GA 0.9414 0.8476 0.9231 0.8425

DEA 0.9414 0.8476 0.9231 0.8425

Table 3 MSE, correlation values for Example-III

Model structure

Algorithm Hammerstein
with SOV-FIR

Hammerstein
with MPN-FIR

Volterra FIR

MSE RLS 0.07612 0.11584 0.11313 0.11386

CSA 0.06646 0.11369 0.11320 0.11386

GA 0.06639 0.11356 0.11313 0.11386

DEA 0.06637 0.11356 0.11313 0.11386

Correlation RLS 0.9344 0.8927 0.8948 0.8940

CSA 0.9396 0.8943 0.8948 0.8940

GA 0.9397 0.8944 0.8948 0.8941

DEA 0.9397 0.8944 0.8948 0.8940
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result of this performance comparison, DEA has produced better results than others.
Therefore, Hammerstein model may be preferred to model different type of system
in smart cities.

Acknowledgements This work is supported by Research Fund of Erciyes University (Project
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An Image Based Automatic 2D:4D Digit
Ratio Measurement Procedure for Smart
City Health and Business Applications

Frode Eika Sandnes and Levent Neyse

1 Introduction

Digit ratio measurements are used in several avenues of research within healthcare,
medicine and psychology [1–3]. The digit ratio is defined as the ratio of the index
finger length (D2) divided by the ring ringer length (D4) and the ratio is also often
referred to as the 2D:4D ratio. The 2D:4D ratio can be used as a crude indication of
exposure to prenatal sex hormones [4]. The lengths are typically measured from the
tip of the fingers to the basal crease of the finger where the fingers join the palm.

Still, such measurements are acquired manually from photocopies of the hands,
or flatbed scans. However, recently a few experimental approaches have been
proposed for the automatic measurement of the 2D:4D-ratio [5–8]. The first
ever-reported attempt [5] was designed for one hand measurement of the hand using
a mobile handset camera. The idea was to use the built in camera flash to make it
easy to separate the hand from the background since the eliminated hand is much
brighter than the background. Based on successful binarization of the hand images
an outline was extracted and converted to angular coordinates. The derivatives of
the angular representations were used as basis for determining the feature points of
interest, that is, the fingertips and finger cervices. This approach was designed for
one hand, as the other is used to handle the mobile device. Moreover, it was based
on the assumption that the fingers are sufficiently spread out and that the hand
constitute a plane perpendicular to the viewing angle of the camera.
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A two-hand approach for flatbed scans intended for finger ratio research was
proposed [6] and later with an improved binarizer [7]. This binarization approach
was algorithmically complex and vulnerable to certain background configurations.
A different initiative to automate digit ratio measurements used so called colour
structure codes to separate the hand from the background has been proposed [8],
however, the reported results are limited. Although several advanced binarization
algorithms are described in the literature [9, 10] it seems necessary with domain
specific algorithms. The vast literature on skin detection is testament to this [11, 12].

Other research that share commonalities with automatic finger ratio extraction
has been conducted into gesture recognition [13, 14]. However, the emphasis of
gesture recognition is to classify hand postures while the objective of finger ratio
algorithms is to make accurate and precise finger length measurements.

This paper describes a method that builds on the methods reported in [6, 7] were
binarized images are scanned from one side to the other to construct the finger
outlines for the two hands. The two hand scans are assumed to constrain the hand
orientation and position. These constraints simplify the recognition process.

However, it is difficult to fully spread the fingers of two large hands on the glass
plates of small A4 scanners. Moreover, when the hand is pressed against the scanner
glass the fingers flatten and touch each other. This study therefore proposes a robust
method for measuring digit ratios automatically to overcome many of the problems
that present with manual measurements [15] such as non-standard and divergent
measurement procedures and the presence of human bias whenmeasuring ambiguous
points of interest. Although it extends the methods in [6, 7] the method proposed
herein is simplified and more robust as it relies on a standard clustering technique to
obtain binarizing thresholds dynamically instead of finding these through manual
experimentation. It is thus able to adapt to a wider range of lighting conditions,
backgrounds and skin colours than the previous algorithms [6, 7].Moreover, this study
also provides results with the algorithm on a larger set of hand scans.

The proposed algorithm could for instance be used for the unassisted capture of
the digit ratio and hand measurements of individuals in various smart city public
locations, shops or homes, using standard imaging technologies such as camera
enabled self-service kiosks and flatbed scanners. Possible applications include
providing customers with tailor made products and services while achieving
increased privacy and increased measurement accuracy. Sensitive information such
as fingertip patterns [16] can be immediately discarded and thus not transmitted or
stored electronically.

2 Method

The 2D:4D finger ratio measurements are achieved by first binarizing the scanned
image of the hands. Then the outline of the hands is generated based on the
binarized image. Next, the curve of the hand image is analysed to determine the
measurement points that serve as the basis for the 2D:4D measurement.
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2.1 Hand Background Separation

A binarization operator separates the hand from the background. The separation
procedure utilizes the characteristic difference that a hand is saturated to some
degree and the background is completely unsaturated. However, the background
may vary in brightness from black, via shades of grey to white due to shadows and
characteristics of the scanner hardware. The saturation level is therefore used to
classify each pixel in the image as hand or background. A simple measure of
saturation can be calculated by projecting the pixel in RGB space onto the plane
defined by the normal going along the diagonal of the colour cube from black to
white, namely

x ¼ r � b ð1Þ

y ¼ g� b ð2Þ

The saturation s is the distance from the projected point to the origin or the
colour cube

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
ð3Þ

This is used to define a saturation function d(r, g, b)

dðr; g; bÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr � bÞ2 þðg� bÞ2

q
ð4Þ

The saturation is calculated for a subset of regularly sampled pixels, and these
saturation values are clustered as either hand or background using the K-means++
clustering algorithm [17]. The K-means++ algorithm is an extension of the
well-known K-means algorithm improved with a randomized seeding technique.

The binarizing threshold is computed as the midpoint between the maximum
value of the less saturated background cluster and the minimum value of the more
saturated hand cluster, that is

T1 ¼ 1
2
maxðbackgroundÞþminðhandÞ½ � ð5Þ

Each pixel is then binarized according to the threshold T1, that is

binaryðx; yÞ ¼ 1; T\dðimageðx; yÞÞ
0; otherwise

�
ð6Þ

Here, image(x, y) is the image pixel at pixel position x, y, binary(x, y) is the
binary pixel at position x, y and d(p) is the saturation function.
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Next, a second pass is performed to emphasize the divide between fingers. There
may not be any background pixels between these fingers and the darkness values
are therefore used instead. Only the pixels classified as hand pixels during the first
pass are processed to compute a second threshold T2. This threshold is found by
clustering a regularly sampled set of hand pixels into hand and background
according to pixel intensity using the K-means++ algorithm. The following
intensity function is used

Iðr; g; bÞ ¼ 1
3

rþ gþ bð Þ ð7Þ

All the hand pixels found through the first pass is re-classified as background
pixels if their intensity is below the threshold T2. This second pass ensures that the
dark cracks between fingers sticking close together are classified as background
even though their pixels are saturated.

2.2 Landscape Portrait Adjustments

The finger-ratio detection algorithm assumes that the two-hand finger-scans are
oriented such that all the fingers point rightwards. To ensure that images satisfy
these assumptions a hand orientation step and possible rotation step are employed.

First, a check is performed to determine if the image is in portrait orientation. If the
image is in landscape orientation it is rotated 90° to ensure that it is in portrait orien-
tation. For an image to be in portrait orientation the heightmust be larger than thewidth.

2.3 Micro Image Rotation

Next, the tilt of the two hands is determined. The tilt detection is performed in
several steps. First, the centroid of the hands is computed by finding the midpoint of
all the hand pixels. That is:

xc; yc½ � ¼ 1
N

XN
i¼1

xi;
1
N

XN
i¼1

yi

" #
ð8Þ

Here xi, yi are all the pixels labelled to be part of the hands and N is the number
of hand pixels. This centroid is assumed to lie between the two hands. Therefore,
the hand image is divided into two halves separated by the vertical line yc. The
centroid computation is thus repeated for the upper half and the lower half,
respectively, giving the two new centres [xtop, ytop] and [xbottom, ybottom]. The angle
of tilt A is then
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A ¼ 180� a tan2 xbottom � xtop; ytop � ybottom
� � ð9Þ

To reduce the computational load it is only necessary to consider a subset of the
image pixels in order to get a sufficiently accurate result. A total of 100 � 100
regularly spaced pixels were sampled in the above computation. Moreover, the
comparatively expensive image rotation step is only performed if the tilt is larger
than 5° as small angles have little effect on subsequent processing.

2.4 Macro Image Rotation

The final rotation detection step is to determine whether the fingers are pointing left
or right. If the fingers are pointing left the image must be rotated by 180° in order
for the finger to point right.

Fingers are detected by scanning the image vertically. The finger side will lead to
more transitions between background and hand pixels compared to the palm side
(see Fig. 1).

The finger direction detection involves dividing the image into two halves along
the vertical line xc, that is, the vertical midpoint of the hand. For each side the
binarized image is scanned vertically from top to bottom from one side to the other.
If two consecutive pixels are different the difference is counted. After this step, there
will be a sum of difference for each respective image half, namely left and right.

If the sum of differences on the right side is larger than the sum of differences on
the left side, it is an indication that the finger are pointing rightwards. However, if
the sum of differences for the left side is larger than that of the right side, the image
needs to be rotated 180°, that is

left[ right ð10Þ

To speed up computation only a subset of 100 � 100 pixels was considered.

Fig. 1 Determining the
finger pointing direction
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2.5 Noise Removal

To further eliminate noise in the binarized image and enhance the hand contour a
median filter is used. Experimentation reveals that a median filter with a size similar
to 1% of the image gives good results. For example a 31 � 31 median filter was
used for images with a resolution of 2548 � 3508 pixels. To achieve computational
efficiency an adaptation of a generalised median filter was implemented. It com-
prises a sliding window that is moved across all the images of the image. For each
pixel assessed the majority of pixels determine the final pixel value. For example, if
the 961 pixels of a 31 � 31 window contains 481 or more white pixels the current
pixel is set to white, otherwise it is set to black.

2.6 Hand Outline Extraction

The outline of the hand is obtained by scanning the image from right to left with
one vertical line at a time from top to bottom (starting at y = 0). That is, the image is
scanned in the direction from the end of the image towards the fingertips. Once a
pixel change is detected a potential finger candidate is found and the start point ystart
is recorded. That is if

binaryðx; yiÞ 6¼ binaryðx; yi�1Þ ð11Þ

The end of the finger candidate is detected once the pixel changes back to the
background colour which point yend is recorded.

A check is performed to see if the finger candidate segment [ystart, yend] is the
result of noise or not by determining if the length of the segment is above a
threshold W. The segment start and end-points that pass this test are stored in a list
Mx. The threshold W was set to

W ¼ ymax

100
ð12Þ

Initially, the number of segments resulting from the vertical scan is zero. Once
the tip of the first finger is detected the number of segments increases to 2. As we
scan downwards the x-axis the number of segments will increase to 16, which
means that all the fingers beside the thumb have been detected. Next, the number of
segments will decrease as the scan reaches the crevices of the fingers, and of course
increase once the thumbs are detected. In other words, an interesting finger feature
point is encountered once there is a change in the number of segments resulting
from a scan. The second part of the hand outline extraction involves combining the
traces stored in M into two continuous hand outline curves. These continuous
curves are found by connecting neighbouring points in M.
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2.7 Finger Vector Detection

The finger vectors are computed using fine-tuned fingertip points D and the crease
R of each finger. Fine-tuning is needed since the vertical scan line may have a
different angle to the fingertip tangent. First, lines passing through the middle of
each finger are found by using the first quartile point and the third quartile point on
the curve going from the crevice point and fingertip point defining the curve seg-
ment as basis for the midline. The first quartile point is found by taking the ¼ point
along the outline trace between the two neighbouring points of interest (see Fig. 2).
Similarly, the third quartile points of the finger are found by taking the 3/4 point
between the estimated fingertip point and the two neighbouring root points.

The finger midline is defined by the two midpoints between the two points on the
¼ along the sides of the finger, and between the two points ¾ along the sides of the
finger (see Fig. 2). The crevice and fingertip points are then updated according to
where midlines cross the hand outline curve.

The creases R of the ring fingers are simply found as the midpoint between the
two neighbouring crevice points at the left and right side of the finger. The crease
point for the index finger has only one reliable crevice point. The estimate of the

Fig. 2 Scanning for the hand outlines (top left), fine-tuning the fingertip point (top right),
determining the finger root points of the ring finger using the midpoint (bottom left) and detecting
the index finger root using the normal (bottom right)
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crease is therefore defined as the point where the normal of the midline intersects
the crevice (see Fig. 2).

2.8 Digit Ratio Computation

Once reliable finger crease points R and fingertip points D have been determined,
the finger ratio for finger i and j is simply the ratio of the two finger lengths defined
by the vector going from the finger crease R to the fingertip D:

DRði; jÞ ¼ Ri � Dij j
Rj � Dj

�� �� ð22Þ

Note that the digit ratio is computed for the left and the right hands, respectively.

3 Experimental Evaluation

The method proposed herein was tested with 284 high quality hand images acquired
using flatbed scanners. The scans were acquired by different researchers with dif-
ferent equipment, different setups and a diverse range of individuals. Common to all
scans were that both hands of the individual were pressed palm-down against the
scanner glass. The index and ring finger lengths for all the hand images were
manually measured using the standardized procedures outlined in [14] as reference.

The algorithm was implemented in Java using a custom-made image analysis
library. The Apache Commons machine learning library was used for clustering.
The results were run on a high-spec Windows laptop. The unoptimized code took
about three hours to process the images, that is, less than one minute per image.

The result revealed that the algorithm was unable to process 44 of the scans
(15.5%). A manual inspection of the problematic images revealed that the main
reasons were inability to separate the hands from the background or inability to
acquire all the points of interest. For example, some of the images had backgrounds
with a similar colour to the skin colour of the hands, which the binarizing algorithm
was unable to handle. Some of the scans also showed hands where the fingers
where facing each other instead of pointing in one direction. Clearly, the scanline
procedure is unable to capture the points of interest successfully if the fingers are
not close to parallel with respect to each other.

The algorithm was able to acquire finger length measurements for the remaining
84.5% of the scans. A filtering step was performed to discard measurements that
were out of range. The manual measurements revealed that the finger length varied
from 5.92 to 9.07 cm. Therefore, results outside the more generous range of 5.5 and
9.5 cm were discarded. In total, 119 images (42.3%) had to be discarded due to
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their out of range values since these would give unreliable digit rates. The
remaining 121 scans (42.6%) were therefore used in the subsequent analysis.

Figure 3 shows the mean finger lengths acquired using manual measurements
and the automatic procedure. The figure shows the two sets of measurements are
similar, but the mean does not show discrepancies that exist for individual mea-
surements. Moreover, t-tests revealed significant differences between the manually
and automatically acquired digit ratios for the left (t(119) = 1.98, p < 0.001) and
the right hands (t(119) = 1.98, p < 0.001).

To more closely explore the discrepancies between the manual and the automatic
procedures the histograms of the differences between the digit ratios for the left and
the right hands are plotted in Fig. 4. The histograms reveal large differences
between the manually acquired digit ratios and those acquired automatically. The
width of the distribution reveals that variations occur with more than 0.1, which is
above the desired level for the method to be considered accurate. Although the
histograms centre around zero, it is a bias towards the positive side for both hands.
This suggests that there is a systematic error with the automatic procedure.

Manual inspection of the individual results reveals several possible explanations
for these results (see Figs. 5 and 6). First, not all the points of interest are identified
correctly, especially for hands that are at an angle in relation to the scanning
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direction. Moreover, there seems to be frequent discrepancies between the actual
finger crease at the root of the finger and the crease estimate acquired using the
midpoint or normal (see Fig. 6 top left). The quality of the scanned images also
affects the results. In particular if there are visual artefacts caused by poor scanners
(see Fig. 6 top right), skin coloured background (see Fig. 6 bottom left) and
incorrect skin detection if the hand is not fully pressed against the scanner glass (see
Fig. 6 bottom right).

These results suggest that future efforts should focus on further improving the
robustness of the skin detection, making the point of interest detection invariant to
the direction of the hands and consider each hand individually. Moreover, it may be
necessary to optically search for the actual finger creases at the root of the fingers in
order to achieve a sufficient accuracy, as estimations based on the hand outline
appears to be unreliable.

4 Conclusions

Automatic detection of digit ratios has potential for several smart city applications.
An automatic procedure for measuring digit ratios was therefore presented. The
method was tested on a set of 284 images and the results compared with mea-
surements acquired manually. Although the results are encouraging, the accuracy
and robustness is still not yet sufficient for professional applications, confirming
that the automatic detection of digit ratios is a harder problem than it seems. Future
work will therefore focus on improving the algorithm for separation of hands from
the background, handle each hand separately and develop an angle invariant hand

Fig. 5 Successful measurements uncorrected (left), rotation correction (right)
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outline analyser. Most importantly, an improved automatic procedure needs to
perform an optical local search for the actual finger crease point where the finger
joins the palm of the hand. The automatic detection of finger creases is a chal-
lenging problem due to the large diversity in the hand colour, texture and shape.
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Image Segmentation as an Important Step
in Image-Based Digital Technologies
in Smart Cities: A New Nature-Based
Approach

Seyed Jalaleddin Mousavirad and Hossein Ebrahimpour-Komleh

1 Introduction

Smart city is an urban space that integrates digital technologies to increase the
quality of life. To this purpose, data are gathered from citizens and devices using
sensors of monitoring systems. Images as one of the principal data types can be
seen in different technologies in smart cities such as intelligent transport systems,
tourism applications, augmented reality, wearable devices, indoor and outdoor
video surveillance, and real-time science understanding. Therefore, it is necessary
to provide efficient algorithms to process of images.

One of the first steps in image processing algorithms is image segmentation.
Image segmentation is the process of separating an image into meaningful objects.
It is considered as an important preprocessing step for image analysis [1]. Many
image segmentation methods have been presented in recent years such as nor-
malized cut [2, 3], region growing and merging [4], and fuzzy c-mean [5].

Image thresholding is a popular method for image segmentation. In this method,
an image is separated into different regions using on (for bi-level thresholding) or
more (for multilevel thresholding) threshold values. Image thresholding is widely
applied to many image processing applications such as optical character recognition
[6], video change detection [7], rice identification [8], and medical image seg-
mentation [9].

In general, thresholding can be divided into two approaches namely parametric
and non-parametric. The first approaches contain the approaches that try to estimate
the parameters of a known distribution. Kittler and Illingwor [10] presented a
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thresholding approach based on mixture of normal distribution and minimizes the
classification error probability. In another work, Wang et al. [11] integrated his-
togram with the Parzen window technique to estimate the spatial probability dis-
tribution of gray-level image values. Dirami et al. [12] used Heaviside functions to
approximate the gray level histogram and then a new multilevel thresholding is
applied.

In the non-parametric approaches, the threshold values are determined based on
a given criterion. Otsu [13] selected the optimal threshold values using maximizing
the between-class variance. This method is very time-consuming. To overcome this
problem, Liao et al. [14] proposed a fast Otsu’s method that uses a look-up-table. In
another work, Kapur et al. [15] proposed a multilevel thresholding technique using
the entropy of the histogram.

One of the problems of traditional methods is the long computation time when
the number of thresholds rises. To eliminate such problems, metaheuristic tech-
niques such as particle swarm optimization [16, 17], differential evolution [18],
bacterial foraging algorithm [19], bat algorithm [20], artificial bee colony [21, 22],
and differential evolution [3, 23] are widely applied for multilevel image
thresholding.

There are two metaheuristic algorithms that are inspired by the lifestyle of
cuckoo: cuckoo search (CS) [24] and cuckoo optimization algorithm (COA) [25].
There are some works about image thresholding using CS [26, 27] but so far, COA
has not been applied to image thresholding problem. Cuckoo optimization algo-
rithm (COA) is a new metaheuristic that is inspired by the lifestyle of a species of
bird called cuckoo. Specific egg laying and breeding of the cuckoo are the basis of
this algorithm. This algorithm has presented a good performance for various
optimization algorithms such as fuzzy controller [28], scheduling [29], feature
selection [30], data clustering [31], and neural network training [32].

In this paper, cuckoo optimization algorithm is proposed for multilevel image
thresholding using the entropy criterion. The rest of this paper is organized as
follows: Sect. 2 introduces the cuckoo optimization algorithm. Section 3 presents
the proposed multilevel image thresholding. The experimental results are evaluated
in Sect. 4. Finally, some conclusions are made in Sect. 5.

2 Cuckoo Optimization Algorithm

Cuckoo optimization algorithm is a new metaheuristic which is inspired by a bird
named cuckoo. This algorithm is based unusual egg laying and breeding of
cuckoos.

In this algorithm, each solution is called a habitat. Cuckoos are divided into two
groups: mature cuckoos and eggs. Similar to other nature-based metaheuristics, it
starts with an initial population of cuckoos.

These cuckoos lay eggs in other bird’s nests. Some of the eggs that are more
similar to the host bird’s eggs have the opportunity to mature. Cuckoos with less
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similarity are detected by host birds and are deteriorated. Grown eggs represent the
suitability of the area. The more eggs survive in an area; the more profit is
assembled in that area.

Cuckoos search the best area to lay eggs. Grown eggs represent the suitability of
the area. After eggs grow and change to a mature cuckoo, they construct some
communities. Cuckoos in other communities immigrate toward the best commu-
nity. They will live somewhere near the best habitat.

An egg laying radii is assigned to each cuckoo. It is related to the number of
eggs each cuckoo and the cuckoos’ distance to the best habitat. Cuckoos start to lay
eggs in some random nests inside her egg-laying radius. Cuckoos start to lay eggs
in some random nests.

This iterative process continues until the best position is achieved. Finally, most
of cuckoo population are assembled near the best habitat. Figure 1 indicates the
flowchart of COA.

Y

N

Kill cuckoos in the worst area

Y

N

Start

Initialize Cuckoos with eggs

Lay eggs in different nests

Some of eggs are detected and deteriorated

Population is 
less than max value

Check survival of eggs in nests

Stop Condition 
satisfied?

Determine Cuckoo societies

Final nests with best survival rate

Let eggs grow

End

Determine egg-laying radius for each cuckoo

Move all cuckoos toward best societies

Fig. 1 The flowchart of the COA
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3 The Proposed Approach

3.1 Entropy Based Criterion

This criterion tries to maximize the entropy of the segmented image histogram.
Assume that there be L gray levels in image I. Image I contains N pixels. Let h
(i) denotes the number of pixels with gray level I, and pðiÞ ¼ hðiÞ=N is the prob-
ability of occurrence of gray level i in the image I.

The objective function f to select D thresholds [t1, t2, …, tD] is defined as
follows.

f ð½t1; t2; . . .; tD� ¼ H0 þH1 þ � � � þHD

x0 ¼
Xt1�1

i¼0

pi; H0 ¼ �
Xt1�1

i¼0

pi
x0

ln
pi
x0
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Xt2�1

i¼t1
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Xt2�1

i¼t1

pi
x1

ln
pi
x1

x2 ¼
Xt3

i¼t2 þ 1
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ln
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x2
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i¼tD þ 1
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XL

i¼tD þ 1

pi
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ln
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ð1Þ

3.2 Maximum Entropy Based Cuckoo Optimization
Thresholding (MECOAT)

In this paper, a new maximum entropy based optimization is proposed. The details
of MECOAT are described as follows.

Step 1. Initialize the parameters of COA

In the first step, parameters of COA are initialized such as The number of habitat
(NumHabitat) lower (LB) and higher (HB) band of parameters, maximum iterations of
the algorithm (MaxIter). Denote the current iteration with Iter. Initialize the starting
iteration Iter = 1.

Step 2. Definition of ELR

Cuckoos lay eggs within a maximum distance of their habitat. This parameter is
called “Egg laying radius(ELR)”. It is defined as follows:
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ELR ¼ a� Number of Current Cuckoo's eggs
Total Number of Eggs

� ðHB� LBÞ; ð2Þ

where a is a user-defined constant.

Step 3. Generating of initial population

In the nature-based optimization, each solution is represented by an array. This
array is called chromosome, and particle in the genetic algorithm and particle
swarm optimization, respectively. In COA, this array is called “habitat”. In the
multi-level thresholding problem, a habitat is a 1� Num Of Threshold array which
Num Of Threshold is the number of threshold values. This array is defined as
follows:

habitat ¼ ½x1; x2; . . .; xNum Of Threshold �

Figure 2 shows a habitat for a typical histogram. This habitat represents a
thresholding with three threshold values. This algorithm starts with NUMHabitat

initial habitats randomly.

Step 4. Calculate the profit value of each cuckoo according to the entropy-based
criterion

Step 5. Laying eggs in different nests

Each cuckoo starts laying eggs randomly in some other host birds’ nests in the
range of ELR. After egg laying process, eggs with less similarity to the host birds’

Fig. 2 An example of a
habitat for a typical histogram

Image Segmentation as an Important Step in Image-Based … 79



eggs will be detected and deteriorated. For this purpose, P% all eggs with less profit
will be deteriorated after egg laying.

Step 6. Immigration of cuckoos

When young cuckoos grow up, they construct communities. In the time of the
egg laying, they immigrate toward better community with more similarity of eggs to
host birds. A k-means clustering algorithm is applied to construct communities (K
is 3–5 seems to be sufficient). Then, mean profit value of each community is
computed, and the maximum profit specifies the goal point.

Cuckoos’ movement toward the best habitat depicts in Fig. 3. In Fig. 3, the
distance between cuckoo and the goal point is shown by d. Each cuckoo only
moves k% of all distance toward goal point and also has a deviation of / radians.
The value of / and k is generated by uniform distribution

k�Uð0; 1Þ
u�Uð�x; þxÞ ð3Þ

where x is a parameter that constrains the deviation from the goal point.

Step 7. Eliminating cuckoos in the worst habitat

Due to the population balance of cuckoos in nature, Nmax number of cuckoos
remains that have better profit value, and other cuckoos disappear.

Fig. 3 Cuckoos’ movement toward the best habitat [25]
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4 Experimental Results

The proposed MECOAT algorithm is performed in MATLAB 2014a on a desktop
computer with 3.19 GHz CPU and 12 GB RAM. Five well-known images are used
for evaluating the proposed algorithm. These images are the popular test images,
which are also applied in [19, 33]. The test images and the corresponding his-
tograms are shown in Fig. 4. The parameters of the MECOAT algorithm are shown
in Table 1.

4.1 Solution Quality

The results of MECOAT algorithm for image thresholding are presented in Table 2.
As can be seen, computational time slightly increases when the number of
thresholds rises. Table 3 compromise the fitness values of MECOAT algorithm
with three other algorithms. According to this table, MECOAT algorithm provides
better results than other algorithms in most cases.

4.2 Peak Signal to Noise Ratio (PSNR)

Peak signal to noise ratio (PSNR) is a popular performance indicator that is used to
compare different multilevel thresholding techniques in the literature [34, 35]. This
value is expressed in decibels (DB). The higher value of PSNR indicates the better
quality of the thresholded images. The PSNR is defined as follows:

PSNR ¼ 20 log10
255

RMSE

� �
ð4Þ

where RMSE is the root mean square error, and defined as

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM

i¼1

PN
j¼1 ðIði; jÞ � ~Iði; jÞÞ2

MN

s
ð5Þ

where I and I
�
are original and segmented images, and M and N are the dimension

of images.
Table 4 shows the PSNR values for various optimization algorithms. It can be

seen that for almost all the images, MECOAT algorithm provides higher PSNR
compared with other methods. In addition, as the number of thresholds increases,
The PSNR raises.
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Bridge

Tree

House 

camera man

Fig. 4 Test images and their
histograms

Table 1 The parameters
used in the MECOAT
algorithm

Parameters Value

Number of cuckoos 50

Maximum iteration 200

Number of clusters 3
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4.3 Stability Analysis

Generally speaking, nature-based optimization algorithms are stochastic and the
results are not the same in each run. Therefore, it is necessary to compare the
stability of the MECOAT algorithm.

To study the stability of the nature-based optimization algorithm, the following
formula is used:

STD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXk
i¼1

ðri � lÞ2
K

vuut ð6Þ

where STD is the standard deviation, ri is the fitness value obtained by the ith run,
K is the number of runs, and l represents the mean value of r. The lower value for
the STD represents the more stability of the algorithm.

The standard deviation value for 10 runs are shown in Table 5. From this table,
it can be seen that MECOAT is more stable than other algorithms in most exper-
imental conducted.

Table 2 Threshold values, computational times, and fitness for test images by using the
MECOAT algorithm

Test images No. of thresholds Optimal threshold value Time Fitness

Lena 2 79,146 3.6473 15.7071

3 79,146,228 3.8090 16.0781

4 65,109,158,228 3.9437 18.9027

5 58,99,135,170,228 4.1224 19.9439

Bridge 2 98,172 3.4765 13.3356

3 64,125,189 3.6038 16.8686

4 56,104,152,200 3.7757 18.7346

5 49,89,129,171,209 3.9640 20.2005

Tree 2 105,185 3.2363 14.5571

3 59,122,185 3.4169 17.3668

4 49,91,132,186 3.5608 19.1296

5 49,90,131,182,216 3.7186 19.7464

House 2 101,171 3.4620 14.48

3 66,111,173 3.6273 17.859

4 65,108,155,191 3.7917 19.0005

5 63,99,132,166,200 3.9723 20.7955

Cameraman 2 111,175 3.2039 14.5609

3 77,124,175 3.3278 18.8738

4 29,76,126,175 3.5022 19.7591

5 28,69,105,143,182 3.6410 21.3072
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4.4 Statistical Analysis

In this section, we apply statistical analysis on the proposed approach. Statistical
analysis is an impotent process because COA has a stochastic nature. Statistical
analysis methods are divided into two categories: parametric and non-parametric.
Parametric analysis methods have an assumption that instances derive from a
probability distribution whereas non-parametric methods have no assumption on
the instances. Therefore, Parametric methods have some parameters which it
increases with the amount of instances but non-parametric methods don’t have any
parameters.

In this paper, some non-parametric statistical analysis methods are applied to
consider the efficiency of proposed algorithm. Two hypotheses are defined in
non-parametric methods. The first one is the null hypothesis (H0) that shows “no
difference” whereas the second one, the alternative hypothesis (H1), indicates a
different (here, a significant different among algorithms). A level of significance a
shows the probability of rejecting H0 while it is true. P-value is shown the validity of
a hypothesis. There is strong evidence against H0 when a P-value is less than a so H0

will be rejected. Conversely, H1 will be rejected when P-value is greater that a.

Table 3 Comparison of fitness values for various optimization algorithm

Test images No. of thresholds Fitness values

MECOAT PSO GA BAT

Lena 2 15.7071 15.6949 15.6572 15.7071
3 16.0781 15.5226 15.5681 15.7045

4 18.9027 18.3083 17.9748 18.4994

5 19.9439 19.7668 19.434 19.8346

Bridge 2 13.3356 13.3108 13.2386 13.2869

3 16.8686 16.7977 16.5507 16.7150

4 18.7346 18.6867 18.5632 18.7698
5 20.2005 20.044 19.9691 20.0093

Tree 2 14.5571 14.55 14.505 14.5571

3 17.3668 17.3535 17.1177 17.3426

4 19.1296 19.0998 18.7378 18.5615

5 19.7464 19.7547 19.97 19.8097
House 2 14.4800 14.4722 14.4117 14.4800

3 17.8590 17.8579 16.9874 17.3252

4 19.0005 18.915 18.6533 19.0147
5 20.7955 20.7071 20.4138 20.7597

Cameraman 2 14.5609 14.5418 14.4542 14.5677
3 18.8738 18.7703 17.6822 18.3829

4 19.7591 19.4248 19.5716 19.7793
5 21.3072 20.3239 20.6797 20.8291

The best results for each row were boldfaced
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Table 4 Comparison of PSNR values for various optimization algorithms

Test images No. of thresholds PSNR

MECOAT PSO GA BAT

Lena 2 12.3545 12.3543 12.3265 12.3545
3 15.6856 15.6672 15.4634 15.6379

4 18.6485 18.6269 18.4221 18.5295

5 21.3096 21.2314 21.0109 21.2145

Bridge 2 12.8954 12.8953 12.8911 12.8953

3 16.1603 16.1544 16.1126 16.1554

4 19.1470 19.1373 19.0877 19.1330

5 21.9029 21.8682 21.8031 21.8295

Tree 2 12.8902 12.8900 12.8775 12.8902
3 16.2397 16.2337 16.1497 16.2401
4 19.1435 19.1176 19.0356 19.0889

5 21.9332 21.882 21.7963 21.9052

House 2 12.3703 12.3700 12.3594 12.3703
3 15.3678 15.3644 15.3181 15.3543

4 18.2675 18.2535 18.1128 18.2620

5 20.9195 20.8564 20.7872 20.9070

Cameraman 2 12.2465 12.2461 12.1984 12.2465

3 15.2279 15.2190 15.1594 15.2170

4 18.2887 18.2640 18.0614 18.2930
5 20.9405 20.8751 20.8077 20.9344

The best results for each row were boldfaced

Non-parametric statistical methods can be divided into two classes: pairwise
comparisons and multiple comparisons. Pairwise comparisons are used between
two algorithms while multiple comparisons perform a comparison among more
than two algorithms.

In this paper, Wilcoxon signed-rank test as a pairwise comparison and Friedman
test as one multiple comparisons are applied. Wilcoxon signed-rank test is a pair-
wise comparison that shows if there is a difference among algorithms. in the fol-
lowing, the details of Wilcoxon signed-rank test are explained.

1. Calculate the difference between the values of two algorithms (di) on the ith out
of n problems.

2. Rank the absolute value of d.
3. Calculate the test statistic W as follows:

W ¼ jRþ � R�j ð7Þ

where R+ is the sum of ranks which the first algorithm outperforms the second
one and R− is the sum of ranks which the second algorithm outperforms the first
one. Moreover, Ranks of di = 0 equally distributed among sums. R+ and R− can
be calculated as follows:
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Rþ ¼
X
di [ 0

rankðdiÞþ 1
2

X
di¼0

rankðdiÞ

R� ¼
X
di\0

rankðdiÞþ 1
2

X
di¼0

rankðdiÞ
ð8Þ

4. Calculate T = min (R+, R−).
5. The null hypothesis will be rejected if T is less than value of the distribution of

Wilcoxon.
More details can be found in [36]. Table 6 shows the results of Wilcoxon
statistical test for the fitness values. According to the results, MECOAT shows a
high improvement compared to PSO, GA, and BAT algorithms with the level of
significance a ¼ 0:05.

Table 5 Comparison of standard deviation values for various optimization algorithms

Test images No. of thresholds Standard deviation

MECOAT PSO GA BAT

Lena 2 0 0.0002 0.0411 0

3 0.0019 0.0148 0.1175 0.1168

4 0.0063 0.0297 0.1208 0.2707

5 0.0214 0.0578 0.1997 0.2424

Bridge 2 0 0.0001 0.0033 0.0001

3 0.0012 0.003 0.0253 0.0057

4 0.0026 0.008 0.0485 0.0153

5 0.0026 0.0166 0.0447 0.0644

Tree 2 0 0.0002 0.0111 0
3 0.0004 0.0044 0.0826 0
4 0.0074 0.0198 0.073 0.0442

5 0.0033 0.0398 0.0883 0.0315

House 2 0 0.0006 0.0118 0
3 0.0009 0.0031 0.0268 0.0221

4 0.0045 0.0085 0.0828 0.0078

5 0.0095 0.0322 0.0684 0
Cameraman 2 0.0001 0.0013 0.0475 0

3 0.0019 0.0086 0.0677 0.0164

4 0.0041 0.0232 0.1047 0.0004
5 0.0126 0.0465 0.0633 0.0429

The best results for each row were boldfaced

Table 6 P-value for the
Wilcoxon signed rank test

Comparison P-value

MECOAT versus PSO 1.6268E−04

MECOAT versus GA 2.9316E−04

MECOAT versus BAT 0.0065
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Another statistical test applied to this paper is Friedman test. It is a multiple
comparison test. In this algorithm, first, each algorithm will be ranked sepa-
rately. The best algorithm has the rank 1, the second one has the rank 2, etc.
then. The average rank should be obtained for each algorithm. Table 7 shows
the rank obtained for each algorithm and their average. According to this table,
MECOAT presents the best rank among other compared algorithms. In addition,
P-value shows the existence of significant differences among the algorithm
considered.

5 Conclusion

In this paper, we have proposed a method, called MECOAT algorithm, for mul-
tilevel image thresholding based on entropy criterion. This algorithm is based
unusual egg laying and breeding of cuckoos. The performance of MECOAT is
evaluated using fitness function, PSNR, and standard deviation. The MECOAT

Table 7 Friedman ranks and the corresponding P-value

Test images No. of thresholds Ranks

MECOAT PSO GA BAT

Lena 2 1.5 3 4 1.5

3 1 4 3 2

4 1 3 4 2

5 1 3 4 2

Bridge 2 1 2 4 3

3 1 2 4 3

4 2 3 4 1

5 1 2 4 3

Tree 2 1.5 3 4 1.5

3 1 2 4 3

4 1 2 4 3

5 4 3 1 2

House 2 1.5 3 4 1.5

3 1 2 4 3

4 2 3 4 1

5 1 3 4 2

Cameraman 2 2 3 4 1

3 1 2 4 3

4 2 4 3 1

5 1 4 3 2

Average ranks 1.425 2.8 3.7 2.075

P-value 3.2207E−07
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algorithm is applied to several images. The MECOAT algorithm presents com-
petitive performance compared with other algorithms.
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Part II
New Generation of Big Data Processing



Information Management in Collaborative
Smart Environments

Shravan Sridhar Chitlur and Achim P. Karduck

1 Introduction

The envisioned Senseable Smart Cities will consist of systems and citizens
involving large-scale Cyber-Physical Environments with supporting analytics
infrastructures to enable predictive insightful actions, complementing this can be
the nature of collaboration enabled by key IT systems form the building blocks.
Within these Senseable Smart cities, data driven decision making and collaboration
between the systems and citizens should be promoted to optimize resource uti-
lization and to improve the quality of life, e.g. with respect to mobility, resource and
infrastructure sharing etc. Existing challenges in mobility, security and safety,
logistics, health and lifestyle support, user and citizen involvement, or energy
prosumer models will have new avatars in the coming future for the envisioned
Smart Cities. Sustainable smart environments enabled by collaborative data analytic
infrastructures provide scalable performance and high availability to deliver
insightful actions in order to achieve defined goals [1]. The future smart environ-
ments certainly constitute the most complex infrastructures, with respect to oper-
ation and evolution. Thus, to provide operational efficiency and to reduce the risk of
failure by a sustainable decision support system will play a crucial role.

Mobile technologies are endorsing the usage of sensor-based digital assets in
daily activities and thus accumulating large amounts of data which we can use to
assess citizens behavior and preferences. Analysis of this data promises to
provide us with actionable insights for sustainable decision making in smart
environments [2].
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The digital assets for Senseable Cities are beginning to be designed to promote
collaboration among themselves and also with the users/citizens. Communication,
coordination, and collaboration between activities of the digital assets and humans
within the resulting Cyber-Physical Environments are more and more sensors based
e.g. app-based personalized service delivery. Enabling users with data driven
decision making for personalization and localization can enhance user experience
and reliability.

Replumbing our existing technologies of infrastructures to prepare for and
enable the future smart environments in lines with ubiquitous computing and
digitization can efficiently and effectively optimize the performance leading to
operational swiftness. Smart Environments might first be witnessed on reliable
operational bases like enterprises and organizations. Similar to Senseable Smart
Cities, they constitute complex, large-scale Cyber-Physical Environments, and we
believe that substantial insights can be gained from the implementation and vali-
dation of our strategies in Senseable Enterprise/Organization, and in turn this can
propel the adoption of data management strategies in our envisioned Cities. In this
context, our research aims at providing an investigation into the components of
latest data analysis infrastructures for insightful actions. Figure 1 provides the
context of the research outlining the various factors leading to an improved and
optimized smart environment. Several features of Operational excellence and
Innovation driven by big data analysis are showcased to promote sustainability.

Much of the collaborated data obtained from present day smart environments are
in unstructured form and is characterized by heterogeneity, complexity, scale,

Fig. 1 Data driven decision making in SE—overview
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timeliness and authenticity. Traditional relational databases are less efficient and
sometimes incompetent to meet the growing demands of big data analytics. Hence,
leading us towards a wider adoption of big data analytics comprising of distributed
computing and data storage, distribution systems like Hadoop, high performance in
memory databases like SAP HANA, and predictive analysis tools like R are
investigated here. The ambition of the research is to test and propose a combination
of these path-breaking technologies to support data analysis for insightful actions in
smart environments. This can be adopted in organizations, but as well for the future
smart habitats to make user experience more intuitive and enriching [3].

2 System Architecture for Insightful Decision Making
in Smart Environments

The scope of this paper includes technology and infrastructure recommendations for
collaborative data analytics in the envisioned smart environments, recommendations
are inspired from the momentum in enterprises and organizations. For smart cities to
leverage from the current wave of digitization and ubiquitous computing, analysis of
data from transactional systems can be a key factor in achieving its long term
objectives such as agility, insightful actions and operational efficiency. Transactional
systems governing several business processes are collecting huge amounts of data.
Performing predictive analysis on this data with the help of statistical modelling can
offer organizations a distinct competitive edge. The latest technological advance-
ments in this arena offer faster data analytical processes, reducing batch like ana-
lytical processes to almost real time. This relates to the ability of making better
decisions and enabling meaningful actions at the right time. It signals the dawn of a
new era in which systems and infrastructures begin to complement human life at
natural speed, whether in business, private affairs, or as citizens [4].

It will be shown subsequently, as to how the recommended components Hadoop,
Hana and Liferay can provide the collaborative big data infrastructures leveraging
the predictive analytics capabilities of R in order to assist real time decision making.
The results thus obtained can also be presented using dashboarding tools like
Tableau and promises to derive meaningful insights in an intuitive way, e.g. in a
business security and safety context. Several tool combinations can be integrated to
obtain similar kind of results in today’s big data scenario, but the selected technical
stack can provide an optimal solution as outlined in the coming sections. Figure 2
shows the Testbed components within our proposed architecture.

Hadoop is open source framework for processing, storing and analyzing massive
amounts of distributed and unstructured data. It is designed to handle Petabytes and
Exabyte’s of data distributed over multiple nodes in parallel [5].

Data storage capabilities of Hadoop are impeccable and utilities built around the
framework to ease out the process of data administration and handling are developing
at a very rapid pace to cater the growing requirements. Hadoop can handle large
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amounts of unstructured data coming from applications, sensors, social media mobile
devices, logs etc. Hadoop follows the principles of distributed storage and computing,
hence can be scaled up from one system to several thousands of machines.

The Hadoop ecosystem consists of many independent modules like Hadoop
Distributed File System (HDFS),MapReduce, andHBase. Instead of dealingwith large
amounts of data in one single machine, Hadoop breaks data into multiple parts which
can be processed and analyzed at the same time across different machines. Hadoop is
scalable, cost effective, flexible and fault tolerant. Hadoop’s No Structured Query
Language (SQL) technology can handle unstructured files with relative ease. Table 1
describes the components of the Hadoop architecture of Fig. 3, as adopted here.

Fig. 2 Proposed system architecture

Table 1 Components—Hadoop architecture

Component
name

Description

Master Name
Node

Gives instruction to Data Node (DN) to perform input/output

Slave Name
Node

Assists Name Node (NN) in monitoring HDFS cluster

Slaves (DN) Read/writes HDFS blocks in local hard drive of slave machine and
communicates with NN and DN

Master Job
Tracker

Interface with client applications and monitors execution plans

Slave Task
Tracker

Responsible for executing individual tasks given by Job Tracker
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Configuring data jobs (data replications, flow etc.) in Hadoop environment is the
primary step in setting up data storage and analytics. Data from several sources are
induced into the Hadoop environment and this initiates a data storage job, these jobs
are segregated by Job Tracker onto respective task trackers. Name Node identifies
data nodes to store packets of data and corresponding replications in other data
nodes as backups. Metadata of the data stored in Hadoop clusters will be present in
name nodes and a backup of the same is maintained in Secondary Name Nodes.

3 Statistical Predicative Modelling Using R-Hadoop

Predictive modelling is one of the most common data mining techniques. As the name
implies, it is the process of taking historical data (from past), identifying hidden
patterns in the data using statistical models and then use these models to make pre-
dictions about what may happen in the future. The biggest challenge in predictive
analysis is to validate the authenticity of the models being built. The methodology to
achieve the same can be to prepare the data, perform exploratory data analyses, build a
first model and iteratively build concurrent models. Using this champion challenger
model R has a proven record of statistical modelling in various domains.

R is an integrated suite of software facilities for data manipulation, calculation
and graphical display. It is an open source technology and hence offers some
inherent advantages like lowered Total cost of Ownership (TCO) and easy wide-
spread adoption.

Fig. 3 Hadoop architecture
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R offers excellent data handling and storage facilities along with a suite of
operators for calculations on arrays. It also consists of a large coherent and inte-
grated collection of intermediate tools for data analysis and graphical displays.
R being a programming language has limited user friendly interface for data
analysis. It is an object oriented and almost non-declarative language.

Currently, the Comprehensive R Archive Network (CRAN) package repository
features around 6000 packages and the number is growing. This unveils the
increasing popularity and adoption of R. It is widely used for machine learning,
visualizations and data operations.

R loads datasets into its memory in order to analyze the data, hence for large
datasets the limiting factor can be the hardware capabilities of the underlying
computing system. In such scenarios R fails with exceptions like “cannot allocate
vector of size x”. Hence to process large datasets the capabilities of R can be
increased by combining it with distributed computing Hadoop systems. Hadoop
possess very good parallel processing capabilities and hence R combined with
Hadoop helps us to enhance the potential of statistical modelling for massive data
analysis.

In a combined R-Hadoop system preliminary data analysis functions like data
loading, exploration, analysis and visualizations are handled by R. Data
storage/retrieval and distributed computing is handled by Hadoop. It’s an estab-
lished fact that advanced machine learning algorithms works better with large data
sets hence using R with Hadoop is recommended [6].

In [7] we have shown how R on Hadoop and Hana can be enabled. Further, we
explain in the paper how R used in conjunction with Hadoop can help to overcome
several of R’s predominant drawbacks such as limited data size and performance.
With respect to SAP HANA, R code is embedded in SAP HANA SQL code in the
form of a RLANG procedure. To achieve this, the calculation engine of the
SAP HANA database was extended. The calculation engine supports data flow
graphs (calculation models) describing logical database execution plans. Database
execution plans are inherently parallel and therefore, multiple R processes can be
triggered to run in parallel [8]. R, HANA and Hadoop are conceived and built to
serve different and specific purposes. In [7] we combine the best use cases of the
three platforms in order to help smart environments to perform better. It became
evident that the combination of R, HANA and Hadoop can play a crucial role in
nurturing knowledge discovery and insightful processing.

4 Strategic Decision Making and Data Analytics

We are aware, that adoption of change in Smart Environments requires strategic
decision making, commonly defined by Key Performance Indicators (KPIs). Within
a focused case based setting, in this case a University context, we have deployed
our R-Hana-Hadoop infrastructure in the context of a KPI-defined process. We are
convinced, that the approach can as well be adopted for large-scale environments,
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to support consensus among the stakeholders. Our approach here is that strategic
decision making should be aligned with the data analytic practices in any organi-
zation, and thus as well for the envisioned Smart Environments. Our process of
deriving actionable insights from business transactional data started with defining
the high level business process taxonomy for the organization. For each of the
identified processes, key performance indicators (KPI’s) were derived. These KPI’s
are instrumental subsequently in determining the process maturity and performance.
Near to long term business strategic objectives of the organization were identified
and there after the derived KPI’s were prioritized and aligned to the respective
objectives of the organization as shown in the Fig. 4. The process outlined above
formed the basis for the Extraction, Transformation and Loading (ETL) of the data
into their respective data marts. Data latency levels for the KPI’s were also agreed
upon for delta data uploads into the data marts [9].

Subsequent to identifying the KPI’s, we performed source systems analysis to
understand the feasibility for fulfilling the data requirements to measure KPI’s.
There after a prioritized KPI implementation plan considering technical readiness
(data availability) and impacted business objectives was derived to facilitate a phase
wise implementation of suggested analytical solution. Data volumes and data
transformations levels were determined and the technical stack shown in the Fig. 5
was used to derive predictive insights. Historical transactional data is staged in
Hadoop through an open source ETL tool Talend and from there we can have the
hot data (most accessed and highly important data in organizations) placed in Hana
for near real-time in-memory processing. This can be directly fed into R system for
deriving predictive insights on the data. These insights were fed into the dash-
boarding tool Jasper Reports for improved visualization and customization.
Characteristics of the dashboards based on different user roles were determined to
provide a role based visualization.

Fig. 4 KPI’s by strategic objectives

Information Management in Collaborative Smart Environments 99



The following steps were taken for arriving at suitable statistical models. Firstly,
a sample data was prepared from the huge data set to be used for data analysis.
Secondly, an exploratory data analysis was performed to determine data charac-
teristics. Thirdly, initial data models were built to validate our understanding of the
data characteristics in order to derive predictive information. Finally we built
several data models and compare the accuracy of the output with respect to his-
torical data and conclude on an agreed upon model for further analysis and
development (Fig. 6).

Fig. 5 Utilized technical stack

Fig. 6 Decision trees and clustering in R
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5 Collaboration in Smart Environments

Collaboration in Smart Environments relates to communication, coordination, and
cooperation between actors in Cyber-Physical Environments, such as in the future
Smart Cities. With mobile and sensor based technologies, a fundamental
improvement is observed in the resource efficiency e.g. logistics in mobility. More
streamlined and personalised engagement channels for citizens in the form of
personalised social media portals, collaboration tools etc. are arising, including
standards for their integration. Real time/near real time collaboration within
Cyber-Physical Environments is a key determining factors for the success of any
smart project initiative.

Stratification of processes and information at various levels become
quintessential to achieve desired outcomes, new Digital Ecosystems should enable
data driven, insightful decision making along the process orchestration, knowledge
management, identity infrastructures etc. these components together form building
blocks for the complex Senseable Smart Environments and in-turn Smart Cities. It
should also be noted, that these environments should allow citizens to define and
operate their own communities by grouping citizens of similar roles and respon-
sibilities forming basically user groups or teams with target workflow or knowledge
support. Further, collaboration environments should allow these groups to be
aggregated at much higher levels, thus enabling cross group information access and
sharing. Portals enabling collaboration should also provide us with another angle of
social collaboration, that cuts across both group and system wide collaboration.
Like minded citizens from different formal groups and forums should be able to
form their own informal groups to share best practices, e.g. for social engagement in
their fields of interest. Collaboration in Smart environments can be enriched based
on information management and insightful data driven decision making, which are
outlined in the research presented in the former section (Fig. 7).

To promote collaboration in smart environments, we have decided to leverage
Liferay portals. It is an open source web platform that contains many default
portlets to facilitate the need of collaboration in various forms like wiki, message

Fig. 7 Lifecycle—system of engagement
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boards, blogs, forums etc. Some of these portlets are plug and play and come by
default in the standard package, some of the more specific ones are also available
from their market place along with abilities to have custom developed portlets, thus
helping the cause of easy implementation and adoption and optimised development
time.

Liferay portals are designed and built to suit the needs of role based content
delivery and user management, thus reducing the need for customization to a great
extent. Liferay even supports features like Single Sign on (SSO), custom fields,
workflow and rules engine, user personalisation, multi-language support, contextual
search and many more. It is one of the few packages available which can provide
such collaboration building blocks out of the box.

We believe that the adoption of Liferay portals to promote collaboration in smart
environments can drive digital transformation. In addition, one can leverage the
content management system (CMS) capabilities of Liferay and digitize documents
wherever required.

Also upon aggregating various systems of engagement and transactional system
of records, we can derive actionable predictive insights by using the previously
presented combination of R, HANA and Hadoop. Figure 8 provides us with an
overview of how Liferay can be integrated into existing infrastructures. In a nut-
shell, various portlets of Liferay provide user friendly applications with both pre-
sentation and business logic capabilities. To integrate them with other applications,
Liferay works with Representational State Transfer (REST) Application
Programing Interface (API), Web Services JSON, XML etc. We can use Enterprise
Serial Bus (ESB) to connect with BI reporting tools, BPM engines and so on. To
promote ease of usage, one can incorporate the advantages of Single Sign on (SSO),
Lightweight Directory Access Protocol (LDAP), Apache Solr Search etc.

Fig. 8 Liferay integration architecture
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6 Conclusion and Outlook

Our work has outlined, how the envisioned Senseable Smart Cities depend on
large-scale analytic infrastructures to enable insightful actions, and how this can be
complemented to promote collaboration in these Cyber-Physical Environments. It
has been shown, how the adoption of predictive analysis driven decision making
supported by statistical data modelling can strongly benefit from a combined
deployment of R, HANA and Hadoop. In terms of operational efficiency, scalability
and reliability, the outlined architecture contributes to a robust and scalable data
analysis infrastructure for insightful actions. The scope of our work presented
includes technology and infrastructure recommendations for collaborative data
analytics in the envisioned smart environments, derived from the momentum and
best practices in enterprises and organizations for achieving long term objectives
such as agility, insightful actions and operational efficiency, incorporating similar
infrastructure in Senseable City Environments makes it robust, provide the
large-scale performance required, and are evolvable over time. We can benefit from
combined real-time big data analytics and real time collaboration to build sophis-
ticated systems that can provide us with the leading predictive indicators on defined
KPI’s. We have shown, that this enables us with actionable insights on
events/trends that were almost impossible to predict until recently.

Complex systems are never built from scratch, but rather utilize the product
innovation ecosystem available. Numerous technologies and methodologies have
emerged recently to fulfil the growing demands of data gathering and storage,
insightful analysis, and collaboration between the digital assets and among citizens.
It is a big challenge for architects of smart environments to design a collaborative
system integrated with traditional transactional systems and then to manage the data
to offer an ever improving and agile Digital Ecosystem. The work presented sheds
some light on determining the right set of technologies depending upon the context
of usage.

The entire concept outlined in this paper is to synthesize vast amounts of col-
laborated transactional data and to derive meaningful actionable insights to ensure
an improved user experience with a sustainable growth in smart environments, such
as the envisioned Senseable Smart Cities. Future work relates to the validation of
the operational performance and scalability of the proposed components for
large-scale environments, including the complementing collaboration support.
Further, the strategic decision making in the context of data science opens an
important area for future research.
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Business Behavior Predictions Using
Location Based Social Networks in Smart
Cities

Ola AlSonosy, Sherine Rady, Nagwa Badr and Mohammed Hashem

1 Introduction

Analyzing business behavior is a very challenging process. To understand business
behavior, lots of field research have to be performed. To attain a field research about
business behavior in a city, Extensive of accumulated experiences have to be
acquired from consumers and business owners who live in that city. This kind of
data about business places can be provided by Location Based Social Networks
(LBSNs) instead of performing exhaustive field research [1]. This is because
LBSNs can be considered as a connection between real life movements of people
around places and the social media transactions. People physical turnouts for places
in real life can be projected through the users’ online checkins, because an online
checkin for a venue involves the physical location of that venue on earth.
Consequently, understanding business behavior in a city can be deduced from a
global view of the users’ checkins to venues in LBSNs.

There have been vast research essences for LBSNs Data. Mining LBSNs for
friendship, as well as venue and trajectory recommendations are commonly pre-
vailing areas of research that provided multiple services for LBSNs users. Also,
analyzing the tenor of LBSNs data for community detection has been presented in
various research too for human behavior exploration.

Up till now, it is unclear how certain business is predicted to be popular and how
can an investor understand business terrains in a city in order to decide which
business are expected to run well and where. LBSNs provide global information
about business behavior. This kind of information can be exploited by business
decision makers for predictions in specific terrains. Understanding and answering
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these questions can be beneficial in urban planning, recommending hotspot busi-
ness openings terrains and directs advertising campaigns in LBSNs.

In this research work, an urban analysis exploiting data collected from
Foursquare about business turnouts is done for business prediction purposes. The
research observes Foursquare venues’ behavior from the investor’s perspective. The
venues observations were analyzed to help in predicting business turnouts for new
business openings or other related business needs in certain geographical terrains.
The research suggests a spatial interpolation technique, which is commonly used for
predicting spatially correlated data in ecological fields, to predict business turnouts.
Additionally, a similarity embedded spatial interpolation technique is introduced to
suit LBSNs data. The similarity embedded spatial interpolation considers multiple
characteristics amongst neighbor venues that can affect the turnout prediction
accuracy in addition to their spatial closeness. The proposed similarity embedded
spatial interpolation is compared to classical spatial interpolations commonly used
in predictions of spatially correlated data values. The designed model shows a
significant alleviation of prediction error than the classical spatial interpolation
techniques.

The rest of the document; is organized as follows; in Sect. 2 an overview of the
previous research performed over LBSNs is presented. Section 3 reviews the data
observations about business behavior over Texas, which will be used in the case
study performed later. Section 4 views the suggested spatial interpolation tech-
niques used for predicting business turnouts in LBSNs along with an introduction
of the proposed similarity embedded spatial interpolation prediction technique.
Section 5 assesses the proposed prediction techniques through an experimental case
study predicting business turnouts in Texas using the suggested techniques and
presents comparative results. Finally, Sect. 6 concludes the paper and suggests
future extension of this research.

2 Related Work

Location added service social networks and LBSNs have attracted many researchers
in the last decade. Research in the area of LBSNs can be categorized into four
domains which are shown in Fig. 1:

1. Location aware recommendation systems
2. Location aware community detection
3. Human mobility analysis research based on LBSNs
4. Location aware business enhancement systems
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2.1 Location Aware Recommendation Systems

Some of the research focused on improving location aware social networks for
recommendation systems production purposes. Mainly, these recommendations
systems aim to predict information in order to help the individual LBSN’s users in
their daily life decision making. This is done through analyzing their checkins
history in the LBSN using collaborative filtering methods based on similarities
between users or venues. The evolved systems include venues recommenders based
on users’ checkins, friends recommeder systems based on their checkins and tra-
jectory recommender systems.

• Place Recommendation systems The research in this area uses individual
transactions made by the LBSNs’ users in order to recommend venues or places
that might be of users’ interests. In [2, 3] the author exploits checkins of users in
Foursquare and MovieLens in an item based collaborative filtering in order to
recommend venues for users. The papers suggest a travel penalty parameter to
involve the location feature in the item based collaborative filtering technique
used. Also a user portioning method is applied to support system scalability. In
[4] a location-based and preference-aware recommender system based on user
based collaborative filtering is proposed. The system offers a particular user a set
of venues within a geospatial range with the consideration of user preferences
that are automatically learned from his/her location history and social opinions,
which are mined from the location histories of the local experts. The research in
[5] fuses user preferences, social influences and geographical influences of
points of interests in a user-based collaborative filtering to enhance venues
recommendations to users. In [6, 7], the authors exploit GPS data along with
LBSN’s transactions in learning from user histories for place recommendations.

• Friends Recommendation systems Exploiting LBSNs’ data for building
friends recommendation systemsare implemented in several research. In [8], link
predcition technique is developed from Gowalla for friends recommendations.
The system takes into consideration place features, social features and other
global features based on similarity measurements between users who do not
share any friends. In [9] a hybrid content-based and social-based collaborative
filtering technique is developed for building a hierarchial similarity

Location Based Social Network Research Areas
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Fig. 1 LBSNs research domains
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measurement framework for friends and places recommendation. The systems
uses users’ histories from Geolife taking into considerations the sequences of
user movements, users similarities and popularity of venues. Also in [10],
Geolife data with GPS provided data recommended friendships based on sim-
ilarity measurements between users. The similarity measurements are inducced
from venues semantics concluded by venues’ categories visited by users.

• Trajectory Recommendation systems Another type of research, which
exploits LBSNs’ data to mine users trajectories are studied. A project like
GeoLife, which is introduced and studied in [11–13], is a social networking
service incorporating users and locations from user generated GPS data, to
visualize and understand user trajectories. Geolife searching for trajectories
using user movements learned by users’ online checkins between locations,
spatio-temporal users’ queries and GPS provided logs. Geolife provided data
were used along with GPS traces to formulate a tree based hierarchical graph for
travel recommendations in [14]. In [15, 16] data from Foursquare checkins
along with GPS provided taxi trajectories are used in providing trajectories to
construct an online trip planning system that builds a routable graph from these
trajectories. In [17], LBSNs data were exploited to make a compound module of
regular movements, irregular movements and novelty seeking for mobility
prediction purposes.

2.2 Location Aware Community Detection

Users are studied in LBSNs for Location aware community detection. In [18], a
study of the social and spatial properties of communities in Gowalla and Twitter
was presented. The authors found that in Twitter popular users hold communities
together, while in Gowalla community members tend to visit the same places. Also
the study in [19] involves the use of social theories and community detection
algorithms over location information provided by LBSNs and geographic features
to capture how communities form, and to define accurate models of community
evolution. In [20], the researcher obeserves that the social network can be formu-
lated based on places as the focis of the network by investigating the relationship
between the types of places where people meet and the likelihood that those people
are friends. In [1], large-scale data from Foursquare is analyzed across three cities
(London, New York, and Paris) in order to produce an inter-urban analysis. The
research in [21] provides an attempt to clustering social activities using LBSN’s
data gathered from publicly available foursquare related tweets in the region of
Colonge in Germany. Clusters are formulated by modeling the difference of the
overall temporal distribution of check-ins. Furthermore, the paper presented a
technique of multidimensional scaling to compute a classification of all clusters and
visualizes the results. Also the project Livehoods presented in [22] arranges com-
munity clusters of 18 million Foursquare checkins based on an affinity matrix
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constructed based on both spatial and social affinities. A map based tool
Hoodsquare is presented in [23], in which neighborhoods are constructed based on
geographical features along with users’ visits deduced from twitter. In [24], the
authors propose to model human activities and geographical areas by means
spectral clustering technique that uses feature vectors crawled from Foursquare
users in New York and London.

2.3 Human Mobility Analysis Based on LBSNs Data

Some other research have analyzed human mobility patterns based on their activ-
ities of checkins in LBSNs. In [25], a case study analyzed the spatiotemporal
dependent user behavior from Foursquare in Lisbon Metro in order to find potential
correlation in user behavior patterns in a working week in two different time
instances. In [26], a model of human mobility dynamics is developed. The model
combines the periodic day-to-day movement patterns provided by a cell phone data
with the social movement effects coming from the friendship network provided by
LBSN’s data. Furthermore, An identification of sequential activity transitions in
weekday and weekends are explored from foursquare provided data in [27]. More
global data analysis studies have been also conducted. In [28], users’ mobility
patterns are analyzed in 34 cities around the world using Foursquare data. The
analysis was conducted to study the effect of places distributions across different
urban environments on the human mobility patterns. Also in [29], the author
studied 22 million checkins across 220,000 users and reported a quantitative
assessment of human mobility patterns by analyzing the spatial, temporal, social,
and textual aspects associated with footprints from LBSN. In [30] a study in China
exploring footprints from the Chinese twitter Wibo were made.

2.4 Location Aware Business Enhancement Systems

The research in business enhancement area according to LBSN’s data is not very
popular. In [31], PLUTUS systems is introduced to suggest a best set of customers
for venues owners to propose more offers for them. The system uses an item based
collaborative filtering for recommendation. Also in [32], users’ movements histo-
ries were gathered from Foursquare checkins to choose from numbers of suggested
locations where to locate a new branch of chain stores. The system compared
different machine learning techniques taking into consideration users’ transitions
sequences, geographical features and competitive features of the suggested loca-
tions. A case study targeting popular chain stores was applied in New York City,
e.g. Starbucks, Mcdonalds and Dunckin Donuts.

This work extends those research directions by suggesting the exploitation of
LBSNs data for predicting business behavior in certain terrains, which can serve
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business owners in their decision makings. The prediction uses spatial machine
learning methods. A Spatial Interpolation method is applied and experimented for
prediction in LBSNs. Additionally, a similarity embedded spatial interpolation
method is proposed for more accurate predictions. The next sections introduce and
discuss those spatial prediction techniques.

3 Data Observations

One of the most popular and widely used LBSN is Foursquare [33]. Foursquare was
launched in March 2009. By August 2011, it had about 1 million checkins and this
number is accumulated to 7 billion checkins by March 2015. This vast amount of
data transactions was a motivation of this research for performing urban analysis to
infer business behavior through Foursquare users’ online checkins.

Foursquare is a local search and discovery service mobile application which
helps its users to find places of interest. Its database contains information about
locations (venues) and people (users). Venues in Foursquare are categorized into 10
different main categories, which are further divided into about 400 subcategories in
a three level hierarchal tree [34]. When a user visits a venue, he/she goes through
Foursquare and checks into that venue. A user can like or dislike a venue that he/she
had checked in. Also a user may leave a tip about the venue he/she had visited for
other users to see.

The venues’ density has been used in some research for interpreting business
terrain popularity [23, 29, 32]. In this work, business terrain popularity is inter-
preted by the terrain’s venues’ turnouts. The turnout of a certain venue is inferred
through the number of checkins for that venue over a specific time period. In the
presented case study here, observations of the number of checkins in Texas venues
over a year of study (between March 2014 and March 2015) are attained to infer the
business turnouts, the detailed extraction module will be explained later in
Sect. 5.1.

When plotting Texas venues heat map, it has been identified that venues tend to
be dense in certain areas rather than others, this can be seen in Fig. 2a. In Fig. 2b,
the checkins observed in the year of study for Texas venues are observed. When
comparing the two figures, it is observed that densely cluttered terrains do not often
imply bigger values of checkins. Therefore, the checkins is used as a measurement
of usage and popularity for venues rather than venues densities.

To confirm the previous hypothesis, observations about the number of venues in
each main category in Texas have been counted in Table 1. Also, a summation of
business turnouts for all venues belonging to each main category was conducted.
We concluded that the number of venues a category may not always express its
business popularity. For example, shops and services have the largest number of
venues in Texas and yet not the most popular category, while travel and transport
are the most popular, because of their having the largest number users’ checkins,
while shop and service comes as the third popular category.
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4 Business Turnouts Prediction Techniques

Spatial data mining discovers patterns of a certain spatially correlated variable in
data sets. These spatial patterns can be used for prediction purposes using spatial
machine learning techniques. Spatial machine learning techniques formulate a
mathematical model that presents spatial patterns and applies it later to predict
unknown values of the spatially correlated variable in study.

From the data collected about venues from Foursquare over the year of study,
there are two types of features observed, spatially correlated features and
non-spatially correlated ones. Business turnouts are one of the spatially correlated
features, and can be predicted based on their location among other neighboring
observations for the same feature using spatial machine learning.

The spatial machine learning method suggested to be applied in this study is the
spatial interpolation. Furthermore, a similarity learning embedded spatial interpo-
lation technique is introduced. The proposed technique introduces other venues’

Fig. 2 a Venues densities heat map. b Venues checkins heat map

Table 1 Category—number of venues versus category—number of turnouts

Category Number of
venues

Category Number of
turnouts

Shop and service 35,594 Travel and transport 5,659,092

Food 33,750 Food 1,456,103

Outdoors and recreation 29,680 Shop and service 933,421

Professional and other
places

24,857 Outdoors and recreation 617,089

Travel and transport 18,467 Professional and other
places

570,288

Nightlife spot 14,215 Nightlife spot 552,965

Arts and entertainment 11,730 Arts and entertainment 512,925

College and university 9702 Residence 238,613

Residence 4233 College and university 149,868

Event 685 Event 45,880
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features, which are non-spatially correlated, in the interpolation process, which has
an impact of obtaining better prediction performance.

4.1 Spatial Interpolation

Interpolation is a numerical analysis method that is used in predicting new data
points within the range of a discrete set of known data points. The general for-
mulation of the interpolation problem can be defined as follows:

The data set of size N provides discrete observations that are acquired for the
variable under study yi, where i = 1,…, N. From the data observations, the solution
model tries to find a mathematical function F yið Þ that fits through all the values of
yi. After that the mathematical function F can be applied to predict an unknown
value of the studied variable ŷ.

Spatial Interpolation techniques were developed for the cases in which the
variable under study y, is assumed to be spatially correlated. They predict the
unknown value of the variable y from observations of the same variable in positions
located in the neighborhood of the unknown variable ŷ location [35]. The tech-
niques were usually applied to predict values for environmental observations in
missing spots that are not sampled by a non-fully covered network of sensors; e.g.
temperature, wind direction, etc. [36, 37]. The general formulation of the spatial
interpolation problem can be defined as follows:

The data set provides N observations or measurements that are acquired for the
variable under study yi at discrete locations li, where i = 1,…, N. Instead of finding
a mathematical function F yið Þ that models the relationship of the variable values yi,
as in classical interpolation, the model is explicitly built over the assumption based
on Tobler’s first law hypothesis of geography. The hypothesis states that,
“Everything is related to everything else, but near things are more related than
distant things” [38]. Therefore, in predicting the unknown variable ŷ at location l̂,
spatial interpolation uses the set of values of the same variable yi at discrete
locations li for all locations in K, where K is a set of locations fl1; l2; . . .lkg rep-
resenting the spatial neighborhood of the unknown variable’s location l̂.

Accordingly, the application of the Spatial Interpolation technique for business
turnouts’ prediction is presented in the following steps:

1. Neighborhood identification This involves selecting the neighborhood K for
the target venue location l̂ of the unknown business turnout ŷ. The selection
criteria is based on the distance between the target location l̂ and other locations
li of different venues vi in the dataset.

2. Sampling phase This involves collecting the business turnouts yi at locations li
belonging to the neighborhood K.

3. Prediction phase This involves the estimation for the unknown business
turnouts ŷ by applying a model to the values collected from the sampling phase.
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Spatial interpolation is considered as a machine learning process, because the
choice of the model or the mathematical function used in prediction is explicitly
embedded in the system. In this study we will test K nearest neighbors Spatial
Interpolation KNN [35] and Inverse Distance Weight Interpolation IDW [39]. In
the KNN Spatial Interpolation, predicting the unknown business turnout ŷ is
simply by calculating the mean value of the known business turnouts yi for
venues in the neighborhood K defined by:

ŷ ¼
Xk
i¼1

yi ð1Þ

where k is the number of venues formulating the neighborhood of the unknown
variable.

In IDW, Spatial Interpolation distances between the target venue location l̂ and
locations of other venues observed by LBSN li weigh their influence in the cal-
culation of the unknown business turnout. Estimating the unknown business turnout
ŷ in IDW Interpolation is expressed as:

ŷ ¼
Pk

i¼1
1
di
yiPk

i¼1
1
di

ð2Þ

where di is the Euclidean distance from location of observed venues yi to the
unknown target venue location l̂ and k is the number of venues formulating the
neighborhood of the unknown variable.

The Spatial Interpolation introduced here are believed to be more practical
choice for predicting spatially correlated features in LBSNs than the classical spatial
regression machine learning techniques, for the two following reasons:

• The LBSNs large data size makes the learning process in classical spatial
regression machine learning techniques very complex and time consuming,
while the spatial interpolation uses only the neighborhood observations as a
training set for learning.

• The formulation of LBSNs data is user dependent, this means that the data is
dynamic, thus cannot provide a solid base for the learning phase in spatial
regression. Therefore, the rapid predictions that might rise from the LBSNs
users’ sides need rapid learning phases with recently refreshed data, which are
provided in spatial interpolation techniques.
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4.2 Similarity Embedded Spatial Interpolation

Similarity Embedded Spatial Interpolation is based on a modification over the
hypothesis of Tobler’s first law of geography. The proposed modified hypothesis is
“Everything is related to everything else, but near things that are more similar to
each other are more related than distant things.” According to this hypothesis,
other features, rather than the spatially correlated feature, can be exploited to
contribute to more accurate predictions for the spatially correlated feature.

The Similarity Embedded Spatial Interpolation is attained through the following
phases:

1. Similarity based Neighborhood selection that involves selecting the neigh-
borhood venues that will be used for prediction. The selection criterion is based
on a closeness weight between the target venue and other venues observed by
the LBSN’s data. The closeness weight is calculated based on both geographical
distance and other observed non-spatially correlated features similarities
between the target venue and other observed venues in the network.

The closeness weight Cðvi; vjÞ between two venues vi and vj, can be calculated
through:

Cðvi; vjÞ ¼ simðvi; vjÞ
dðvi; vjÞ ð3Þ

where dðvi; vjÞ is the distance between the two venues vi and vj, and simðvi; vjÞ is the
similarity measurement between the two venues vi and vj.

The distance dðvi; vjÞ between two venues vi and vj is the Euclidean distance,
which calculated by:

dðvi; vjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lati � latj
�� ��2 þ longi � longj

�� ��2q
ð4Þ

where the locations of venue vi and venue vj are provided by the LBSN, through
their latitudes and longitudes lati; longið Þ and latj; longj

� �
, respectively.

The similarity measurement between venues is calculated based on other fea-
tures observed about venues and not spatially correlated. The similarity simðvi; vjÞ
between two venues vi and vj is calculated by the simple matching coefficient
similarity measurement:

simðvi; vjÞ ¼
PFN

x¼1 fx við Þ ¼ fx vj
� �� �

: 8fx 2 F
�� ��

NF
ð5Þ

where F ¼ f1; f2; . . .; fNFf g is the set of features used in the similarity assessment,
fx vð Þ is the feature x value in venue v, NF is the total number of features used in the
similarity assessment.
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2. Sampling phase After selecting neighborhood K venues based on the closeness
weight between the target venue and other venues observed in the LBSN.
Sampling involves collecting business turnouts yi for all venues belonging to the
neighborhood K.

3. Prediction phase The two spatial interpolation techniques KNN [35] and IDW
[39] are applied, as described in the previous section, using business turnouts
already sampled for venues in the similarity based neighborhood.

5 Experimental Case Study

An experimental case study is implemented to assess the prediction performance of
spatial interpolation techniques and similarity embedded spatial interpolation for
application over LBSNs data. The study aims to predict business turnouts for
venues in Texas in the United States of America using data extracted from
Foursquare.

5.1 Data Extraction

A data extraction module has been designed to load data populated by Foursquare
about Texas venues in the United States of America. The Texas venues’ data have
been extracted using a specially designed crawler implemented using python pro-
gramming language version 2.7. The crawler extracted data from Foursquare API
for developers without breaching privacy restrictions imposed by the API’s
administration.

Each venue in Foursquare is defined by number of features. Only three of them
are compulsory definition features; the venue’s name, location (latitude and lon-
gitude) and its category. There are other numerous features that a venue may have,
but not compulsory for a venue definition, such as country, city, state and
subcategory.

To have an overall view of the business terrain in Texas, we could not crawl
venues that have Texas as its defined state, because state is not a compulsory feature
definition as illustrated previously. Therefore, we had to go through the following
phases, shown in Fig. 3, to extract as much venues as possible registered in Texas
in Foursquare:

1. Location Based Scanning First venues that have its location coordinates within
Texas bounding Box of coordinates were extracted. This was implemented
through an exhaustive scanning process. The scanning was implemented by
crawling 10 km � 10 km sequential bounding boxes searching areas limited
within the geographical Texas bounding box. The output of this phase is a set
venue records in the form of (venue-id, latitude, longitude).
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2. Reverse Geo-Coding: A Reverse Geo-coding is performed over the venues
extracted from the previous step using MapQuest API [40]. The output of this
process is an address record for each of the extracted venues.

3. Filtering Scanned Data The venues are filtered to include only venues
belonging to Texas. This phase is performed because some observations are
carried out of venues that do not belong to Texas. The reason of this is that
Texas bounding box may include some other venues outside Texas at the
bounding box margins and corners.

4. Venues information extraction Other features about the filtered venues is
extracted, e.g. category, total number of checkins, subcategory. Only catego-
rized venues are included in this study. Also, venues that have subcategory as
“home” is excluded from this experiment because it is believed that it will have
a negative effect on the research results, as homes are not business venues and
have the greatest number of checkins naturally. This results in a total of 184,879
categorized non-home venues in Texas.

Business turnouts is inferred by performing Venues Information Extraction
phase in two different time instances (March 2014 and March 2015). A venue
turnout, in this observation period, is calculated by subtracting the total number of
checkins for that venue in the former observation from the total number of checkins
in the later observation. A cleanup process is implemented to filter inactive venues
and include only active venues for the study. A venue is considered to be active
venue if it has more than 10 checkins in the observation year of study.

The result of the data extraction module is 41,954 total net categorized
non-home active venues scattered over Texas region. 90% of these venues are
randomly chosen as the training set with known business turnouts, while the 10% of
venues are considered with unknown business turnouts to be used as a test set.

Fig. 3 Venues extraction module
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5.2 Data Prediction

To predict business turnouts using spatial interpolation, a spatial correlation of
business turnouts has to be proven first. Moran’s I test is used for this purpose.
Moran’s I test is a test used to estimate the spatial correlation among observations
of variable y in the data set [41]. The result of the Moran’s test is a value p cal-
culated by:

p ¼ NP
i

P
j wij

P
i

P
j wij yi � �yð Þ yj � �y

� �
P

i yi � �yð Þ2 ð6Þ

where N is the number of observations for the variable y indexed by i and j; �y is the
mean of y; and wij is an element of a spatial weights matrix projecting the neigh-
borhood relationships between observations based on the Euclidean distance
between each pair of observations i and j.

The value of p ranges between −1 and 1, where −1 indicates a weak spatial
correlation among the tested variable and 1 indicates a strong spatial correlation of
the variable.

The Moran’s I test was implemented over the calculated values for business
turnouts over the year of study resulting in a p-value = 0.4385, which indicates a
strongly spatial correlation among the business turnouts in our study.

The prediction accuracy is measured by calculating the root mean square error
(RMSE) between the predicted value and the ground truth of each venue in the test
set, which is given by:

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ŷi � yið Þ2

n

s
ð7Þ

where ŷi is the predicted business turnout of venue vi, y is the ground truth of
business usage for the same venue, and n is the number of venues in the test set.

To access the effectiveness and accuracy of the proposed technique, a com-
parison between the spatial Auto Regression model, SAR [42], and the Spatial
Interpolation as spatial machine learning has been conducted. For Spatial
Interpolation, the KNN, IDW and Similarity Embedded Spatial Interpolation are
implemented as parts of the predicting model. In the Similarity Embedded Spatial
Interpolation, category and subcategory are the non-spatially correlated features
that are used to calculate the similarity between venues in the similarity based
neighborhood selection step. The prediction accuracy was calculated for the
aforementioned techniques using the effect of a neighborhood surrounding each
observation. The neighborhood is determined according to the k nearest neighbors
with a value of k = 10. Table 2 summarizes the results of the comparison.

The results indicates a reduction for the RMSE in the KNN spatial interpolation
prediction over the SAR model prediction with an average value of 78% while the
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IDW spatial interpolation reduces the RMSE with an average value of 83.75% than
SAR. Both similarity embedded spatial interpolation with KNN prediction and with
IDW prediction have nearly the same results in reducing the RMSE with about
78.5% than SAR. The results obtained obviously show that using spatial interpo-
lation techniques outperforms SAR. Also taking into consideration similarities for
venues in the proposed similarity embedded approach has a significant effect in
reducing RMSE and increasing prediction accuracy.

Figure 4 studies the different Spatial Interpolation techniques performances
thorough another experiment with investigation for the parameter k. The figure
shows a better performance of the IDW spatial interpolation than the KNN spatial
interpolation for the different values of k. The reason behind this is that the IDW
spatial interpolation involves distances related weights in the prediction process;
therefore, it is more realistic in the expression of the spatial closeness effect to the
prediction process. Moreover, the involvement of the features (category and sub-
category) in the similarity embedded spatial interpolation clearly reduces the pre-
diction RMSE.
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0.0018 
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SE
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Fig. 4 A comparison between KKN Spatial Interpolation, IDW Spatial Interpolation, Similarity
Embedded—KNN Spatial Interpolation, Similarity Embedded—IDW Spatial Interpolation for
k = [5:50]

Table 2 A comparison between SAR, KKN Spatial Interpolation, IDW Spatial Interpolation,
Similarity Embedded—KNN Spatial Interpolation, Similarity Embedded—IDW Spatial
Interpolation with k = 10

Average % RMSE reduction for k = 10

KNN/SAR 78.75

IDW/SAR 83.75

Similarity embedded—KNN/SAR 87.50

Similarity embedded—IDW/SAR 87.50
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Table 3 summarizes the results of the average reduction in the RMSE between
the spatial interpolation pairs shown in the table for experiments implemented over
different neighborhood sizes ranging between k = 5 and k = 50.

The results shows that the IDW spatial interpolation reduces the RMSE with an
average of 16.4% more than the KNN spatial interpolation, while the similarity
embedded KNN spatial interpolation results in a reduction of about 27.5% more
than the KNN spatial interpolation. Furthermore, the similarity embedded IDW
spatial interpolation reduces the average RMSE with about 13% more than the IDW
spatial interpolation. Also the similarity embedded spatial interpolation using IDW
and KNN in their prediction phase almost have the same RMSE.

The results obtained from the previous experiments show that applying spatial
interpolation as machine learning techniques is a better choice when predicting
spatially correlated variables in LBSNs than classical SAR machine learning model.
The IDW spatial interpolation showed a better projection of the effect of spatial
closeness over the prediction accuracy than KNN spatial interpolation.
Additionally, considering more features provided by LBSNs in formulating the
neighborhood to be included in the prediction process in the proposed similarity
based spatial interpolation results in better prediction accuracies than IDW and
KNN spatial interpolations.

6 Conclusion

Understanding business behavior in cities is useful for business owners to help them
in decisions about new openings or other related business needs. This paper sug-
gested the exploitation for LBSNs data for predicting business behaviors in future
smart cities. The research proposes an application of spatial machine learning
techniques to predict business turnouts in certain geographic locations. Spatial
Interpolation techniques are suggested to be applied for learning and prediction
purposes instead of regular spatial regression techniques. K nearest neighbors and
Inverse Distance Weighted Spatial Interpolations have been proposed to enhance
predicting the business turnouts in LBSNs. A Similarity Embedded Spatial
Interpolation technique is furthermore proposed, which involves the use of features
provided by LBSNs in the interpolation process to more enhance the accuracy of
the prediction results.

Table 3 A comparison between KKN Spatial Interpolation, IDW Spatial Interpolation, Similarity
Embedded—KNN Spatial Interpolation, Similarity Embedded—IDW Spatial Interpolation

Average % reduction in RMSE

IDW/KNN 16.40

Similarity embedded—KNN/KNN 27.45

Similarity embedded—IDW/IDW 13.19

Similarity embedded-IDW/Similarity embedded-KNN 0.01

Business Behavior Predictions Using Location Based Social … 119



An experimental case study was held inspecting venues behavior in Texas to test
the proposed prediction methods and techniques against business turnouts. Data
was extracted from Foursquare LBSN for the test. The results of the experiments
has shown better prediction accuracy of the KNN and IDW spatial interpolation
techniques application than the Spatial Auto Regression technique with about 79
and 84% reduction in RMSE respectively. Also the proposed Similarity embedded
spatial interpolation prediction has shown outperformance over SAR regression
model with about 88% RMSE reduction.

An additional comparison between the classical KNN and IDW spatial inter-
polation techniques and the proposed similarity embedded spatial interpolation was
implemented. The techniques were tested over different neighborhood sizes ranging
from 5 to 50 neighbors. The experiment showed a better prediction performance for
the similarity embedded spatial interpolation than the KNN spatial interpolation
with about 27%. Also similarity embedded spatial interpolation results in about
13% more prediction accuracy than the IDW spatial interpolation.

For more future insights about business behavior, the temporal factor for the
business turnouts can be a useful extension for this research to achieve more
enhancements in the prediction accuracy.
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Intelligent Prediction of Firm Innovation
Activity—The Case of Czech Smart Cities

Petr Hajek and Jan Stejskal

1 Introduction

Innovation activity is one of the key factors currently affecting the competitiveness
of entrepreneurs. In the last ten years, new production factors have become a
significant source of competitive advantage—knowledge, the ability to learn and
creativity. All these factors necessarily lead to the increase of innovation activity
and the creation of innovations. This is possible to achieve by involving economic
entities in cooperative chains. Then, the so-called knowledge spillover effects
become a side effect of any type of described cooperation with a knowledge base.
Smart cities provide the most suitable environments of open and user-driven
innovation, where resources can be shared with the aim of establishing urban and
regional innovation ecosystems [1].

Nonlinear models of innovation have recently been introduced to take interactive
and recursive terms into account. However, far too little attention has been paid to
predicting innovation activity using nonlinear models [2]. We aim to fill this gap
and employ ensembles of decision trees, demonstrating that significantly more
accurate predictions can be achieved. This is an extended version of [3]. Here we
develop a general model for intelligent prediction of firm innovation activity in the
context of a smart city. In addition, we perform a comparative study across various
meta-learning classifiers, including boosting, rotation forest, dagging, and bagging.
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The remainder of this paper is structured in the following way. Section 2 briefly
reviews related literature. Section 3 describes the prediction model and data.
Section 4 shows the experiment results and Sect. 5 provides concluding remarks
and implications for innovation management.

2 Related Literature Background

Innovative activities are currently one of the crucial sources of competitive
advantage in every developed economy. Knowledge and technological processes
are determinants of all smart innovation activities [4]. This follows from endoge-
nous growth models [5]. However, these determinants do not develop only inno-
vative activities, but also the regions (environments) in which the firms are located.
Their abilities to innovate depend on spatial and social proximity. It was shown that
in the spatial context this implies that local growth depends on the amount of
technological activity which is carried out locally and on the ability to exploit
external technological achievements through information spill-overs [6]. It has been
demonstrated that the existence of spill-over effects supports a growing number of
innovations in the form of patents [7–10].

Other studies suggest that innovative activities depend on their ability to obtain
information and knowledge, ability to be an effective part of the knowledge net-
work and to be able to cooperate. Numerous studies (reviewed in [11]) confirm that
spatial proximity facilitates learning processes. These processes are often influenced
by knowledge spill-overs effects and by acquisition of crucial knowledge (sticky
knowledge). Capello and Lenzi [11], in this context, draws attention to two issues.
The first concerns whether the knowledge spill-over effects are more intense in
intra-industry or inter-industry exchange of knowledge [12, 13]. On this question,
there is no clear answer. Various studies come to different answers. The second
problem is the spatial range of knowledge spill-overs (importance of relational
capital in innovation activity). Ellison and Glaeser [14], Porter [15], Von Hipple
[16] are the representatives of the first “industrial dynamic approach” and Camagni
[17] is main representative of the second “spatial-relational approach”.

As a specific kind of spill-over effect that was defined is the knowledge transfer
between firms and universities [18]. Universities are a source of new knowledge,
applications and knowledge production. Due to frequent public subsidies of the
research, the positive externalities are formatted in greater extent. Mainly the
businesses are consumers of this type of externality (there are two basic forms:
passive, which includes journal, research papers, conference, students practices and
trainings; and active, which includes training for employees, engaging in knowl-
edge networks and cooperative chains). These forms of cooperation generated so
called technological externalities, and if there is a transfer of knowledge (especially
tacit knowledge), we can observe also knowledge effects called as knowledge
spill-over. If the firms are recipients of externality, they can transform the new
knowledge into their economic processes, economic value and increase their
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competitive advantage. If the universities and R&Ds are the recipients of the
externality, the new knowledge can strengthen and extend their knowledge base,
research and technology absorption and ability to generate new knowledge in
future.

Some scholars pointed out in the conclusions of their researches that the syn-
ergistic effects (resulted from cooperation) can significantly increase the efficiency
of knowledge processes. It must be admitted that these effects are strictly localized
and take place only there where the knowledge production occurs in the form of
innovation output. Capello [19] added that the kind of learning mechanisms
envisaged in this theory which enhance innovative creativity is a collective learn-
ing. This learning process (in this case) is complemented by socializing, creative
knowledge from external sources (outside the firm but within region). Knowledge,
having thus arisen, can be labelled in accordance with Buchanan’s theory—the club
goods; subjects of the knowledge chain or regional innovation system are members
of this club.

The spill-over effects can occur when the necessary milieu where collective
learning takes place exists. High mobility of well skilled and motivated forces (but
only in a given area) is one of the determinants of collective learning. This can help
accelerate the knowledge transfer and help set the atmosphere of trust. Thus, the
relationships can be quickly strengthened. The lock-in problem can be one of the
risks in this situation. The stable group of subjects belonging to knowledge (pro-
duction) chain is the second determinant. In the cooperation chain the knowledge
transfer and acquisition are realized in unawares (tacit) way. The actors of transfer
processes are: firms and customers, suppliers, public entities, agents, universities,
R&Ds etc. We can see the formation of a special kind of demand from customers
and consumers towards innovations. These recipients are willing to partly partici-
pate on new knowledge creation. The social milieu is the third determinant. It
creates an environment in which knowledge processes take place. It depends on
morality and general confidence in the society [20]. This social environment is
sometimes considered as part of an innovative milieu, environment for innovation,
which forms the basis for efficient production of the innovation.

The last 20 years are the innovative milieu often confronted with the emerging
knowledge platforms in regions—regional innovation systems—which are made by
political decisions, pursue the political aims and are often financed with public
funds [21]. Many studies have shown that systems supporting the formation of
human capital, interpersonal networks, specialized and skilled labour markets, local
governance systems; therefore they are highly selective in spatial terms and require
ad hoc local policy interventions to be adequately supported [22]. Thanks to the
smart specialization approach, the inadequacy of a ‘one-size-fits-all’ policy for
innovation at regional level is decisively transferred from the scientific literature
into the institutional debate [20].

Smart innovation realized in spatial context (cities or regions) requires compo-
nents to rank smart cities, but to create a framework that can be used to characterize
how to envision a smart city and design initiatives, which advance this vision by
implementing shared services, and navigating their emerging challenges [23].
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Drivers that enhance the innovative capability of smart industries are (1) manage-
ment and organization, (2) technology, (3) governance, (4) policy, (5) people and
communities, (6) the economy, (7) built infrastructure, and (8) the natural envi-
ronment. An extensive review of studies of individual determinants is shown
in [21].

3 Model Design and Data Processing

According to the discussion above, the model of the intelligent prediction of firm
innovation activity can be formally described in the following way:

Y ¼ f X1;X2;X3;X4;X5;X6;X7;X8;X9;X10ð Þ; ð1Þ

where X1 (internal knowledge spillovers), X2 (market knowledge spillovers), X3

(university and research lab knowledge spillovers), X4 (other external knowledge
spillovers), X5 (internal R&D expenditure), X6 (local and regional financial sup-
port), X7 (EU financial support), X8 (collaboration on innovations), X9 (the presence
of a university having the same discipline as the firm in the city) and X10 (sales—
representing firm size) are causal predictors of Y (innovation activity). All variables
were numeric except for the binary variables X8 (0—no collaboration, 1—collab-
oration with enterprises/universities on innovation) and X9 (0—no university in the
city; 1—a university in the city). All above mentioned activities are realized at the
local (city) level and they are considered key characteristics of smart cities in
human conceptualization (also known as learning or knowledge city [23]). In this
concept, education, learning and knowledge have central importance to smart city.
In fact, it is heavily related to knowledge economy, stressing innovation as a main
instrument used to nurture the knowledge and drive the knowledge-based urban
development [24].

In our empirical analysis, we used primary data from the CIS—Community
Innovation Survey—obtained from the Czech Statistical Office of the Czech
Republic (source of data), see http://ec.europa.eu/eurostat/web/microdata/
community-innovation-survey for the description of the data. The data are part of
the EU science and technology statistics. The CIS questionnaire provides data
broken down by the type of innovators, economic activities and size classes. The
same questionnaire was used for all EU Members States [25]. The research was
focused only on the firm level in the Czech Republic during the period of 2008–
2010 (the surveys are carried out with two years’ frequency). The questionnaire
combined sample (stratified random sampling) and exhaustive surveys with a
response rate greater than 60%. For our analysis overall, we gathered data for a total
of 5151 firms with more than 10 employees. In accordance with the goal of this
paper, we selected 523 companies, i.e., only companies from the chemical industry,
for our data group—specifically, countries covering NACE (Statistical classification
of economic activities in the European Community) categories 20–23
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(20—Manufacture of chemicals and chemical products, 21—Manufacture of basic
pharmaceutical products and pharmaceutical preparations, 22—Manufacture of
rubber and plastic products, and 23—Manufacture of other non-metallic mineral
products). We chose chemical industry because it is considered to be science dri-
ven, leading to highly innovative results. Chemical industry also claims a signifi-
cant percent of the Czech Republic’s manufacturing output and is, therefore,
regarded as a key industry in smart specialization strategies in Czech regions and
cities.

The collected data were related to both the input variables X1 … X10 and output
variable Y. Regarding knowledge spillovers, the companies were asked to assign
importance (on a scale of 0–3, i.e. 0—not used, 1—low, 2—medium, 3—high) to
communication sources (Question 6.1 of the CIS questionnaire): (1) internal,
(2) market (suppliers, customers, competitors and consultants), (3) institutional
(universities and research institutes) and (4) other sources (scientific journals,
conferences, professional associations and the Internet). For those with more than
one source, we averaged the values.

Internal R&D expenditure was calculated as the sum of expenditure for:
(1) in-house R&D, (2) purchase of external R&D, (3) acquisition of machinery,
equipment, and software, and (4) acquisition of external knowledge (Question 5.2
of the CIS questionnaire). Regarding the external financial support, the firms were
asked whether they received any public financial support for innovation activities
from the selected levels of government (Question 5.3 of the CIS questionnaire). We
utilized two most frequent levels of financial support, from local or regional
authorities (1 for government and local/regional support, 0.5 for either government
or local/regional support, and 0 for no support), and the EU (1 for EU support and
participation in the EU 7th Framework Programme, 0.5 for EU support only, 0 for
no support) respectively. Question 6.2 was used to measure the collaboration on
innovations. The firms were asked whether they collaborated on any of their
innovation activities with other firms or institutions (1 for yes, 0 for no).

The company’s innovation activity was determined according to whether the
company introduced a new or significantly improved product (goods or services) or
process (a production process, distribution method or supporting activity) onto the
market (Questions 2.1 and 3.1 of the CIS questionnaire, 1 for yes and 0 for no). Out
of the 523 companies, 276 companies (52.8%) were innovative and 247 (47.2%)
were non-innovative. Before further processing, we rescaled all input variables to fit
the [0, 1] range using normalization procedure: Xnorm ¼ ðX�XminÞ=ðXmax�XminÞ.
About 29.9% of the firms had missing data. This ratio was similar for both discrete
(X8) and continuous variables (X1 … X7). Data for X9 (discrete) and X10 (contin-
uous) variables were complete. To replace the missing data, we employed a mul-
tiple imputation scheme based on the fully conditional specification method [26].
Basic descriptive statistics of the final dataset is provided in Table 1. We further
tested the differences between non-innovative and innovative companies using
Student’s paired t-test [27] for continuous (X1 … X7, X10) and Pearson’s v2 test [28]
for categorical data (X8 and X9).
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4 Empirical Experiments

The prediction of innovation activity was conducted using an ensemble of decision
trees. In this method, a number of independent decision trees are generated to make
the overall prediction. More specifically, we employed the bagging procedure,
which forms multiple bootstrap replicates of training data and uses them as new
training sets [29, 30]. Thus, higher accuracy can be achieved than with single
decision trees [31]. This was also true for our data set. In addition, we compared the
results using the boosting technique which, in contrast, generates a series of
dependent trees [32]. To avoid overfitting, all experiments were performed using
10-fold cross-validation. The single decision tree was pruned to minimum
cross-validation error, the minimum size of the node to split was set at 10 and the
maximum tree level was set at 10. The boosting algorithm was set as follows:
pruning trees in a series of a minimum of 10, the maximum number of trees in a
series = 400, the depth of individual trees = 5, the minimum size of the node to
split = 10, the proportion of rows for each tree = 0.5 and the influence trimming
factor = 0.01. Rotation forest was trained using the following values of parameters:
minimum and maximum size of the group = 3, the number of iterations = 10, the
percentage of instances to be removed = 50, and projection filter = PCA (principal
component analysis). Dagging was performed with 10 folds used for splitting the
training sets into smaller chunks for the base classifier. Finally, bagging was per-
formed using 200 trees in the forest, the minimum size of the node to split was set at
2 and the maximum tree levels were set at 50. The setting of the parameters was
obtained using grid search strategy. All experiments were performed in the DTREG
software.

The prediction performance was measured by the commonly used 2-class criteria
(here class 1 for innovative, class 0 for non-innovative). Note that innovative firms
can be classified as either innovative (true positive) or non-innovative (false neg-
ative). Similarly, non-innovative firms can be classified as either non-innovative

Table 1 Normalized importance of input variables

Input variable Non-innovative Innovative t-statistics

X1 0.681 0.815 5.856a

X2 0.538 0.563 1.406

X3 0.225 0.232 0.368

X4 0.379 0.457 4.695a

X5 0.059 0.169 6.049a

X6 0.051 0.125 4.771a

X7 0.142 0.128 −0.627

X8 241 (No)/6 (Yes) 127 (No)/149 (Yes) v2 = 180.0a

X9 53 (No)/223 (Yes) 70 (No)/177 (Yes) v2 = 23.7a

X10 0.047 0.167 7.615a

aSignificantly different at p = 0.05
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(true negative) or innovative (false positive). We used the following criteria based
on these classifications:

accuracy ¼ ðTPþTNÞ=ðTPþ FPþ FNþTNÞ; ð2Þ

sensitivity ¼ TP=ðTPþ FNÞ; ð3Þ

specificity ¼ TN=ðTNþ FPÞ; ð4Þ

positive predictive value ¼ ðPPVÞ ¼ TP=ðTPþ FPÞ; ð5Þ

negative predictive value ¼ ðNPVÞ ¼ TN=ðTNþ FNÞ; ð6Þ

where TP is true positive, TN is true negative, FP is false positive and FN is false
negative. Note that alternative measures can be calculated, such as an F-measure
that combines sensitivity, specificity and many other factors.

5 Results

The results of the prediction in Table 2 show that all methods perform well in both
classes (innovative/non-innovative chemical firms).

The highest accuracy (93.04%) was achieved by the bagging algorithm, which
also outperformed other methods in terms of the remaining prediction performance
indicators, except for specificity. This was also confirmed by an additional mea-
surement, the area under the ROC curve (AUC) (combining true positive rate
(sensitivity) and false positive rate), see Figs. 1 and 2. Although boosting per-
formed better in class 0 (non-innovative chemical firms, see “Specificity” in
Table 2), overall prediction performance was better for the bagging procedure
(ROC = 0.970), which also predicted class 1 with an accuracy of 93.84%. Taken
together, bagging performed the best among the methods compared; therefore, we
further examined the effects of the input variables using this model.

Table 2 Prediction performance of decision tree models

Measure Algorithm

Single Boosting Rotation forest Dagging Bagging

Accuracy [%] 89.74 89.91 90.39 82.01 93.04b

Sensitivity [%] 88.77 87.27 90.06 85.80 93.84

Specificity [%] 90.74 92.59 90.71 78.64 92.22

PPVa [%] 90.74 92.31 90.01 78.90 93.61

NPV [%] 88.77 87.72 90.06 85.80 93.05
aPPV is positive predictive value and NPV is negative predictive value
bSignificantly higher accuracy at p = 0.05 using a paired student’s t-test
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The appendix shows the single decision tree, providing 89.76% accuracy.
Although this single model was outperformed in our experiments, it provides some
useful insight into the decision-making mechanisms of the firms under
investigation.

The model presented shows that when companies cooperate, they then create
innovations at a probability rate of greater than 96%. When companies do not
cooperate, their innovation ability depends on internal spillover effects. When they
are able to acquire and use internal information for generating innovation in large
amounts, it was demonstrated that these activities lead unequivocally to the creation
of innovation. When only a low ability to generate internal spillover effects is seen
in non-cooperating companies, there is only a negligible probability that they will
be able to innovate.

Non-cooperating companies with a high rate of internal spillover effects are then
additionally influenced by their ability to acquire information and findings from
institutional sources (universities, R&D organizations). It was demonstrated that
these sources are not effectively used in the investigated group of chemical com-
panies, thus they do not contribute to a significant increase in their innovation

Fig. 1 ROC curves for
boosting algorithm

Fig. 2 ROC curves for
bagging algorithm
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capabilities. When these companies acquire information and knowledge from other
sources (conferences, publications, etc.), it contributes to their innovation capability
more than institutional sources.

To obtain more in-depth insight into the importance of each input attribute, we
performed sensitivity analysis on the model by calculating the relative importance
of the input attributes using a range of 0–100. The reason for this is that some of the
input attributes may seem to be unimportant in the decision trees due to the fact that
there may exist a slightly better (usually correlated) splitting attribute used in the
corresponding node. Thus, the importance of some input attributes may be masked.
Therefore, attribute importance was computed by adding up the improvement in
classification gained by each split that used a certain predictor. Thus, we were able
to identify the relative importance of input attributes as opposed to in the regression
tree, where splits closer to the root of the tree are typically more important.

Table 3 shows that internal knowledge spillovers were the most important
determinant of the chemical firms’ innovation activity during the period monitored.
Other knowledge spillover effects were also important, in particular those generated
by other sources (scientific journals, conferences, etc.).

Further, R&D intensity (proxied by internal expenditure), collaboration on
innovation and firm size were also important determinants with a relative impor-
tance >65. In contrast, financial support from both the government and the EU was
a relatively weak predictor. Finally, the weakest influence was associated with the
presence of a chemical university in the region.

Wang and Chien [2] reported that neural networks outperform traditional linear
models in innovation performance prediction. Therefore, we performed further
experiments to compare the results of the ensembles of decision trees with Naïve
Bayes (NB), neural networks and support vector machines, respectively.
Specifically, we used two most common neural network architectures are repre-
sented by multilayer perceptron (MLP) and radial basis function (RBF) neural
networks. Support vector machine (SVM), on the other hand, is the most commonly
applied machine learning method. In contrast to empirical risk minimization by

Table 3 Normalized importance of input variables

Input variable Importance

X1 Internal knowledge spillovers 100.00

X2 Market knowledge spillovers 51.74

X3 University and research lab knowledge spillovers 63.11

X4 Other external knowledge spillovers 81.49

X5 Internal R&D expenditure 70.53

X6 Local and regional financial support 32.32

X7 EU financial support 31.98

X8 Collaboration on innovations 65.35

X9 The presence of a chemical university in the region 16.83

X10 Sales—representing firm size 76.48
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neural networks, SVM represents a structural risk minimization approach which has
shown better generalization performance.

MLP employed here was a feed-forward neural network with one hidden layer of
neurons operating with sigmoid activation functions. MLPs were trained using
conjugate gradient algorithm, where the number of neurons in the hidden layer was
detected automatically from interval {2, 3, …, 20} with the step set to 1 and
maximum steps without change set to 4. Maximum number of iterations was 10000
and iterations without improvement were set to 100. Again, grid search procedure
was used to find the best settings of the parameters of the MLP (RBF neural
network and SVM).

In the RBF neural network, Gaussian activation functions were used by neurons
in the hidden layer. The optimum number of neurons and other training parameters
of the RBF neural networks were detected using a genetic algorithm (with popu-
lation = 200 and generations = 20), where the maximum number of neurons in the
hidden layer was set to 100, and the radius of RBF ranged from 0.01 to 400.

The SVM method was trained by the sequential minimal optimization
(SMO) [33] using RBF kernel function with parameters found using grid search
algorithm, where complexity parameter C ranging from 0.1 to 50000, radius of RBF
function ranging from 0.001 to 20, and 10 intervals were set for the grid search
algorithm. Linear and polynomial kernel functions were also tested without
improvement.

Table 4 shows that the bagging algorithm using decision trees significantly
outperformed neural networks and SVM, respectively.

6 Conclusion

This report analyzes the prediction of the innovation activity of chemical firms
using an ensemble of decision trees. It offers evidence of the importance of indi-
vidual determinants for the creation of innovation. On the basis of the analysis, it is
possible to state that internal knowledge spillovers are the crucial determinant of the
innovation activity of chemical companies. Therefore, we argue that internal

Table 4 Prediction performance of decision tree models

Measure Algorithm

NB MLP RBF SVM DT bagging

Accuracy [%] 69.51 78.20 84.80 83.88 93.04a

Sensitivity [%] 87.29 77.54 82.97 78.99 93.84

Specificity [%] 53.62 78.89 86.67 88.89 92.22

PPV [%] 62.89 78.97 86.42 87.90 93.61

NPV [%] 87.29 77.45 83.27 80.54 93.05

ROC 0.805 0.814 0.937 0.907 0.970
aSignificantly higher accuracy at p = 0.05 using a paired student’s t-test

132 P. Hajek and J. Stejskal



knowledge spillovers are among the factors with the greatest influence on the
creation of spillover effects; next, in order of their relative importance to internal
knowledge spillover effects, are: external knowledge spillovers, sales (representing
firm size) and internal R&D expenditure.

As one of its outputs, our paper offers a proposal for evaluating the effectiveness
of public financial support expended on innovation activity [34]. Specifically, we
demonstrated the low influence of any type of financial stimulus and support (from
EU funds to local budgets). Their importance represents only a third of those
mentioned above. This finding corroborates the arguments against public financial
support expressed by Arrow [35] (according to the classical market failure argu-
ment, firms will not invest (enough) in R&D, because the benefits of innovation
activities cannot be fully reaped due to incomplete appropriability and knowledge
spillovers between firms). Even despite this, all OECD countries are currently
spending significant amounts of public money on programs intended to stimulate
innovation activity [36]. However, not much is known about the significance and
long-term effects of public financial support.

Other evidence was obtained from the constructed decision tree, in which the
determinants of cooperation and the sources of key knowledge determining a
company’s innovation activity are modeled. It was demonstrated that, to a certain
degree, internal spillover effects can replace cooperation on the creation of inno-
vation, which is sometimes impossible or out of the question in practice. For such
cases, it is necessary to maximize the percent of internal spillovers. However, the
acquisition of knowledge directly from the knowledge sector is not an effective
method; rather, it is more effective to acquire necessary knowledge from other
sources.

It should be noted that, although we were able to obtain significantly higher
accuracy by bagging decision trees, this was achieved at the cost of complexity,
because 200 trees were generated in the forest. Therefore, in the future, we suggest
using not only alternative machine learning and soft computing techniques such as
evolutionary rule-based systems, fuzzy rule-based systems, etc., but we also
encourage further studies using the bias-variance trade-off to study the prediction of
innovation activity. Finally, we recommend including additional input variables
associated with both business cluster initiatives [37] and regional innovation sys-
tems [38, 39].
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Part III
Accelerating the Evolution of Smart Cities
with the Internet of Things and Internet of

People



Emotion Identification in Twitter
Messages for Smart City Applications

Dario Stojanovski, Gjorgji Strezoski, Gjorgji Madjarov
and Ivica Dimitrovski

1 Introduction

Social media have gained increasing popularity over the recent years with the
number of users on social networks and microblogging platforms growing rapidly.
As of 2016, Twitter has over 310 million monthly active users and generates over
500 million messages per day.1 Twitter messages are also known as tweets and
have 140 character limitation. Tweets contain informal language, users use a lot of
abbreviations, URLs, emoticons and Twitter specific symbols, such as hashtags and
targets (user mentions).

Emotion identification and sentiment analysis have recently spiked the interest of
both, academia and industry with the exponential growth of social media. Detecting
users’ reaction towards certain products and services can provide valuable insight
for companies offering them. Additionally, it can be used to get information of the
public opinion against different topics and events and many other potential
use-cases. As a result there are many proposed methods for solving this task.

Twitter emotion analysis can have many potential smart city applications. In
previous work [1], we presented a use-case scenario where we apply our emotion
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identification model to Twitter messages from the 2014 FIFA World Cup in Brazil.
We provided an extensive analysis of emotional distribution detected for the
duration of the matches being considered in our work. Emotion identification in
sports tweets can be utilized for different applications. An emotion identification
system can detect if a game has caused a lot of anger or other negative emotions
amongst the fans, so the official organizers can be warned to take extra security
measures after and during the match. Additionally, results from such system can be
used to identify future potentially critical matches in terms of security.

Another potential smart city application of Twitter emotion analysis is in relation
to local public services. Several works study how Twitter is used in this context.
Sobaci and Karkin [2] present how mayors in Turkey use the social network to offer
better public service. In Agostino [3] and Flores and Rezende [4] on the other hand,
they analyze how citizens use Twitter to engage in public life and decisions. They
showcase that the platform is heavily used by both, the government and the citizens,
and can be utilized to improve communication between them in order to offer better
services.

In the work presented in this paper, we showcase a deep learning system for
emotion identification in Twitter messages. For this purpose, we use a convolu-
tional neural network with multiple filters and varying window sizes which has not
been adequately studied for the task of emotion detection. The approach is founded
on the work of Kim [5] that reported state-of-the-art results in 4 out of 7 sentence
classification tasks. We leverage pre-trained word embeddings, obtained by unsu-
pervised learning on a large set of Twitter messages [6]. The network is trained on
automatically labeled tweets in respect to 7 emotions. Additionally, we present a
use-case scenario for smart city applications that leverages local government related
messages. We apply our model for emotion identification in tweets related to local
government projects and municipality issues.

The rest of the paper is organized as follows. Section 2 outlines current
approaches to emotion identification. In Sect. 3, we present the proposed system
architecture consisted of a convolutional neural network and the necessary
pre-training. We give a detailed overview of the used dataset, the conducted
experiments and the achieved results in Sect. 4. In Sect. 5, we present a use-case
where we apply our system for emotion identification in tweets related to local
government. Finally, we conclude our work in Sect. 6.

2 Related Work

There has been a lot of work done in the field of emotion identification. Current
approaches mainly are based on unigrams, bigrams, Part-of-Speech tags and other
hand-crafted features and machine learning algorithms such as Support Vector
Machines (SVM), Naive Bayes and maximum entropy.

Appropriate labeling of tweets with corresponding emotions still poses a chal-
lenge in the field. Roberts et al. [7] used a manually annotated set of tweets with 7
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labels for emotion. Their approach for classification consisted of hand-crafted
features such as unigrams, bigrams, indicators of exclamation and question marks,
WordNet hypernyms and several other features and a SVM classifier. Balabantaray
et al. [8] also used manually labeled tweets and developed a system for emotion
classification using hand-crafted features such as Part-of-Speech tags, unigrams,
bigrams and others and the Word-net Affect emotion lexicon. Their work presents
an extensive analysis of the effect different combinations of features have on
performance.

Purver and Battersby [9] and Wang et al. [10] on the other hand, use distant
supervision for automatic emotion annotation. By using well-known indicators of
emotional content they were able to create noisily labeled datasets. Tweets were
annotated by the presence of emotion-related hashtags. Wang et al. [10] applied
additional heuristics to improve on the quality of the acquired dataset. They only
considered messages where the emotion-related hashtag is at the end of the tweet,
removed messages containing URLs and quotations and discarded tweets with more
than 3 hashtags, non-English messages and retweets. Furthermore, the quality of the
dataset was evaluated by randomly sampling a small number of tweets for manual
inspection by two annotators. They received 95.08% precision on the development
and 93.16% on the test set, where a tweet was manually checked whether the
assigned label is relevant to the conveyed emotion. The dataset is publicly avail-
able2 and we build our work on portion of the data.

Sintsova et al. [11] used the Amazon Mechanical Turk (AMT) to build a
human-based lexicon. Using the annotators’ emotionally labeled tweets, they
constructed a linguistic resource for emotion classification. Their approach is able
to capture up to 20 distinct fine-grained emotions.

Unlike the previously depicted approaches that use extensive feature engineering
which can be both, time-consuming and produce over-specified and incomplete
features, our approach is based on a deep learning technique. Deep learning
approaches handle the feature extraction task automatically, potentially providing
for more robust and adaptable models. Most of the current work focuses on utilizing
convolutional neural networks. Collobert et al. [12] proposed a unified neural
network architecture that can be applied to various Natural Language Processing
(NLP) tasks including sentiment analysis. dos Santos and Gatti [13] proposed a
CNN for identifying sentiment analysis by exploiting character-level, word-level
and sentence-level information. Kim [5] on the other hand, proposed an approach
for sentence classification including sentiment analysis using a CNN with multiple
filters and feature maps. This work also showed that continuously updating
pre-trained word embeddings provides for better performance. In our work, we
build on the aforementioned deep learning techniques. However, these approaches
have been used for sentiment analysis, which is limited to classifying tweets with
three labels, positive, negative and neutral. In this paper, we use convolutional
neural network for a finer grained classification into 7 emotions.

2http://knoesis.org/projects/emotion.
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3 System Architecture

The approachwe used for emotion identification in this work is a convolutional neural
network architecture which is depicted in detail in Fig. 1. The model is consisted of a
simple networkwith one convolutional layer and a softmax output layer. Each token in
a tweet is represented by a word embedding or word representation generated by a
neural language model [6]. These features are fed to the convolutional layer of the
network. Theproposed system is not dependent onhand-crafted features andmanually
created lexicons. Consequently, the approach is more robust than traditional NLP
techniques and more adaptable when applied to different tasks and domains.

3.1 Pre-training

In order to clean noise from the tweets, we applied several pre-processing steps. We
replaced each occurrence of a user mention with a generic token and lowercased all

Fig. 1 Convolutional neural
network architecture
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words. Additionally, we removed all HTML entities and punctuation except for
exclamation and question marks and stripped hashtag symbols, but we kept
emoticons. Moreover, all elongated words were shortened to maximum 3 character
repetitions.

We leverage word representations or embeddings, learned on large corpus of
unlabeled textual data using neural language models. The word embeddings are a
continuous representation of the words themselves. These embeddings capture
syntactic and semantic regularities of words and have recently been used in many
tasks in NLP. Our system works by first, constructing a lookup table, where each
word is mapped to an appropriate feature vector or word embedding. In this work,
we do not do the pre-training of word embeddings ourselves as there are several
already available ones, which are used to initialize the lookup table.

Since we are dealing with Twitter messages, which usually contain a lot of
informal language, slang and abbreviations, using word embeddings trained on
corpus where more formal language is used may not be suitable. Using word
vectors trained on Twitter data is more fitting in our task as we assume there will be
less missing tokens in the lookup table and the representations will be more
meaningful in this context. Therefore, we leverage 200 dimensional GloVe
embeddings [6] trained on 2 billion tweets (20 billion tokens). For words that are
not present in the vocabulary of word vectors, we use random initialization.

However, since the training is done in an unsupervised manner, there is no
sentiment or emotion regularities encoded in the embeddings. As a result, words
such as “bad” and “good”, that likely appeared in similar context in the corpus are
neighboring words based on cosine similarity. We use available word embeddings
and by back-propagation, during network training, update them in order to adapt to
the specific task at hand. The intuition behind this approach is that by
back-propagating the classification errors, emotion regularities are encoded into the
word representations. Upon finishing network training, “good” was no longer one
of the most similar words to “bad” and vice versa. Additionally, this approach
enables for building a more meaningful representation for words that are not present
in the lookup table and for which random initialization is used.

3.2 Convolutional Neural Network

In this work, we utilize a convolutional neural network for classification of tweets
into 7 emotion classes. Our approach is based on the work of Kim [5] which was
used for different sentence classification tasks including sentiment analysis. CNNs
with pooling operation deal naturally with variable length sentences and also, to
some extent, take into account the ordering of the words and the context each word
appears in. For simplicity, we consider that each tweet represents one sentence.

The network is trained by mapping tweets to an appropriate feature represen-
tation and supplying them to the convolutional layer. Each word or token of an
input tweet, with the appropriate padding at the beginning and end of it, is mapped
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to an appropriate word representation. Padding length is defined as h=2 where h is
the window size of the filter. Words are mapped from the aforementioned lookup
table L 2 Rk� Vj j, where k is the dimension of the word vectors and V is a vocabulary
of the words in the lookup table. Each word or token is projected to a vector
wi 2 Rk . After the mapping, a tweet is represented as a concatenation of the word
embeddings

x ¼ w1;w2; . . .;wnf g:

The obtained feature representation of the tweet is then supplied to the convo-
lutional layer. In this step, we apply multiple filters with varying windows sizes
h. We use rectified linear units in the convolutional layer and windows of size 3, 4
and 5. As tweets are short texts with limited character count, having such window
sizes is adequate and using larger ones would not be beneficial. Filters are applied
to every possible window of words in the tweet and a feature map is produced as a
result. For each of the filters, a weight matrix Wc and a bias term bc are learned. The
weight matrix is used to extract local features around each word window. The
convolution operation can be formally expressed as:

x0i ¼ f Wc � xi:iþ h�1 þ bcð Þ;

where f ð�Þ is the activation function and xi:iþ h�1 is the concatenation of word
vectors from position i to position iþ h� 1. The generated feature map is then
passed through a max-over-time pooling layer:

x0 ¼ max x01; x
0
2; . . .; x

0
n�hþ 1

� �
;

which outputs a fixed sized vector where the size is a hyper-parameter to be
determined by the user. In our case, we set the size of this vector to 100 and this
hyper-parameter corresponds to the number of hidden units in the convolutional
layer. By doing so, we extract the most important features for each feature map.

The output of the pooling operation for each of the convolution operations with
varying window sizes is concatenated. Predictions are generated using a softmax
regression classifier. The concatenated features from the max-over-time pooling
layer are passed to a fully connected softmax layer whose output is the probability
distribution over the labels.

Deep neural networks suffer from overfitting due to the high number of
parameters that need to be learned. In order to counteract this issue, we use dropout
regularization which essentially randomly drops a portion of hidden units (sets to
zero) during training. As a result, the network prevents co-adaption between the
hidden units. The proportion of units to be dropped is hyper-parameter to be
determined by the user. The network is trained using stochastic gradient descent
over shuffled mini-batches.

144 D. Stojanovski et al.



4 Experiments

4.1 Dataset

In order to train our model, we utilize an already available annotated set provided in
the work of Wang et al. [10]. Tweets in this dataset are annotated with 7 basic
emotions love, joy, surprise, anger, sadness, fear and thankfulness. The dataset was
generated by extrapolating a set of keywords of the 7 basic human emotions and
their lexical variants to represent a single category of human emotions. Then, they
queried the Twitter API for tweets containing any of the keywords in the form of a
hashtag. The dataset is not related to any specific topic or domain.

However, due to Twitter privacy policy, only the IDs of the tweets were
available for download, not the content itself. Using the Twitter API, we collected
the annotated messages, but because of changed privacy settings or deletion, a
significant portion of the messages was not available. Out of 1,991,184 tweets for
training, 247,798 for development and 250,000 for test, we were able to retrieve
1,347,959, 168,003 and 169,114, respectively. Nonetheless, this is still a repre-
sentative dataset. Moreover, the distribution of emotions in the tweets was similar to
that of the original set. We applied the same heuristics that are pertaining to the
removal of the hashtags indicative of the emotion from the Twitter message.

4.2 Experimental Setup and Results

We reused several parameters which were used in the work of Kim [5], mini-batch
size of 50, l2 constraint of 3, rectified linear units for the convolutional layer and
filter windows of 3, 4 and 5. We set the learning rate to 0.02 and the dropout
parameter to 0.7. These parameters, along with the decision to use rectified linear
units over hyperbolic tangent was done by doing a grid search using the 1000
samples training set.

Due to technical limitations, we did not utilized the full capacity of the dataset.
We tested our model with 2000 Twitter messages while for the development set we
used 1000 messages. Both sets were generated by randomly sampling from the
retrieved tweets. We trained the model with 1000 and 10,000 training samples, in
order to observe the gains from a larger training set. Employing the above men-
tioned parameters we were able to achieve 50.12% with 1000 training samples and
55.77% with 10,000. Wang et al. [10] reported 43.41 and 52.92% respectively. Our
model achieves higher accuracy in both cases on our reduced set.

Results for each label are presented in Table 1. For the three most popular
emotions, joy (28%), sadness (24%) and anger (22%), we observe the highest
F1-score of 64.95, 55.48 and 58.71% respectively. Both precision and recall are
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relatively high in comparison to the other emotions. Precision and recall for joy are
59.59 and 71.38%, 51.06 and 60.74% for sadness and 59.28 and 58.16% for anger.
For the less popular ones, love (12%), fear (5%), thankfulness (5%) precision is
relatively high, 44.68, 52.78 and 71.01% respectively, but recall is significantly
lower compared with the top 3 emotions, 34.29, 16.52 and 41.89% respectively.
The F1-score for each of these emotions are 38.8, 25.16 and 52.69% accordingly.
The imbalance of class distribution in the dataset, leads to a classifier that will rarely
classify a sample with uncommon labels. Since surprise accounts for only 1% of
the training data, on the randomly sampled test set in our work, the classifier did not
classify correctly any test example with surprise.

5 Emotion Identification in Local Government Tweets

In this paper, we present a use-case of emotion identification for local government
purposes. We outline a system that can potentially be used by local governments to
get real-time feedback from the local community in relation to ongoing and pro-
posed projects. A showcase of the proposed system is presented in Fig. 2. We
implemented the system for several major cities in USA such as New York, Los
Angeles, San Francisco etc. The system is implemented in the Django web
framework.

First, we manually identify official local government Twitter accounts for each
corresponding city. This also includes the official accounts of the city’s mayor and
accounts for the 311 number which provide access to information and
non-emergency municipal services. For example, for New York, we retrieve tweets
from @nycgov, @NYCMayorsOffice, @BilldeBlasio and @nyc311. For the retrie-
val of Twitter messages, we utilize the Twitter Streaming API which enables access
to tweets posted in real-time. Using the Streaming API, we collect tweets posted by
these users. All messages mentioning any of the defined accounts are retrieved as
well. In this way, we do not depend solely on what local governments tweet, but
what the local community is concerned with too.

However, it doesn’t necessarily mean that all tweets related to local government
will mention some of the official accounts. As a result, in order to provide for bigger
coverage, we also download geo-referenced tweets posted within some of the cities

Table 1 Precision, recall and
F1 score for each emotion
label

Emotion Precision (%) Recall (%) F1 (%)

Joy 59.59 71.38 64.95

Sadness 51.06 60.74 55.48

Anger 59.28 58.16 58.71

Love 44.68 34.29 38.8

Fear 52.78 16.52 25.16

Thankfulness 71.01 41.89 52.69

Fear 0 0 0
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under observation. This is also enabled by the Twitter Streaming API. Supplying
the API with a bounding box defined by a set of coordinates, it will return every
tweet posted within those boundaries. Tweets can be geo-referenced by either
containing exact coordinates or by being embedded with a Place object. Places are
Twitter specific objects which are defined by their name and bounding box among
other information. They can relate to different geographic objects, from narrow
areas such as points of interest to wider ones, such as entire cities. Tweets con-
taining Place objects whose bounding box intersects with those of our interest are
returned by the API.

Then, these tweets are compared against tweets posted by the local government
accounts in order to identify which ones are related to actual local government
issues. The matching between tweets is done by computing the cosine similarity of
the TF-IDF representation of the Twitter messages. We can potentially, narrow the
search space by only retrieving tweets containing at least two keywords from local
government posted tweets. In this way, we get a high probability of getting related
tweets, although additional filtering would still be required.

The system enables overview of local government related Twitter activity for
New York, Boston, Washington DC, Detroit, Los Angeles and San Francisco. The
model for emotion identification is trained on tweets from Wang et al. [10], but on a
balanced distribution of emotion labels in order to counteract the issue of predicting
underrepresented emotions in the training set. The size of the training set is 10,000
samples.

When presented with the system, the user can choose one of the multiple cities
which are currently being considered in our work. Upon selecting, the user is
presented with the overview screen. On the left, we list all local government tweets.
This provides a quick look to what is the local government currently working on,
ongoing projects and current issues. The user has the option to list all tweets

Fig. 2 Main page overview of our proposed system
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mentioning any of the local government accounts or choose a specific tweet and
take a look at all relevant messages to that specific tweet. These messages appear in
the middle column. The system presents the content of each tweet, as well as the
full and screen name of the user with the accompanying profile image. On the right
part of the screen, a summary of the tweets in the middle column is given. We
present an overview of the identified emotions in the relevant tweets which enables
users to have a closer look at the local community’s satisfaction with their city. If
the user has chosen to list all tweets mentioning local government accounts, he is
also presented with an emotional distribution by topic, in order to get even more
meaningful insight. Topics are generated by applying hierarchical agglomerative
clustering over the tweets. For this purpose, we utilize the fastcluster3 library for
hierarchical clustering. For scalability, we only consider words that have a fre-
quency over a predefined threshold. We cut the dendrogram at a specific threshold
value as well to extract the generated clusters.

In Fig. 3, the emotion distribution for New York, Los Angeles and Boston is
presented for the tweets mentioning any of the corresponding local government
accounts. We can observe that certain emotions are more dominant in some cities
over others. For example, joy in San Francisco, anger in New York, thankfulness in
Boston are more present in relation to the other cities. We leave more detailed
analysis of the observed emotions for future work.

6 Conclusion

In this paper, we presented a convolutional neural network for emotion identifi-
cation in Twitter messages and we applied it to monitoring emotions in tweets
related to public local services. The model was evaluated on a set of hashtag labeled
tweets with 7 distinct emotions. Using the presented architecture, we achieved
improvements over current state-of-the-art performance with the dataset on reduced
training set. Our approach obtains an accuracy of 50.12 and 55.77% with a training

Fig. 3 Emotion distribution in local government related tweets

3http://danifold.net/fastcluster.html.
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set of 1000 and 10,000 samples. We trained the model on a set with a balanced
distribution of emotion labels and we applied it to tweets related to public local
services. We present a system that retrieves tweets from official local government
accounts for several cities and related Twitter messages. We showcase how such
system can be utilized by the local government and the general public to get insight
into the current projects and problems and improve the communication between
both parties.
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MedWeight Smart Community: A Social
Approach

Giannis Meletakis, Rania Hatzi, Panagiotis Katsivelis,
Mara Nikolaidou, Dimosthenis Anagnostopoulos,
Costas A. Anastasiou, Eleni Karfopoulou and Mary Yannakoulia

1 Introduction

Information and Communication Technology (ICT) is literally changing every
aspect of our life [1]. This entire new age has affected a great number of different
domains providing new widely accepted tools and visions for everyday commu-
nication and collaboration among participants. A great impact on this growing area
has been accomplished from on-line social networks, as they have been established
as a prominent model for communication and interaction between individuals, as
well as among members of communities or organizations. There is no questioning
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of on-line social network success, as social networks have been playing a signifi-
cant role in the development of human society over decades [2].

Despite the human social nature, the concepts of community development and
community participation took shape in the 1950s [3]. Nowadays, it is assumed that
citizen participation is a desired and necessary part of community development
activities. Participation means that people are closely involved in the processes that
affect their lives. As mentioned in [4] citizen’s participation is the process that can
meaningfully tie programs to people. Furthermore, sense of community is a feeling
that members have of belonging, a feeling that members matter to one another and
to the group, and a shared faith that members needs will be met through their
commitment to be together [5]. There is no doubt that promoting the participation
of community members is the main pillar in any modern community development
program [6].

Communities around the world are responding to the participants needs by
discovering new ways of using information and communication technologies
(ICT) for economic, social and cultural development [1] establishing a new concept
called “Smart Communities”. In Smart Communities Guidebook, developed by
California Institute for Smart Communities (1997) at San Diego State University,
the concept of Smart Community is presented as a community in which govern-
ment, business and residents understand the potential of information technology,
and make a conscious decision to use that technology to transform life and work in
their region in significant and positive ways [7]. In present, the Smart Community
concept is known and used all over the world under different names and in different
circumstances [1]. In any case, it is considered an imperative constituent of the
smart city environment. Could modern social network technology serve the concept
of smart communities? May current popular social networks promote the creation
and support of smart communities? Are there any limitations in social network
interaction model hindering smart community support?

These are the questions we are dealing with in this paper in our effort to promote
a smart community targeting weight maintenance support, called MedWeight.
Social network technology was employed to support MedWeight community. The
requirements imposed by such a community on social network technology and the
necessary extensions to the social network interaction model in order to support
smart communities were discussed in [8]. Based on these extensions, Medweight
social network platform was developed. In this chapter, we focus on MedWeight
community perspective and the experience obtained by community members during
the development and usage the MedWeight platform. The basic challenges on
choosing smart community direction are discussed, requirement imposed are
explained and key issues on its adaptation for the interaction between nutrition
experts and community members trying to maintain their weight are explored.

The rest of the paper is organized as follows. Background and motivation for
Medweight community leaders on choosing the establishment of smart community
technology to support volunteers for weight maintenance is explained in Sect. 2.
Section 3 outlines technological key challenges in supporting MedWeight smart
community and corresponding extensions proposed to the social network model.
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MedWeight social network, developed to support the community, from the par-
ticipant perspective, is presented in Sect. 4. Conclusions and future work reside in
Sect. 5.

2 Background—Motivation

It is a common true that the Internet and Web technologies have helped many of us
communicate more easily and effectively. Web 2.0 applications and platforms, such
as wikis, blogs and social networks, enable people to communicate directly and
without space or time limitations. Although social technology does not affect the
interdependency between people, it strongly enhances the probability that people
who are interdependent, in the sense that they could share common interests, learn
about each other and eventually start a relationship. In any case, enhancing
accessibility may have a positive impact in maintaining, enriching and building
communities [9]. Thus, social technology may definitely contribute in promoting
the Smart Community concept.

Social support, as perceived in the context of smart communities, is defined as
the resources or aids exchanged between individuals through interpersonal ties [10].
This is one of the key benefits that users perceive from on-line social networking
[11]. As indicated in [12], Social Network users perceived a greater level of
emotional support and companionship than did general Internet users at a level that
was almost equivalent to the amount that married or cohabiting Americans nor-
mally perceive from their live-in partners. The same view appeared in [13] where
the results shown that the positive affect felt by social network users after on-line
social networking was positively associated with perceived companionship support,
appraisal support, and life satisfaction. In the same study [13] was noticed that it is
the quality of interaction that matters in establishing social support and psycho-
logical well-being, but not the frequency or amount of social networking use.

Social technology has empowered patients to share their information and
experiences and also to gain access to others information [14]. As indicated in [15]
the proliferation of the Internet for acquiring information on health and developing
e-health has gained a lot of attention in recent years. Data in the European Union
show that when searching the internet for a specific injury, disease, illness or
condition, 36% of the responders searched for testimonials or experiences from
other patients and 10% looked for emotional support in dealing with the specific
health issue [16].

According to [17] the key factors of on-line health support communities high
popularity are:

• any time support overcoming time boundaries
• anywhere support overcoming distance boundaries that might be associated with

traditional face-to-face support provision
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• establishment of “safe” environment for individuals with stigmatizing or dis-
figuring conditions to obtain support

• anonymization makes it easier for individuals to discuss sensitive or embar-
rassing topics, and may increase honesty, intimacy and self-disclosure

• larger broad of experiences and opinions may be offered than face-to-face
support groups

The majority of existing social health related applications are targeting on-line
health care and support communities. They consist mainly of medical blogs and
micro-blogs [18], wikis [19] and media sharing sites [20]. Social networking sites
are also available [21]. Social technology may also bring a new dimension to health
care as it offers a medium to be used by the public, patients, and health profes-
sionals to communicate about health issues with the possibility of potentially
improving health outcomes [22]. There are several examples of social media
applications targeting evaluation and reporting of real-time diseases, catalyzing
outreach during (public) health campaigns and recruitment of patients to on-line
studies and in clinical trials [23].

Despite the fact that most efforts in weight management have been focused on
weight loss, it is now evident that weight loss maintenance in formerly
obese/overweight individuals represents possibly the greatest challenge, both in
terms of physiology and behavior, in overall weight control. However, what is the
impact of technology? Could social technology contribute to establish a smart
community helping its members in their effort to lose weight and maintain weight
loss [24]? Who should be part of this community? Should weight management
experts also participate to provide professional advice or should the community
only persist of people interested in weight management?

As indicated in [25], the contribution of social technology seams helpful, since
the participants of the study were almost five times more likely to perceive
Encouragement support for their weight loss efforts if they used the social media
tools at least once a week. In addition, this study [26] showed that an Internet
weight maintenance program could sustain comparable long-term weight loss
compared with a similar program conducted in person and over the phone. On the
opposite side, in [27], the arm with social media demonstrated no difference in
perceived support compared to in-person therapy and it also had the highest rates of
attrition.

A recent review of the existing studies suggests that social networks may be
effective in improving nutrition knowledge or key behaviors in weight control, such
as eating behavior or physical activity, thus promoting body weight change and
overall feeling of well-being [28]. In fact, it has been shown that web based
interventions may be equally effective with face-to-face interventions in changing
dietary behaviors, such as fruit and vegetable consumption, or physical activity
levels [29] or maintaining weight loss [30]. Furthermore, when targeting specific
populations, such as adolescents, the available data suggest that computer-based
interventions may be superior in improving nutrition knowledge, as compared to
traditional means of education. The essential components of a successful web-based

154 G. Meletakis et al.



intervention for weight control have not been fully established. As weight loss or
maintenance is a matter that depends mainly on behavior change, it has been shown
that web based interventions incorporating components of behavioral theory,
counseling or self-monitoring may be superior, compared to education alone [30].

To this end, in the following we explore the potential of using social networking
technology to build a smart community for weight management.

3 MedWeight Project

The MedWeight project was established as part of a research study related to weight
maintenance by the Department of Nutrition and Dietetics at Harokopio University
of Athens (http://medweight.hua.gr/en/index.php) two years ago. A similar study
for weight maintenance exists in the National Weight Control Registry, US
(NWCR) [31]. Its main aim is to collect information on common behaviours among
its members that predict long-term weight maintenance status. Assessment is per-
formed mainly through paper work that is send to the potential participants by mail.
Our ambition was to advance this perspective by including not only assessment but
also interactions between all users, i.e. health professionals and patients [32]; and to
advance the assessment procedures by utilizing social networking technology.

MedWeight community consists of more than 1000 volunteers involved in the
study and Nutrition experts and researchers, advising them. The goal of this
community is to help volunteers maintain their weight and follow-up people
encountering weight problems. Both other volunteers and nutrition experts are
assisting them in this effort.

Volunteers include both successful losers and weight loss regainers. Their
interaction may be of interest, as the assistance they provide to each other is
achieved mainly through communication between them. Helpful information and
guidance by the nutrition experts related to issues of interest in MedWeight com-
munity is also provided to volunteers. The prospect of participant’s mutual support
for health issues through direct communication was the main motivation for
establishing Med-Weight community.

As such, the community should explore all available technology to help its
members serve their purpose. As in face-to-face support groups, the community
should consist of people interesting in maintaining their weight and experts helping
them. In contrast to what is normally the case in existing social networks, where all
participants are treated as equal and have exactly the same capabilities and rights, in
this smart community environment participants should be able to differentiate their
behaviour in the community based on their role, as in the real world, when
attending a support group for example.

The main feature, differentiating it from other similar efforts on health issues, is
the fact that both volunteers and nutrition experts participate in the community,
having different roles and capabilities as in real life. In existing on-line communities
either patients or doctors participate, having exactly the same privileges and
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capabilities (as for example patientslikeme.com for patients or twitterdoctors.net for
medical professionals). Such a feature enables the volunteers to behave in on-line
MedWeight community as they would a real-world support community, receiving
similar services and perceiving their support community the same way as they
would in the real-world. Thus, MedWeight obtains the characteristics of a true
smart community, as prescribed in [7].

4 Supporting Smart Communities Through Social
Networking Technology

The typical social network model, as supported by popular social networks, such as
Facebook, Twitter and Google+, dictates that all participants are (a) described by
the same characteristics, (b) belong in the same category and (c) are related to
others with one unique relation type (e.g. friendship in Facebook or Follower in
Twitter). Available social networking platforms do not support the participant’s
discrimination in different types, being unable to disseminate the produced infor-
mation according to their category.

In the following, we briefly present the extended social network interaction
model proposed in [8] to explore requirements imposed by MedWeight smart
community. The proposed extensions are summarized in Fig. 1 and analytically
discussed in the following. In the figure, proposed entities are depicted as cyan
rectangles. Our vision is that our proposed model and corresponding social net-
working platform could be utilized from other communities as well [33].

These are the main characteristics added to the typical social network model:

• Role definition support to reflect the role each participant plays in the
community

• Relation definition support to reflect the different relation developed between of
community members having different roles

• Information dissemination advancement based on roles and relations
• Group management advancement based on roles and relations
• Application execution based on roles and relations

4.1 Roles, Relations and Groups

Realizing that there was a major need to differentiate between participants to reflect
their role and capabilities/responsibilities in the community, the concept of Role
was introduced. It enables to manage information dissemination among partici-
pants, indicate responsibilities and enables different ways of describing participants
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(for example the profile data of a Nutrition Expert may vary from those belonging
to a volunteer).

Establishing relations with others is one of the main options given to social
network participants. There are two general types of relations: mutual (bidirec-
tional) and one-way (unidirectional) [34]. Our proposed model could support the
dynamic creation of relations of both types between participants, based on the
predefined user roles. Relations can be either unidirectional, indicating that a
community member receives information from another member, or bidirectional,
indicating that the members interact.

The combination of roles, relations and streams does not fully facilitate
fine-grained content propagation; therefore, a more elaborate mechanism for con-
tent delivery is proposed, through groups, as supported in the typical social net-
working interaction model.

Fig. 1 Extended social network model
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4.2 Information Dissemination and Application Execution

The most common operation that a participant performs in a social network is
publishing content, which can be of a variety of types, such as links, texts, files,
multimedia etc. Published information is propagated in the form of a stream to all
participants related to the publishing entity, who receive notifications and updates
about the publication, urging them to review it and possibly contribute to it, as
dictated by the notion of collaborative content in Web 2.0 [35].

In communities, specific streams should be defined based on participant roles
and relations. Apart from the member relations, the social aspect of the community
should not be dismissed; therefore, each member may develop a social relation with
any other member of the community, regardless of their roles in it. At the same
time, a clear separation between them should be maintained, thus a more complex
propagation mechanism is introduced incorporating more than one discrete streams.
The combination of discrete participant roles, multiple streams, extended relations
and rules governing the propagation of content successfully achieves the separation
between information shared between community members.

In addition to sharing content and notifications through discrete streams and
groups, the proposed social network model supports the provision of specific
activities and enables its participants to complete specific actions in collaboration
with other participants.

Actions may be provided by cooperating applications executed in a specific
participant profile. In order to ask for services rather than information from another
participant, a more sophisticated communication mechanism is required, facilitating
information exchange between applications executed on different participant
profiles.

5 MedWeight Smart Community

The MedWeight Smart Community was built, based on the extended social network
model, to support MedWeight Project. It is currently deployed using Python and
Django (https://www.djangoproject.com) web application framework, while the
user interface, in this phase, supports only the Greek language.

There are two distinct roles and two relations supported in MedWeight
community:

• Volunteer: a person who takes part in the study and wants to benefit from
Med-Weight community to maintain weight. Most likely volunteers have been
in a diet and would benefit from expert advice to maintain their weight.

• Dietitian: an expert scientist that provides advice, services and feedback to
participants of the role Volunteer.

• Consultant Relation: a unidirectional relation from a volunteer to a dietitian,
which enables volunteers to use dietitians to obtain expert advice.
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• Fellow Relation: a bidirectional relation, defined between volunteers, which
enables them to share experiences and information related to Med-Weight
community.

Roles and relations are defined through MedWeight administration platform, as
depicted in Fig. 2.

The interaction between MedWeight participants is performed mainly by pub-
lishing content either in their profile or in interest groups they may create. They
may declare its visibility, as in any social network. Furthermore, they may execute
applications, as discussed in the following.

The main view of a Volunteer participant profile is shown in Fig. 3. Please have
in mind that MedWeight platform has a Greek language interface, as it targets
Greek audience. Thus, explanation comments are embedded in the figure to make it
understandable by an international audience.

Fig. 2 Defining relations using MedWeight administration interface

Fig. 3 MedWeight participant profile view
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The content that is published by MedWeight community members in their
profile is visible to all other community members related to them, either by con-
sultant or fellow relation. In order to succeed the optimal dissemination of infor-
mation, there are several given options to users related to ‘visibility’ of the
publication such as private, public, visible to a specific participant, visible to all of
them, as shown in Fig. 3.

Through the corresponding option in the right, bottom part of Fig. 3 (red rect-
angle), a recommendation mechanism was designed in order to match volunteers
with similarities in order to promote their interaction. This process pursues to detect
other volunteers with same info in their profile. Volunteers may search members of
the community based on specific criteria they may combine.

Groups may be created and managed by both Volunteers and Dietitians. Based
on the creator role, Medweight platform applies different group access policy.
Groups created and managed by volunteers enable posting by all participants.
Groups created by Dietitians have a more restricted policy, as in those groups only
“expert” opinions should by posted. Only dietitians, authorized by the creator of the
group, post content in it, although all Medweight participants may read this content.

Applications may also be executed with MedWeight Social Network platform.
As an example, the weight maintenance application is briefly presented. It involves
a private interaction between the volunteer and his/her dietitian consultant.
Volunteers may daily register measurements of their weight, running such an
application in their profile. With each measurement, the application calculates
certain dietetic factors, such as Body Mass Indicator. The dietitian consultant
monitors these factors, when accepting to act as a consultant. If any of these factors
have exceeded a certain limit, a notification is issued to dietitian profile.
Consequently, the dietitian can provide personalized feedback and expert advice to
the volunteer, though the application, also running in his/her profile.

Medweight platform is used by half of the 1000 volunteers involved in the
Medweight study and nutrition experts and researchers advising them, during the
last 10 months. The platform was well accepted by participants, which had no
problem using it. Detailed data on its impact in helping volunteers maintain weight
loss is part of an on-going research and will be available on a pilot basis, after
completing the first year of its usage.

6 Conclusion

MedWeight smart community was build to support volunteers trying to maintain
weight loss by allowing them to be members of a community composed by both
other volunteers and nutrition experts, taking into consideration the way support
groups are formed in the real-world. To support MedWeight smart community, a
corresponding social network platform was built, extending the typical social net-
work model to support roles, relations and complex content dissemination policies.
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Future work includes the extension of MedWeight Smart Community to provide
a variety of applications allowing participants to use external services and the
support other communities as well.
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Semi-distributed Demand Response
Solutions for Smart Homes

Rim Kaddah, Daniel Kofman, Fabien Mathieu and Michal Pióro

1 Introduction

The growing deployment of intermittent renewable energy sources at different
scales (from bulk to micro generation) advocates for the design of advanced
Demand Response (DR) solutions to maintain the stability of the power grid and to
optimize the usage of resources.

DR takes advantage of demand flexibility, but its performance depends on the
granularity of visibility and demand control. The Internet of Things (IoT) paradigm
enables implementing DR at the finest granularity (individual appliances), and
deploying IoT-based solutions becomes feasible, both from the technological and
economical points of view.

The introduction of capacity markets in several countries has provided incentives
for: the flexibility end users could provide through DR mechanisms; the deploy-
ment of flexible generators (for which the energy cost is higher than the average).

R. Kaddah (&) � D. Kofman
Telecom Paristech, 23 Avenue d’Italie, Paris, France
e-mail: rim.kaddah@telecom-paristech.fr

D. Kofman
e-mail: daniel.kofman@telecom-paristech.fr

F. Mathieu
Nokia Bell Labs, Route de Villejust, Nozay, France
e-mail: fabien.mathieu@nokia.com

M. Pióro
Institute of Telecommunications, Warsaw University of Technology,
Warsaw, Poland
e-mail: michal.pioro@eit.lth.se

M. Pióro
Department of Electrical and Information Technology,
Lund University, Lund, Sweden

© Springer Nature Singapore Pte Ltd. 2018
L. Ismail and L. Zhang (eds.), Information Innovation Technology in Smart Cities,
https://doi.org/10.1007/978-981-10-1741-4_12

163



In this chapter, we focus on DR solutions for keeping power consumption below
a certain known capacity limit for a well-defined period. A possible application is
for utility companies, which are interested in limiting the cost of the capacity
certificates they have to acquire in the capacity market (for securing supply). Such a
cost reduction is facilitated by keeping power consumption below known
thresholds.

In [1], the authors propose and analyze several IoT-based DR mechanisms. They
show that fine-grained visibility and control on a set of households at an aggre-
gation point enables to maximize user’s perceived utility. However, this approach
may cause scalability as well as privacy problems. On the other hand, they consider
two levels control systems where a central controller allocates available capacity to
households based on some static information (e.g., type of contract). Then, local
controllers leverage IoT benefits for local optimization, without any feedback to the
central controller. The drawback of such approach is that it may reduce the total
utility perceived by the users.

Our main contribution is a proposition and evaluation of an intermediate
approach, based on two-level systems with partial feedback from the local con-
trollers to the central entity, where the feedback sent has little impact on privacy.
The proposed solution enforces fairness by considering two levels of utility for each
appliance (i.e., vital and comfort). We compare the performance of the proposed
scheme with the two cases studied in [1] (fully centralized solution and two level
system with no feedback). The results are analyzed for homogeneous and hetero-
geneous scenarios. We show that for both cases, the proposed algorithm outper-
forms the scheme with no feedback. Moreover, it runs in a limited number of
feedback iterations, which ensures good scalability and limited requirements in
terms of communication.

The chapter is organized as follows: Sect. 2 presents the related work. The
system model and allocation schemes are introduced in Sects. 3 and 4, respectively.
Section 5 studies the performance of the proposed control scheme and compares it
with two benchmark control approaches through a numerical analysis of the model.
Conclusions and future work are presented in Sect. 6.

2 Related Work

The idea of using vertically distributed control schemes with no or limited feedback
is quite natural. Indeed, the literature contains a significant amount of proposals
based on hierarchical control schemes (with feedback) in the context of limiting
consumption capacity to a certain desired value (e.g., [2–5]).

However, these proposals usually address the problem by taking the dual of
system capacity constraint. These dual variables can be seen as prices for time slots
(e.g., [2–4]). Thus, these schemes are usually presented as DR schemes based on
pricing. In contrast, our approach is based on direct control of the appliances.
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The proposals in [3–5] are examples of schemes that are designed for residential
consumers and that can take into account flexibility of generic appliances.

Authors in [3] propose a customer reward scheme that encourages users to
accept direct control of loads. They propose a time-greedy algorithm (maximizes
utility slot by slot) based on the utility that each appliance declares for each slot. As
discussed in the previous chapter, instantaneous value of an appliance has to be
carefully evaluated to capture the real benefit from using this appliance (e.g.,
heating system). Authors in [4] propose a dynamic pricing scheme based on a
distributed algorithm to compute optimal prices and demand schedules. Closer to
our proposal is the direct control scheme presented in [5] which is very similar to
[4] if prices are interpreted as control signals. The authors in [5] propose to solve a
problem similar to ours, but in their approach, intermediate solutions can violate the
constraints, so that convergence of the algorithm is required (like all other schemes
based on dual decomposition) to produce a feasible allocation. The authors do not
discuss scalability and communication requirements in terms of the number of
iterations required. They also assume concave utility functions. Moreover, the
proposed scheme still requires disclosure of extensive information to the central
entity (i.e., home consumption profile), so the approach is not adapted to reduce
privacy issues.

In the present work, we target to better deal with privacy while guaranteeing the
fulfillment of capacity constraints even during intermediate computation. We
achieve that by building on the DR framework introduced in [1].

3 System Model

We consider an aggregator in charge of allocating power to a set of H households
under a total capacity constraint CðtÞ: t represents a time slot. We suppose that
during a defined time period (measured in slots), in absence of control, predicted
demand would exceed available capacity. We call this period a DR period. We
denote by DEa and DEh the functional groups in charge of decision taking
(Decision Entities) at the aggregator side and at the user h side (one per home),
respectively. DEa is in charge of allocating power to each household ðChtÞ; under
the total power constraint. For each house h, DEh has two main roles: collecting
information on variables monitored at user premises (state of appliances, local
temperature, etc.); enforcing control decisions received from DEa (e.g. by con-
trolling the appliances). More details will be given in Sect. 4 when introducing the
considered allocation schemes.

A utility function is defined for each controlled appliance to express the impact
of its operation on user’s satisfaction. We assume electrical appliances are classified
among A classes. Appliances of the same class have similar usage purposes (e.g.,
heating) but may have different operation constraints. Appliance of class a at home
h operates within a given power range Pa

mðhÞ;Pa
MðhÞ

� �
:
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Following [1], a specific utility function is modeled for each class of appliances
based on usage patterns, criticality, users’ preferences and exogenous variables (e.g.
external temperature). The utility of an appliance is expressed as a function of its
consumption or of some monitored variables (see Sect. 5 for an example).

In the present work, we introduce two levels of utility per appliance, vital and
comfort. The first one expresses high priority targets of high impact on users’
wellbeing and the second one expresses less essential preferences.

For notation, we write utilities as vital/comfort pairs: Ua
ht ¼ Ua

vht ;U
a
cht

� �
denotes

utility of appliance a at time t for home h. Control decisions are based on the
lexicographical order comparison of utility values: higher vital value is always
preferred regardless of the comfort value. Formally, for two utilities Ua

ht and U
0a
ht , we

say Ua
ht [U0a

ht iff U
a
vht [U0a

vht or (U
a
vht ¼ U0a

vht and Ua
cht [U0a

cht ).
Utilities can be summed using element-wise addition.
The maximal values of utilities depend on the home, type of appliance and time:

they represent how the importance of appliances is modulated depending on the
preferences and service agreement of the users. We assume that each house has a
subscribed power limit LðhÞ sufficient to achieve a maximal utility.

The optimization problem considered in this chapter consists in maximizing the
total utility (using the lexicographic total order) of users under system constraints.
Fairness is introduced through the vital/comfort separation: no comfort power is
allocated to any house if some vital need can be covered instead. We do not directly
focus on revenues but expect that reaching maximal users’ utility leads to maximal
gains for all involved players. Utility companies can provide better services for a
given total allocated power, which should translate into higher revenues, or reduce
the expenses in the capacity market for a given level of service, which should
reduce total costs. End users can save money due to attractive prices they get for
participating to the service and adjusting energy consumption to their predefined
policies. Notation is summarized in Table 1.

4 Allocation Schemes

We present here two reference schemes that will be used for benchmarking pur-
poses, along with our proposed solution.

4.1 Benchmark Schemes

The two following schemes were proposed in [1].
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4.1.1 Global Maximum Utility

The centralized global optimization is formulated by Eq. (1a, b, c).

max
Xa

ht;x
a
ht

XtM
t¼1

XH
h¼1

XA
a¼1

Ua
ht ð1aÞ

s.t.

XH
h¼1

XA
a¼1

Xa
ht �CðtÞ; 8t ð1bÞ

PamðhÞxaht �Xa
ht � PaMðhÞxaht; 8t; 8h; 8a ð1cÞ

xaht 2 0; 1f g; 8t; 8h; 8a ð1dÞ

Equation (1a, b, c) can be solved if all information about appliances and their
utility functions are transmitted by the home repartitors DEh to the aggregator DEa,
which can then compute an optimal global solution and notify the repartitors
accordingly.

Decision variables in this case are variables xaht and Xa
ht. Binary variables xaht

correspond to turning ON (i.e., xaht ¼ 1) or OFF (i.e., xaht ¼ 0) appliance a at home h

Table 1 Table of notation

System parameters and exogenous variables

H Number of homes

A Number of appliance classes

Pa
mðhÞ =Pa

MðhÞ Minimal/maximal power required by appliance a in home h

CðtÞ Available power capacity at time slot t

LðhÞ Subscribed power for home h

tM DR period duration in time slots

TmðhÞ = TMðhÞ Minimal/maximal acceptable indoor temperature for home h

T0ðhÞ = TPðhÞ Initial/preferred indoor temperature for home h

TeðtÞ Exterior temperature at time t

FðhÞ;GðhÞ Coefficients for temperature dynamics in home h

Control variables and controlled variables

Ua
ht ¼ Ua

vht ;U
a
cht

� �
Utility (vital, comfort) of appliance a in home h at time t

Xa
ht Power consumed by appliance a in home h at time t

xaht Activity indicator of appliance a in home h at time t (0 or 1)

Tht Temperature of home h at time t

Cht Capacity limit allocated for home h at time t

ght Greedient of the utility function at point Cht for home h at time t
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on time slot t. If appliance is turned ON, power allocation Xa
ht can take values

between a minimum value PamðhÞ and a maximum value PaMðhÞ (see Eq. 1c).
While being optimal with respect to the utilities (by design), this allocation,

called GM, has two major drawbacks. First, it requires computing the solution of a
complex problem, which may raise scalability issues. Second, information har-
vesting may cause privacy issues that can affect the acceptance of the control
scheme by users. Thus, it may be preferable to store information locally at homes
with local intelligence. This leads to the following scheme.

4.1.2 Local Maximum Utility

This control scheme, denoted LM, considers only one-way communication from
DEa to DEh (no feedback from DEh to DEa). Decisions are made at both levels.

First, DEa allocates power to homes proportionally to their subscribed power, so

the power allocated to home h is Cht ¼ LðhÞP
i
LðiÞCðtÞ.

Then, at each home h, DEh decides the corresponding allocation per appliance
by solving the restriction of (1a, b, c) to h, using Cht instead of C tð Þ.

By design, LM is scalable (only local problems are solved) and private infor-
mation disclosure is kept to a minimum. The drawback is that the corresponding
allocation may be far from optimal [1].

4.2 Greedient Approach

We now propose a two-way scheme that aims at achieving a trade-off between
performance, scalability and privacy.

To reach privacy and scalability goals with limited feedback, we propose a
simple primal decomposition of the global GM problem into a master problem,
described in Eq. (2a, b, c), and subproblems, described in Eq. (3a, b).

Master problem

max
XH
h¼1

Uh ð2aÞ

XH
h¼1

Cht ¼ CðtÞ; 8t ð2bÞ

Cht � 0; 8h; 8t ð2cÞ

168 R. Kaddah et al.



Subproblems
For each home h, the following MILP is solved:

Uh ¼ max
XtM
t¼1

XA
a¼1

Ua
ht ð3aÞ

XA
a¼1

Xa
ht �Cht; 8t ð3bÞ

If the Cht are known, the subproblems (3a, b) can be solved like in the LM
scheme. The main issue is the master problem (2a, b, c): how to shape an optimal
per-home allocation while keeping the full characteristics of appliances private?

To treat this problem, we propose a new heuristic called the Sub-Greedient
method (SG). This heuristic is inspired by the Sub-Gradient method [6], but is
adapted to take into account the specificities of our model. In particular, we
introduce the notion of Greedient, inspired by the gradient method and the metric
used to sort items in the knapsack greedy approximation algorithm.1 Greedients will
be used instead of more traditional (sub)-gradient approaches to estimate the utility
meso-slope of a given house.

We briefly describe the main steps of SG:

• SG needs to be bootstrapped with an initial power allocation.
• DEa transmits to each home DEh the current allocation proposal Cht8t. DEh then

solves the corresponding subproblem 3a, b). It sends back the total utility Uh

feasible, along with the Greedient associated to the current solution.
• Using the values reported by homes, DEa then tries to propose a better solution.
• The process iterates for up to KMAX iterations, and return the best solution found.

We now give the additional details necessary to have a full view of the solution.

4.2.1 Initial Allocation

Following [1], we use a round-robin strategy for the first allocation (before the first
feedback): we allocate to some houses up to their power limit until the available
capacity CðtÞ is reached; we cycle with time the houses that are powered. The
interest for SG of such an initial allocation (e.g. compared LM) is that it breaks
possible symmetries between homes and gives an initial diversity that will help
finding good Greedients.

1The term discrete gradient could be used instead of this neologism. However, the greedient,
which will be formally defined below, differs from the usual definition of a discrete gradient [7].
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4.2.2 Greedient

We define the greedient ght as the best possible ratio between utility and capacity
improvements of home h at time t. Formally, if U0

h DCtð Þ represents the best feasible
utility for home h if its current allocation is increased by DCt at time t, we have

ght :¼ max
DCt [ 0

U0
h DCtð Þ � Uh

DCt
:

To compute ght, we define the greedient gaht of an appliance a as follows: for a
given allocation Cht; C0

ht � 0 represent the capacity unused by house h at time t in
the optimal allocation. Ua0

h DCtð Þ represents the maximum utility for appliance a if
an additional capacity of up to DCt is added its current consumption. Then we have

gaht :¼ max
DCt [ 0

Ua0
h C0

ht þDCt
� �� Ua

h

DCt
:

The greedient of a home is the greedient of its best appliance : ght ¼ maxa gaht.
Note that if we suppose that the utility functions have a diminishing return

property, which is the case for our numerical analysis, the greedient of an appliance
is equivalent to the gradient of the utility function when C0

ht ¼ 0 and continuous
variation of power is allowed: for these situations, the best efficiency is observed for
DCt ! 0. The only difference (under diminishing return assumption) is when
allowed allocations are discrete: the greedient will consider to the next allowed
value while the gradient will report 0.

Remark The improvement advertised by the greedient is only valid for a specific
capacity increase, which is not disclosed to DEa to prevent the central entity to infer
the characteristics of users based on their inputs. As a result, the greedient hints at
the potential interest of investing additional capacity to a given home, but it is not
reliable. This is the price we choose to pay to limit privacy issues.

4.2.3 Finding Better Solutions

To update the current solution at the kth iteration, DEa does the following:

• It first computes values akght 8h 8t. These values represent potential increase of
Cht. The values of ak, called the step size, are discussed below.

• It then adjusts the new values of Cht. based on these values, while staying
positive and fitting the capacity constraints.

For the adjustment phase, it is important to deal with cases where allocation
update akght is larger than available capacity CðtÞ or even maximum subscribed
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power LðhÞ of home h, so we first cap akght at the minimum between power limit of
the smallest home ðLm :¼ minh LðhÞÞ2 and system capacity CðtÞ. We therefore
define bkht ¼ min akght; Lm;CðtÞð Þ.

Then for each t, we remove some positive common value kt to the Cht to keep
the sum of the allocations equal to the total capacity CðtÞ. To avoid houses with low
Cht to be badly impacted (in particular to avoid negative allocations that will be
impossible to enforce), a subset It of the houses will be “protected” so that their
values cannot decrease. In details, we do the following, starting with It ¼ ;:
• We compute kt such that the values

C0
ht ¼

Cht þ max bkht � kt; 0f g if h 2 It;
Cht þ bkht � kt otherwise;

�
ð4Þ

sum to CðtÞ: See [8, 9] for more details.
• We protect (e.g. add to It) all houses that get a negative value C0

ht.
• We iterate the steps above until all C0

ht from Eq. (4) are positive. DEa then
proposes C0

ht as a new solution to investigate.

Remark The solution described here applies to a 2-level hierarchy ðDEa; DEhÞ,
but it can be generalized to M levels to take into account different aggregation
points on a hierarchical distribution network: considering an aggregation point m at
a certain level, the greedient for m is the maximal greedient of its children. The
adjustment phase can take into account capacity constraints of m, such as static
power limits at each level of the hierarchical distribution network.

Also note that the proposed scheme does not require all houses to communicate
simultaneously: it can run asynchronously. In fact, as soon as at least two homes
respond, a local reallocation can be made: we just need to restrict the problem to the
corresponding subset of homes, using their current cumulated allocation as capacity
limit.

4.2.4 Choosing the Step Size

The step size ak for each iteration k is a crucial parameter to speed up resolution.
Intuitively, large values of ak make the allocation update (dictated by akght) useful
for high consumption appliances, while lower values are more adapted to low
consumption appliances.

Among the step size sequences proposed for subgradient methods, we consider
for our performance analysis the two following ones (see [6]):

A diminishing non-summable step size rule of the form ak ¼ a1ffiffi
k

p :

2We chose the capacity of the smallest home instead of the capacity of the current home to avoid a
masking effect where the demands of larger homes cloud the demands of smaller homes.
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A constant step length rule of the form ak ¼ a2
ghtk k2, where ghtk k2 is the euclidean

norm of the vector of all greedients.

The value of parameter a1 (resp. a2) is currently manually adjusted to provide
the best result, but we believe that an automatic estimation of the best value given
the static parameters of a given use case is a promising lead for future work.

5 Numerical Analysis

We now evaluate the performance of our proposed solution for a specific use case.

5.1 Parameters and Settings

We consider three typical types of appliances ðA ¼ 3Þ: lighting ða ¼ 1Þ, heating
(index a ¼ 2) and washing machines (index a ¼ 3). For these appliances, user’s
perceived utility respectively depends on: instantaneous power consumption;
exogenous variables (temperature); the completion of a program. Utility functions
for these appliances have a vital and a comfort component. For lighting, vital light
utility is fully obtained as soon as the minimal light power P1

mðhÞ is reached, while
comfort utility linearly grows from P1

mðhÞ to P1
MðhÞ (see Fig. 1). For heating, vital

utility linearly grows until the minimum tolerable temperature TmðhÞ :¼ 15�C is
reached, while comfort utility linearly grows from TmðhÞ to the preferred temper-
ature TPðhÞ :¼ 22�C (see Fig. 2). For washing machines, an operation of duration
DðhÞ needs to be scheduled between an earliest start time tsðhÞ and a deadline tdðhÞ:
Once started, an operation cannot be interrupted. Vital utility function is maximal
whenever the operation is successfully scheduled, while comfort utility depends on
the execution time, e.g. the sooner the better for this use case (see Fig. 3).

To study the performance of the control schemes for several values of capacity,
we choose the following system parameters:

• The size of the system is H ¼ 100 houses.
• We select a slot duration of 5 min.
• The DR period is set to tM ¼ 100 slots ðffi 8 hÞ:
• We suppose a constant external temperature TeðtÞ ¼ 10�C 8t and an initial

temperature T0ðhÞ ¼ 22�C 8h:
• We suppose the same maximal utility values for all appliances, homes and time,

arbitrary set to 1.
• Temperature in homes evolves according to a simplified conductance/capacity

model that leads to the following dynamics:
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Tht ¼ Thðt�1Þ þFðhÞX2
ht þGðhÞ TeðtÞ � Thðt�1Þ

� �
:

• Two types of houses are considered (see Tables 2, 3, 4 and 5). Compared to
class 1, class 2 has a better energetic performance (less light power required,
better insulation and more efficient washing machine), resulting in a lower
power limit LðhÞ).

(a) Vital utility

(b) Comfort utility

Fig. 1 Utility of light power

(a) Vital utility

(b)Comfort utility

Fig. 2 Utility of Tht
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(a) Vital utility

(b) Comfort utility

Fig. 3 Utility of a washing machine

Table 2 Lighting parameters

Type P1mðhÞ P1MðhÞ
1 50 1000

2 50 500

Table 3 Heating parameters

Type P2mðhÞ P2MðhÞ FðhÞ GðhÞ
1 1000 4000 0.0017 0.075

2 1000 2000 0.0008 0.0365

Table 4 Washing machine parameters

Type P3mðhÞ ¼ P3MðhÞ DðhÞ tsðhÞ tdðhÞ
1 600 8 1 100

2 400 6 1 100

Table 5 Houses parameters

Class Lighting type Heating type Washing machine type LðhÞ
1 1 1 1 5600

2 2 2 2 2900
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We suppose that the total available power is constant over the DR period,
CðtÞ ¼ C. We analyze the model for different values of C, ranging from low (only
one type of appliances can be used) to full capacity (all appliances can be used).

While this model is simple (three types of appliances, constant values), we
believe that the knowledge required to compute good solutions is sufficient to
capture the trade-off between the efficiency of an allocation and the privacy of the
users.

For the Sub-Greedient problem, we fix the maximum number of iterations to
KMAX ¼ 100: Two variants are considered (cf Sect. 4.2.4): SG� 1 uses a dimin-
ishing step ða1 ¼ 1200000Þ and SG� 2 uses a constant step length ða2 ¼ 6000Þ:
Parameters a1 and a2 were manually tuned.

The numerical analysis of the various presented mixed integer linear problems
has been carried out using IBM ILOG CPLEX [10].

In the following, we discuss two cases: homogeneous and heterogeneous. For
the homogeneous case, all houses belong to class 1 and for the heterogeneous one,
we suppose 50 houses of class 1 and 50 houses of class 2.

5.2 Results on the Homogeneous Case

The main results on the homogeneous case are presented in Fig. 4. It displays the
relative utility per home over the DR period as a function of the available capacity
C, for the four supposed schemes: GM, LM, SG� 1 and SG� 2:

The maximal feasible utility (vital and comfort) is normalized to 1 which is
reached when all appliances from all homes of a given class reach their maximal
utility. Another value of interest for vital utility is 0.58, which corresponds to
situations where all houses are able to achieve vital light ðP1

m ¼ 50 W) but none has
the power necessary for heating ðP2

m ¼ 1000 W) so there is no control of temper-
ature, nor washing machines are scheduled. When washing machine are scheduled
in addition to lights (without heating), vital utility reaches 0.92.

(a) Vital utility (b) Comfort utility

Fig. 4 Relative utility as a function of the available capacity (homogeneous case, class 1)
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GM, the optimal solution, achieves maximal vital utility even for very low
capacities (down to 4� 104), thanks to its ability of finding a working rolling
allocation that allows all houses to use heat for a sufficient part of the period while
scheduling the other appliances. Based on GM results, we can measure the gap
between optimal allocation and allocations obtained with LM, SG� 1 and SG� 2:

Using a static allocation, LM struggles for rising the vital utility above the 0.58
and 0.92 thresholds. It can schedule washing machines when C� 6� 104

(P3
m ¼ 600 W per home). It can only start to use heat for C ¼ 105 (1000 W per

house). Maximal vital utility is reached for C ¼ 105� 103 (1050 W per house) and
maximal utility (vital and comfort) necessarily requires C ¼ 2� 105 (2000 W per
house). However, LM achieves descent performance results for high enough
available capacity values.

Our proposal, SG� 1 and SG� 2, stands in-between the two opposite schemes
GM and LM. Indeed, for very low capacity values ðC\2� 104 W), SG� 1 and
SG� 2 perform slightly better than LM. Then, for capacity values up to
C ¼ 6� 104 W, SG� 1 and SG� 2 significantly over-perform LM. In particular,
the schemes manage to activate most washing machines starting from C ¼
4� 104 W (400 W per home on average, to compare with the 600 W required to
operate a washing machine). It is able to improve the vital utility of houses for
values below C ¼ 105, even if it fails to perform as good as GM. With respect to the
comfort utility, it performs on par with LM even in situation where it devotes
resources on heating (for vital utility) while LM does not.

As for the number of iterations required to reach the best solution, SG� 1 takes
around 12 iterations on average and SG� 2 takes 21 iterations. The slowest con-
vergence is observed for capacity C ¼ 2� 105 W (maximal considered C) where
SG� 1 takes 95 iterations and SG� 2 takes 98 iterations.

5.3 Results on the Heterogeneous Case

Figure 5 illustrates the main results for the heterogeneous case for homes of classes
1 and 2. The optimal solution given by GM shows that, for vital utility, the results
are pretty much similar for both classes to the homogeneous case, with maximal
value obtained even for low capacities (down to 4� 104). For the comfort utility,
however, GM leads to better values for class 2 compared to class 1. This is due to
the fact that class 2 houses have better energetic performance, so once vital utility is
ensured for all, it is more efficient to allocate energy to homes of class 2.

The same reason explains the poor performance of LM. Let us remember that the
static allocation is proportional to the maximum power LðhÞ of homes. So for a
given capacity, class 1 homes get more power than class 2 ones. As a result, while
performance of class 1 is satisfactory, performance of class 2 is terrible despite the
better energy performance of class 2 homes. In particular, the capacity required for
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class 2 houses to achieve maximal vital utility is very high: C ¼ 1:7� 105, which
corresponds to 1700 W per house (regardless the class).

For lower capacity values, performance depend on the possibility of scheduling
washing machines and heating. A global capacity C ¼ 5� 104 will only allow
homes of class 1 to schedule their washing machines. Actually, for this capacity
value, homes of class 1 will get a power limit of 659 W whereas homes of class 2
will only get 341 W (insufficient for turning on a washing machine). For capacity
values above C ¼ 7� 104 (corresponding to slightly more than 450 W for each
home of class 2), performance obtained corresponds to washing machines being
scheduled and minimum lighting requirements being fulfilled for both classes while
only homes of class 1 have their vital heating requirement.

As for SG� 1 and SG� 2, we observe that compared to the homogeneous case,
the performance of our solution SG is now closer to GM than to LM. Indeed, SG is
capable of providing near maximal vital utility for C ¼ 0:6� 105 W:

As for the number of iterations corresponding to the last solution improvement,
SG� 1 takes up to 3 iterations and SG� 2 takes 14 iterations on average.

(a) Vital utility of class 1 homes (b) Comfort utility of class 1 homes

(c) Vital utility of class 2 homes (d) Comfort utility of class 2 homes

Fig. 5 Relative utility as a function of the available capacity (heterogeneous case, classes 1 and 2)
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5.4 Discussion

The results presented previously can be seen as intuitive. However, they show some
interesting tradeoffs that need to be considered when proposing a DR solution. As
suggested by the results, a fine grained control may not be always needed
depending on the system’s available capacity: its value is the highest for very low
capacities. As a matter of fact, a solution based on static information can have high
performance thanks to the deployment of a fine grained solution in smart-homes
that can manage to efficiently schedule appliances based on user’s needs when
capacity is high enough.

However, producing an efficient solution based on static information is chal-
lenging especially when considerations like heterogeneity in users’ needs and
time-dependent constraints for appliances (e.g., minimum duration of operation) are
supposed. In addition, one may imagine that available capacity will vary in time
which also increases complexity of finding such a solution.

To address the lack of visibility while preserving privacy, a solution that uses
limited information and is able to update allocations based on actual needs is
needed. Actually, if high performance can be delivered by such a solution, a
centralized approach will not be required.

The hierarchical solution proposed in this chapter is a promising one that is
capable of addressing this need. It also seems to deal well with appliances intro-
ducing time dependence between time slots even if it is not a built in feature. It is
capable of rendering a performant solution is a reasonable amount of iterations.

6 Conclusions

We propose an IoT-based demand response approach, named Sub-Greedient, that
relies on a 2 level control scheme. Intelligence (decision taking) is split between a
centralized component and a set of local controllers (one per home). The proposed
control approach enables reaching good performance in terms of the utility per-
ceived by the users while keeping privacy and providing scalability. Moreover,
priority is provided for critical needs, which introduces some degree of fairness
among households.

We show that the approach outperforms schemes where the central controller
takes decisions based solely on the available total capacity and on static
(contract-based) information about the households. Results for the considered use
cases show that the proposed scheme requires a limited number of iterations to
render effective solutions. Moreover, the proposed solution is robust as the algo-
rithm stays inside the set of feasible allocations and can tolerate lost or delayed
information.

Future work will encompass a study on the power allocation algorithms for the
Sub-Greedient scheme considering the effect of communication impairments on the
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global performance and on fairness. We will analyze the cost savings under realistic
cost models, looking for solutions that will target minimizing the total expenses a
provider will incur in the capacity market while keeping a predefined level of
service.
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Part IV
Internet-of-Things, Big Data, Cloud—

Security, Privacy and Reliability



Securing Smart Cities—A Big Data
Challenge

Florian Gottwalt and Achim P. Karduck

1 Introduction

Senseable Cities as envisioned by from Carlo Ratti at MIT, with their promised
resource efficiency and inhabitant life quality improvements, are ultimately based
on the collection and insightful processing of Big Data [1]. In the last years,
progress in science and industry has already led to a huge rise of the volume,
variety, and velocity of the data that is generated. This resulted in the terms Big
Data and Big Data Analytics—certainly a long-term development as stated by
Coffman and Odlyzko [2]. This development opens new opportunities for business
and society and drives innovation, such as for our envisioned Smart Cities [3, 4].
However this development also poses a challenge for data scientists and real
nightmares for network security analysts. Network security analysts are not only
facing a higher amount of attacks, the attacks are also getting more and more
customised to their individual targets. This makes it extremely difficult to detect and
prevent intrusion attempts with conventional techniques in the mass of legitimate
traffic. As a consequence, this could decelerate our techno-social visions, such as
Smart Cities, to become reality. For these visions to materialise, it is essential that
all assets can communicate in a secure and reliable fashion at any time, plus to
guarantee their evolution of their assets and infrastructures as a whole. Our focus is
on the cyber-security challenges for Smart Cities. Despite the visions, research on
how to address the versatile cyber security challenges in developing technological
assets and infrastructures like for Smart Cities is very limited [4–6].
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Assuming, that a Smart City is supervised by one or more operation centres,
security data has to be aggregated and analysed in these facilities. To understand
and make use of this mass of data, our human abilities simply do not suffice without
proper tools. Log Management alias Security Information Management (SIM) or
more sophisticated systems like Security Information and Event Management
(SIEM) systems are the de facto standard to take care of this challenge. However,
due to their frequent deprecated architecture, they show weaknesses when it comes
to Big Data.

Figure 1 illustrates a common architecture of a SIM system. In a first step
generated events from security-relevant devices are normalised and consolidated
into a centralised database. Simple aggregation and correlation rules are then
applied to summarise the received data into a more concise summary. This
aggregation is for monitoring purposes displayed in a dashboard, which at the same
time allows searching through the data.

The first major challenge this architecture is facing is how to generally handle
and process a huge amount of data, ideally in real time. This is not a specific issue

Fig. 1 SIM architecture
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related to log management and thus there are already many approaches how to
address that problem [7].

The second severe challenge is, after being able to process this high-volume of
data, how to get insights out of it. Conventional methods, which are very often
based on deterministic rules, start to struggle when it comes to a certain point of
complexity and volume. The Big Data approach to find similarities and detect
abnormalities in high-volume data sets is termed “data mining”, here applied for the
IT Ecosystem of an organisation. Much research has been done in applying data
mining techniques to detect intrusions [8–10]. However, the results have shown,
that this is a challenging area and alternative approaches, such as simple data
summarization and visualisation of events are still very important. The application
of Big Data principles, particularly to SIM environments, has not been discussed
yet and only Zope et al. as well as Asanger and Hutchinson investigated into the
application of data mining techniques to the closely related SIEM environments
[11, 12]. In addition to the low number of studies in that area, they have focused on
specific data mining algorithms and there remains the need for a general overview
of enhancement possibilities.

The next section provides an overview about the status quo of research in this
area and is followed by two proposed concepts on how to enhance SIM systems
with Big Data principles. The concept leads to an architecture and implementation,
which is applied and evaluated on real-world data.

2 Related Research

Security challenges for Smart Cities operation have only been researched very limit-
edly. With respect to the complexity of Smart Cities, an initiative to identify future
cyber security challenges and solutions in the context of Smart Cities has to be elab-
orated trough collaboration and co-innovation between public-private-partnerships,
including governments, companies, and social involvement of the citizens [5]. Bartoli
et al. [6] have categorised security and privacy challenges coming upwith Smart Cities
from an architecture and Internet of Things technology perspective.

To our knowledge, no particular work has been conducted on the open questions
of readiness, challenges, and required improvements of current state of the art
security technologies, like SIM, with respect to our envisioned Smart Cities.
Nevertheless, a lot of research has been made in related fields, like intrusion
detection based on log events and data mining techniques for log summarization.
Further, a large number of studies in data mining have gained attention in
addressing network security incidents, including network intrusion detection
[9, 10, 13]. SIM in the light of big data is timely in terms of its adoption in large
organisations, as well as the Cyber-Security infrastructure of our shaping Smart
Cities [14, 15].
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Additionally, the success in other domains has proven that exactly these tech-
niques are applicable to generate value in commercial areas. Due to those two
points, it is surprising to experience the actual success of data mining methods for
intrusion detection in operational environments. Despite the massive potential and
huge academic research effort, one can find data mining techniques rarely used in
commercial security solutions.

This circumstance is based on various challenges, which a Big Data enhanced
SIM system is facing. The first challenge, coming with the usage of data mining
techniques in SIM environments, is related to the nature of logs. Most of the
successfully applied data mining techniques so far, for other fields of application,
were applied on numerical data. This is also the area, where data mining algorithms
were originally built for. They are built for doing mathematical operations and
statistical evaluations—on numerical data. The problem coming up with data types
used in log events is that they are mostly of categorical nature and hence cannot be
applied directly. Another challenge to apply data mining algorithms to log col-
lections is also based on the nature of logs—the structure. Various event structures
from different devices with diverse data types make it difficult to apply techniques
on an unnormalized log set. Due to that, nearly all the researched data mining
approaches for intrusion detection have been applied on preprocessed/normalised
data sets, like the KDD cup set [16].

To highlight potential enhancements and upcoming challenges, the functions of
a SIM architecture, displayed in Fig. 1, will be investigated separately and sup-
plemented with Big Data methods in the next section. Based on further elaboration
of related research, the status quo in the area of SIEM systems will be described in
more detail, followed by proposed approaches for the complementing fields of
intrusion detection based on data mining and data mining for log collections.

3 Enhancing SIM Systems

The four main drawbacks of traditional SIM systems, when it comes to large
amounts of data are as displayed in Fig. 2. These refer to:

• Collection and Storage
SIM solutions often collect data to relational database architectures, which are
neither designed for unstructured data nor for the scaling of data in the mag-
nitude expected in Smart Cities [17].

• Normalization
All data needs to be normalised before the system can make use of it. This
normalisation process costs additional processing power and makes it extremely
hard to get unstructured data into a valuable format.

• Aggregation
The “intelligence” of a SIM system is very often based on deterministic rules to
aggregate data and reveal suspicious events. Due to the mass of logs, those
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conventional methods are however insufficient when it comes to a certain level
of complexity [18].

• Virtualization
Common SIM systems offer reporting capabilities and dashboards which use
charts, diagrams and other graphics to visualise data. However, most of the
systems were not developed with a focus on visualisation and hence only basic
methods are used without exploiting the full potential.

The architectural drawbacks of a SIM system are already addressed in the
general definition of Big Data. The volume attribute in Big Data enables us to
process huge amounts of data. The ability to work with data flowing in a very fast
manner is addressed with the term velocity, and the capability to handle data, in
many forms, e.g. unstructured data is covered with the attribute variety.

In addition to the architectural enhancement possibilities, there is also potential
to improve the actual intelligence of a SIM system to aggregate data and reveal
suspicious events.

Due to the mass of logs, conventional methods to reveal anomalous events are
insufficient as most of their intelligence is based on deterministic rules. This is
inadequate when it comes to extremely complex environments, like our envisioned
Smart Cities, as only things, which have been defined beforehand, can be detected.
The defined Big Data approach to deal with that problem is data mining. It offers
wide opportunities to enhance the intelligence of a traditional SIM system. Three
different ways how data mining techniques can be used to improve the aggregation
process were identified:

• Unsupervised intrusion detection
• Supervised intrusion detection
• Data summarization.

Fig. 2 Potential enhancements for SIM systems using big data approach
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Unsupervised intrusion detection methods can be applied ad hoc without any
further knowledge and enable to detect abnormalities by highlighting frequent
relations and infrequent occurrences.

Supervised intrusion detection techniques have the capability to classify new
events on the basis of previous classified events. The events are classified into
normal and anomalous events, which simplifies the analysing process by reducing
the amount of events to be analysed. It can be applied on top of unsupervised
techniques to cover real-time scenarios.

Data summarization techniques summarise all events to get a general overview.
Although they are not able to detect intrusions directly, they reduce the number of
logs to be examined drastically.

Common SIM systems offer reporting capabilities and dashboards which use
charts, diagrams and other graphics to visualise data. However, most of the systems
were not developed with a focus on visualisation and hence only basic methods are
used without exploiting the full potential. With the rise of Big Data, visualisation
tools became an essential part in finding patterns and abnormalities. By using
adequate visualisation techniques, data is easier perceptible and interpretable by
human beings. Interactive tools, that not only support visualisation but also data
exploration, can improve the visualisation part as well.

To see the potential of the identified enhancement possibilities, the next sub-
section will first describe the achieved results in the area of SIEM systems, followed
by proposed approaches for intrusion detection based on data mining and data
summarization for log collections.

3.1 SIEM

Asanger and Hutchinson discussed unsupervised anomaly detection techniques to
improve rule-based correlations in a SIEM environment. Their outcome is that
adequate preparation and preprocessing steps (normalisation) are necessary to
achieve valuable results. With different views on the data e.g. events per user or IP
address per user, they were able to detect suspicious behaviour which was not
detected by an existing SIEM solution [12]. Zope et al. gave an overview of data
mining techniques and the architecture of a SIEM system. They proposed various
association rule mining algorithms to filter redundant information, match associa-
tion rules and generate, based on that, security events [11].

3.2 Intrusion Detection

After the SIGKDD Conference on Knowledge Discovery and Data Mining was
held on the subject “Computer network intrusion detection” in the year 1999, many
researchers began to investigate this problem domain. The key challenge identified
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at SIGKDD was to devise a predictive model capable of distinguishing between
legitimate and illegitimate connections in a computer network [16]. Even though
the data set created for that purpose is now 15 years old, it is still the most used data
set for evaluating the effectiveness of data mining techniques in network intrusion
detection. This is mainly a result of a lack of labelled data sets generated by real life
data. This fact influenced the development of intrusion detection by data mining
dramatically. Over the last years, researchers started to build a kind of competition
of who can achieve the best results on the KDD99 data set. Researchers were using
slightly modified approaches in order to achieve the best results instead of focusing
on how attackers really operate. Nonetheless, it is worth mentioning that partially
very good detection results were achieved by using supervised and unsupervised
learning techniques [19, 20].

3.3 Data Summarization

The basic idea behind data summarization is that frequent occurring events are
clustered together while abnormal events get revealed and highlighted for further
investigation by a human being. Vaarandi proposed a data clustering algorithm
specifically for event logs. He considered the nature of logs and used a density
clustering approach to summarise frequent occurring events. Outliers, which are not
assignable to a cluster, are separated for further investigation possibilities. His
results are promising for detecting frequent patterns and anomalous events [21].

4 Big Data Enhanced SIM: Challenges and Concept

Unsupervised learning techniques, from the idea, are the optimal solution for
detecting intrusions. However, they are facing several challenges. First of all, most
unsupervised methods have a high computational complexity, which makes them
hard to apply on real time scenarios. For unsupervised Clustering algorithms, the
hardest challenge is to find a distance function for the determination of a distance
between two categorical points. As a result of weak distance functions, most of the
algorithms detected only obvious attacks with frequent occurring patterns like DOS
attacks [19, 22].

Another challenge coming with the usage of clustering algorithms on log
messages is that they are optimised to cluster groups together and generally perform
poorly when data has outliers or less frequent patterns. Association rule algorithms
are powerful, but they often cannot be applied directly to log files as they do not
consist of a common format. Even if the input is in the same format it is a chal-
lenging task to obtain appropriate rules. This comes mainly from the difficulty when
using audit data. Very often derived rules from audit data depend too much on that
data and cannot be applied directly to a real scenario as seen in [23, 24].
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Supervised intrusion detection methods require a classified input set to be able to
distinguish between normal and anomalous behaviour. The success of them
depends on how well these two behaviours can be distinguished. In the rapidly
changing environment of network services, this is a vast challenge as requirements
are changing on a daily basis and rules have to be adapted continuously. In addi-
tion, the characteristic of normal/anomalous behaviour is specific for every indi-
vidual network and no audit data can be used to create this baseline [25].

The challenge with data summarization techniques is to find a good balance
between data summarization and information loss. In a SIM scenario, it is important
to retain all relevant information without losing a single event. An undetected
incident could denote a potential serious damage for a company. As data sum-
marization techniques are making use of common supervised and unsupervised data
mining techniques the challenges to handle categorical data pertains likewise. We
propose two concepts to enhance SIM systems with Big Data principles. The first
concept is a reactive approach, which aims to give a general overview of the events
happened as well as a forensic analysis platform. The second, proactive, approach
targets to create situational awareness by highlighting anomalous events based on
self-learning mechanisms while inheriting the functionality of the reactive
approach.

4.1 Forensic Approach

The reactive approach is designed for forensic investigation purposes and outlines a
SIM platform, which can be utilised to follow up events reactively, e.g. security
intrusions which already took place. However, the detection of an intrusion is at
first not the primary target. In an initial step, it is even more important to get an
overview of what is really going on. Large amounts of events do not allow getting
this overview by only looking at it. All three modules, shown in Fig. 3, offer a

Fig. 3 Forensic approach
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building block to simplify the complexity and reduce the mass of data. The
pre-processing module enables to search through and preselect data with arbitrary
sizes. The advantage compared to traditional SIM system is that various data types
and structures can be processed without the necessity to normalise data.

The intelligence unit clusters frequent occurring events together and emphasises
outliers. This enables to get an overview of what is going on without any prior
configured rules and regardless of the data volume or data type. Depending on the
size of input data the magnitude of the outcome after the intelligence unit can still
be in a dimension which is not easy to evaluate for a human being. Due to that,
optimised visualisation techniques for a specific scenario are used to further sum-
marise the data. Visualisation to provide insightful contexts for human stakeholders
is a complex topic, and graph design principles e.g. would go beyond the scope of
this paper. Nevertheless, visualisation techniques have by far not fulfilled their
potential in network security incident detection yet. Most of the visualisation
techniques nowadays are able to display two or three dimensions of numerical data,
often in a Cartesian coordinate system manner. However, log events very often
contain a lot more attributes and furthermore consist mainly out of fields with
categorical nature. Shiravi et al., Marty and other researchers have proposed several
visualisation techniques with the purpose to visualise security relevant information
more efficient [26, 27]. We have decided to use a visualisation technique termed
parallel coordinates, which enables to display multidimensional data of any kind.

4.2 Proactive Approach

That a vision like Smart Cities can become reality, the detection accuracy of
intrusions has to be extremely high and in addition it has to happen in real time. To
achieve this, the proactive approach has to be adopted as well, which describes a
self-learning SIM system. The method inherits the functionality of the reactive
concept and supplements it with a supervised learning algorithm to highlight
anomalous events based on previous observations. As a consequence, it provides a
means to obtain situational awareness in real time. The self-learning system is
comprised of two phases. A training phase, where continuously normal and
anomalous behaviour is defined, and a prediction phase, where live incoming traffic
is classified as normal or anomalous.

To encounter the challenges coming with a supervised learning method in a SIM
scenario, the data used for training is abstracted to a higher level with the purpose,
that sudden network changes are adapted slowly over time. In the training stage,
displayed in Fig. 4, a model is trained with real, pooled SIM input data. This solves
the dependence on audit or training data in the classification step.
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The classification phase, displayed in Fig. 5, uses a classification algorithm to
sort new incoming events into previous detected clusters or outliers. New events,
which do not fit into any of these clusters, can be highlighted and visualised. After a
human inspection, they can be used to further train the model and build new
clusters.

5 Implementation and Evaluation

To see if the suggested approaches are applicable to a real life SIM environment,
the reactive approach has been implemented completely alongside an existing
logging solution of a company. Due to time limitations, the outlined proactive
approach will be investigated in future work. Figure 6 shows the implementation,
wherein a first step, the modules have been implemented individually without

Fig. 4 Proactive approach (1)—training

Fig. 5 Proactive approach (2)—prediction
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interfaces or automated transitions to other modules. In the pre-processing unit, at
first the log events will be collected into a distributed, document-oriented database
with the help of Logstash [28]. This enables to save data without normalising it and
offers scalability for even large amounts of data. Elasticsearch complements the
NoSQL database as a search engine to allow scalable and near real-time search on
the data [29]. Kibana, a part of Elasticsearch, offers a web front-end for full-text
search, correlation and simple visualisation and fulfills the pre-processing unit. No
evaluations are done for this part as the solution has already proven their ability to
fulfill that job in various other areas. Based on the output of the pre-processing unit,
the intelligence unit, represented by a Java command line implementation of the, by
Vaarandi proposed summarization algorithm, has been tested with different input
sizes and diverse thresholds. Afterwards, a small python script extracts relevant
features, which could then be visualised.

We’ve decided to implement the visualisation unit with a tool named Advizor
Analyst Office, as it offers a good implementation of a parallel coordinates visu-
alisation for our purpose [30].

The description of the real SIM data set used can be found in our previous
publication on SIM in the context of Big Data [31]. The approach has been eval-
uated with statistical measures in [31] and in this paper we’re supplementing the
insights with the evaluation of the visualisation unit. The target of the intelligence
unit is to summarise the data as best as possible while losing as little relevant
information as possible. In [31], we’ve shown, that by using Varaandi’s algorithm
as intelligence unit, the amount of events to be analysed can be reduced to a tenth of
the actual size. Yet in terms of Big Data, a tenth of Big Data is still data of a large
magnitude. To further summarise the data and generate an overview, selected
features have been plotted in a parallel coordinate graph.

In Fig. 7, each individual axis represents a dimension of the data set. The values
of the data sets are plotted along the vertical axes respective the correct dimension.
A data row is mapped by a line from left to right and could e.g. represent a firewall
session. By using lines of different thickness, shape and colour even more

Fig. 6 Forensic approach example implementation
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dimensions can be integrated, such as e.g. the amount of occurrences of an event.
Dynamic selection and arrangement of the axes, as well as colour usage, can
support the detection of relationships inside the data additionally.

One disadvantage of parallel coordinate graphs is the restriction to a certain
amount of data, as it can get confusing very quickly with too much data.
A benchmark set by Marty recommends using maximum thousands for each
dimension by up to 20 dimensions [26].

In our evaluation, the parallel coordinates graph surrounded by an interactive
interface has proven to be a good method to display logs with several dimensions of
various data types. For our specific use case of firewall logs, it is a good possibility
to generate a general overview. Especially the interactive interface enhances the
overview. Rarely used ports can be emphasised over frequently occurring
well-known port numbers.

The graph has also proven to be a very good option to visualise intrusion
detection system logs. An attack scenario can be displayed easily beginning with a
source address, followed by an attack type and a destination address.

The main restriction for the parallel coordinate graph is the number of events
displayable simultaneously. For our application around 10,000 events were the
maximum amount displayable to get a meaningful picture. Depending on the
number of events per second, only a small timeframe can be visualised in the graph
compared to traditional techniques. A big part of Smart Cities will consist of critical
infrastructures, where predominantly fixed defined processes can be found.
Deviations from them can be detected easily with the visualisation unit presented.

Fig. 7 Parallel coordinates graph interactive usage
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6 Conclusion and Outlook

Our envisioned Smart Cities, being Senseable Cyber-Physical Environments of the
outmost complexity, are powered by Big Data and insightful Processing. Our
research addresses the fact, that our envisioned Smart Cities will only become a
reality in the future if the confidentiality, integrity and availability of all assets
within the digital ecosystem can be ensured at any time. The envisioned resource
efficiency in terms of logistic services, including mobility, and life quality
improvements for a cities citizen, can only be achieved if their Smart City operates
on a reliable and respectful basis. Our paper rationalises, why traditional network
security systems like SIM are not sufficient anymore to satisfy the need for an
appropriate security level in a manageable way in such complex Cyber-Physical
Logistic Ecosystems. However, these systems are still the de facto standard for
complex environments and additionally to that; they haven’t been researched
extensively on the outlined upcoming challenges.

This paper has investigated the main challenges, which SIM systems are facing
with the rapid growth of network traffic, and has addressed them with Big Data
principles. The major problems identified were at first the general ability to process,
store and analyse the amount of data, and secondly the big challenge to get insights
out of it.

In order to enhance SIM for being able to handle big amounts of data in the
future Smart Cities, two complementing concepts have been proposed and inves-
tigated. Firstly, the concept for the reactive approach targets to offer a forensic
interface for reactive intrusion investigations and covers the main functionality,
which traditional SIM systems are offering. Secondly, the concept for the com-
plementing proactive approach uses previously seen data to predict and sort events
in a proactive way. This enables to react in real time to ongoing events and supports
to gain situation awareness, which is essential in critical infrastructure environments
like Smart Cities. In addition, insightful processing involves the human stake-
holders. Visualisation to provide human stakeholders with insightful contexts is a
whole area of research in itself, and e.g. graph design principles are out of the scope
and focus of this paper. Nevertheless, it has been outlined, that we decided to
implement the visualisation unit with Advizor Analyst Office. For our purposes, it
offers a good implementation of a parallel coordinates visualisation.

This paper has fully focused on the application in a real-life scenario and
therefore evaluation of the forensic blueprint took place in a real SIM environment.
This is in contrast to the limited real-life context of most other research approaches,
which have been focusing on standard data sets. The obtained results indicate, that
our proposed concept is generally applicable with the achievement of generating a
good overview about all occurring events in a certain time frame. The fact of being
independent from input data and format, while shrinking the input data to a tenth of
the size with a reasonably low information loss, clearly indicates that traditional
SIM systems could be enhanced in several points. The usage of adjusted
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visualisation techniques completes the process furthermore to an easily interpretable
result for humans.

This paper contributes to a generalizable overview of enhancement possibilities
for SIM systems in the context of Big Data and the complexity of the envisioned
future Senseable Smart Cities. Furthermore, the presented blueprint provides a
concept how to realise it. The adoption ranges from large organisations to our future
Smart Habitats with their promises for resource efficiency and life quality
improvements for their citizens, providing a basis safety and security to its
inhabitants. On a short-term view, these concepts offer a good addition to existing
SIM solutions. However, they are not yet able to replace them entirely. This is
mainly a result of the core challenge located in the intelligence unit. To satisfy the
requirement for various data sets with different structures and data types, the pro-
cessing part was realised by a density-based data mining algorithm. However, these
algorithms have the constraint of losing valuable information as all data types are
considered as equal. Further enhancements, especially into the direction of
replacing the summarization algorithm with a direct incident detection model,
would require a normalisation process to make use of the full capabilities of data
mining algorithms.

The potential of Big Data principles, especially data mining, in the area of
network security incident detection, has by far not exploited its full potential. This
is not a consequence of missing effort, but more a result of a general wrong research
direction. Instead of focusing on the target, to increase the security level in a real
working environment, most of the researchers have competed in achieving the best
results on outdated standard data sets with slightly different approaches.

Due to that, on a short-term view, a combination of traditional systems like SIM
and partial supplements of Big Data principles offer still the best security solutions.
Nevertheless, looking at techno-social visions like the Senseable Smart Cities,
where complexity and quantity of produced data will certainly further grow, only a
self-learning system can offer an appropriate level of security.
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Zero-Knowledge Authentication
and Intrusion Detection System
for Grid Computing Security

Mohammed Ennahbaoui and Hind Idrissi

1 Introduction

Grid computing [1] is a new trend in high performance computing. It involves
sharing heterogeneous computers and resources, which are located in geographi-
cally distributed places belonging to different administrative domains. This tech-
nology provides large scale computation and easy access to the resources at a lower
cost. According to Fig. 1, a functional architecture for the grid computing is
composed of four essential entities: a Grid User (GU) that communicates with a
Grid Resource Broker (GRB), which is responsible for locating the possibly
available Computational Resources (CRs) using Grid Information Services. These
services include the negotiation of access costs using trading services, the allocation
of the jobs to the CRs (scheduling) and their execution, the monitoring and tracking
of the execution progress along with the adaptation to the changes, and finally the
collection of results [2].

The resolution of complex computations and data-intensive problems is among
the various benefits of the grid computing, that makes it a very attractive topic in
business, academic and research environments worldwide. This is mainly due to its
heterogeneity, its dynamism, its reliable services supplied under conditions of scale,
and especially for its reduced costs. However, grid computing stills a new paradigm
that raises many security issues and conflicts in the infrastructures where it is
integrated. This is mainly related to its open and distributed environment that
increasingly attracts potential attackers. Among the solutions that would be efficient
to address these security problems is to mutually authenticate the interacting entities
with at least of knowledge, as well as to detect intruders and depict their malicious
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activities and their behaviours susceptible to cause serious damages, through
integrating an Intrusion Detection System (IDS).

In this paper, we propose a novel contribution for grid security based on two
mechanisms. The first one consists in a robust and lightweight mutual authentica-
tion based on key exchange protocol and zero-knowledge proof. The second
mechanism represents an IDS based on mobile agent paradigm to ensure secure,
trusted and reliable communications inside the grid infrastructure, namely between
the Grid Resource Broker (GRB) and its related computational resources (CRs).
Actually, we are trying to conceive innovative techniques for advanced services in
grid, where intelligence, pro-activity, autonomy and interoperability of mobile
agents [3] are the main core. Thus, upon each received client request, the GRB is
able to create multiple mobile agents charged with migrating to different compu-
tational resources (CRs), in order to perform the requested tasks in parallel.

The rest of the paper is structured as follows. Section 2 discusses the security
issues in the Grid Computing Environments. Section 3 describes the proposed
solution based on authentication and intrusion detection. An evaluation based on
efficiency and security performances of our solution is presented in Sect. 4. Finally,
a conclusion with perspectives for future work is mooted in Sect. 5.

Fig. 1 Security issues raised in grid computing
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2 Problem Formulation

The need to implant grid environments was filled through incorporating two
innovative concepts: virtualization and replication. This promotes the resources
coherence and fault tolerance, and facilitates the execution of jobs without need to
be made compatible with an environment supported by a large resource provider.
However, the shared resources and computations become not fully secure neither
well monitored by the proper users. Among the security threats faced in this con-
text, there are: Masquerading attacks and Man-In-The-Middle (MITM) attacks.

Actually, a GRB is related to several Computational Resources (CRs) with
varied requirements, policies and applications, located on different control domains.
Once a GU asks the GRB for the execution of a specified job, the GRB collects
necessary information and decides which CRs will be involved and authorized to
perform this task. Thereafter, it divides the global job into sub-tasks distributed on
the named CRs, that execute required operations and send back the results.
The GRB assembles the given results to get the final job result, which is forwarded
to the Grid User. Hence, these interactions raise many security issues and chal-
lenges, especially when it concerns processing between the GRB and their related
CRs as illustrated in Fig. 1:

1. The communication between the Grid Resource Broker (GRB) and the
Computational Resources (CRs) can be intercepted by an intruder, that leads a
MITM attack to recover the information flow and even more exploit it or modify
the exchanged messages, in order to harm the communicating entities.

2. The Computational Resources (CRs) may be victim of masquerading attack that
consists in impersonating one of its servers, in order to get in touch with the
Grid Resource Broker (GRB) or other CRs without being detected. This attack
may extend to the “Resource Broker” and make all the grid architecture vul-
nerable, which will cause huge damages.

3 Proposed Solution

In this section, we present a thorough description of our proposed solution, which
combines a lightweight authentication based on zero-knowledge proof (ZKP) and
an intrusion detection system (IDS) based on mobile agents.

3.1 Authentication Based on ZKP

Authentication is the first aspect that concerns the majority of infrastructures that
store or distribute highly sensitive data. Thus, it becomes strongly required to
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confirm and validate the identity of a requester before providing him the access to
services. There exist a wide variety of forms and schemes of authentication pro-
posed in the literature. The zero-knowledge authentication scheme is one of these
forms that would encode the identity of the requester as a hard problem, and
authenticate him using zero-knowledge proof [4]. In this solution, we integrate an
authentication based on ZKP, which first of all requires to exchange a session key
then conducts a challenge/response mechanism. Table 1 presents the main notations
used in the description of the authentication process.

3.1.1 Session Key Exchange

In order to generate a common key for the current session, we make use of an
enhanced version of Diffie-Hellman key exchange protocol (DHKE), which makes
it well-resistant to the Man-In-The-Middle (MITM) attacks, as illustrated in Fig. 2.

Since the first concern in DHKE is the generation of random events for modulo
and primitive root computations, we make use of the robust cryptographic
pseudo-random generator ISAAC + (Indirect, Shift, Accumulate, Add and Count)
[5], instead of the usual DH-provider in language runtimes. After choosing a secret
key and computing the public key by modulo of the prime p, each one of the grid
resource broker (GRB) and the computational resource (CR) chooses an ephemeral

Table 1 Notations used during the authentication process

Notation Description Notation Description

IDe Identity of entity e g Generator of Fp
Xe Private key of entity e Encr(M)K Encryption of M using K

ye Public key of entity e RI Random interval

p Random prime || Concatenation operator

Fig. 2 Session key sharing scheme
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secret (b / r) and employs it to calculate two exponential values (M and N). Those
later are exchanged between the GRB and the CR, in order to compute the session
key. The basic idea behind this enhanced and fixed version of DHKE is that all
computations are based on incorporated ephemeral secrets, chosen in parallel by the
GRB and the CR. This makes the protocol endowed with two significant properties:

• Forward Secrecy: even if the long-term private key of any party is exposed, the
previous session keys cannot be discovered since the ephemeral secrets b and
r for that session are unknown.

• Key Freshness: every session key is a function of ephemeral secrets so neither
party can predetermine a session key’s value since he would not know what the
other party’s ephemeral secret is going to be.

3.1.2 Challenge/Response with Commitment

Our authentication is mutual, that is to say the GRB must prove its identity to the
CR and verify that the CR is the expected one. Thereby, to establish this authen-
tication our proposed ZKP uses the challenge/response mechanism along with a
commitment scheme, that allows one party to commit an encrypted message and
reveal the secret key later when receiving a signal. Figure 3 shows the process of

Fig. 3 The process of the zero-knowledge authentication scheme
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the proposed zero-knowledge authentication scheme, which can be compressed in
the following steps:

• Step 1. GRB ! CR: V, EB

The GRB chooses a random information V to share with the CR, then generates
a random integer i in order to calculate Vi. This later is concatenated with the
identity of the GRB (IDB), before being encrypted using the session key K:
EB = Encr(IDB||V

i)K. Finally, V and EB are sent to the CR.
• Step 2. CR ! GRB: ER

Once receiving the message of the GRB, the CR decrypts EB and extracts the
value Vi. Then, using a random integer j, the CR computes (Vi)j, chooses a
random interval (RI) of at most 256 bits from the beginning of this value, and
encrypts the selection using a random key (S) related to the adopted commit-
ment scheme, Encr([(Vi)j])S. Thereafter, using the received information V, the
CR calculates Vj and concatenates it with its identity IDR and with RI. The given
value is then encrypted using the session key K: Encr(IDR||V

i||RI)K. At the end,
the entire message ER = (Encr([(Vi)j])S, Encr(IDR||V

i||RI)K) is sent to the GRB.
• Step 3. GRB ! CR: EʹB

Upon reception of a message from the CR, the GRB extracts the first part and
stores it as a commitment message. The second part of ER is decrypted using the
session key K, then the value (Vj)i is calculated. At this stage, the CR extracts the
random interval RI, deduces its size in order to send the same interval size from
the beginning of the calculated value, [(Vj)i]. The later interval is concatenated
with the IDB before being encrypted using the session key K:
EʹB = Encr(IDB||[(V

j)i])K. The value EʹB is directed to the CR.
• Step 4. CR ! GRB: Encr(S)K

In order to check the authenticity of the GRB, the CR decrypts EʹB and compares
the received [(Vj)i] with the value [(Vi)j] it has calculated. If both values are
equal, then the CR considers the authentication of the GRB successfully per-
formed, and sends to it the encryption of the key S employed for commitment in
step 2. Else, the authentication is ceased.

• Step 5. GRB
After decrypting the received key S using the session key K, it would be possible
for the GRB to decrypt the value stored in step 3. Then, in order to verify the
authenticity of CR, the GRB compares the given interval value [(Vi)j] with the
calculated [(Vj)i]. If both values are equal, then the CR is successfully
authenticated.

204 M. Ennahbaoui and H. Idrissi



3.2 IDS Based on Mobile Agents

According to the NIST [6], an IDS is a software or hardware device potentially
capable to identify an attack and notify appropriate personnel immediately, which
help to stop possible threats or at least prevent them from succeeding. In this part,
we describe the structure and process of the proposed IDS, which is mainly based
on a robust detection technique that depends on the generation of a cryptographic
trace by each mobile agent during the execution of its assigned task. A mobile agent
is defined as a software entity able to move from one node to another across the
network, with a set of actions to perform (code), resources to deploy (data), and a
state of execution. Thus, the interoperability guaranteed in mobile agents interac-
tions makes them efficient in negotiating with grid users and allocating processing
and resources to applications.

In this work, we adopt a fully-distributed IDS, where real-time detection is per-
formed on subjects activities and attitudes. Indeed, the use of mobile agents ensures
low response time, less energy consumption. This structure allows to perform fast
detection, where the known and the new attacks are discovered without need to be
updated. A basic and simple alert processing is provided, such that malicious beha-
viours are notified, stated, pursued and clustered in local variables of the agents.

Our approach proposes a solution that aims to secure the grid computing without
compromising its features and properties. At the moment when a Grid User
(GU) sends a task execution request to the GRB, this later appeals for the help of
the Grid Information Service, that monitors all information about the existing CRs,
in order to recognize the equipment and resources showed to be capable, available
and authorized to execute specified job. Thereby, it divides the requested task into
sub-tasks and determines which CRs will be involved for their execution. These
sub-tasks are distributed throughout multiple mobile agents accurately created by
the GRB and dispatched in parallel, as illustrated in Fig. 4. Accordingly, our
solution makes use of two kinds of mobile agents:

• Execution Agents: each one of these agents migrates to the intended geo-
graphical area where the CRs are located, in order to execute its assigned
sub-task. We note that we make use of RSA public key cryptosystem [7] such
that public and private keys of 2048 bits are generated at the time of Grid
creation, and updated according to the intern security policy of the system.
Hence, the data and code of the agent are encrypted before its mobility using the
public key of the targeted CRs, which in turn decrypts the agent when arrived
and before launching its execution, using its private key.

• Result Collector Agent: It is charged with collecting the results provided by
every execution agent, through browsing the different CRs concerned using their
IP addresses. Along the itinerary of this agent, its sensitive data, code and the
collected results are encrypted and decrypted using the same cryptosystem.

Along their migrations, the “Execution Agents” and the “Result Collector
Agent” may be victims of several intrusion attacks, and when retrieving execution
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results, the GRB needs to be sure that they are not falsified neither harmful. Thus,
we develop an advanced detection mechanism for Grid based on tracing technique
inspired from the Cryptographic Traces proposed in [8]. Those later are generated
through deep post-mortem analysis of data (called Traces) collected during the
agent execution. According to this, the agent code is composed of a sequence of
statements, that can be white or black, such that white statements modify the
agent’s execution using its internal variables only, while black statements use
information received from external environment to alter the state of the program.

While moving to a CR location, a trace is produced and interpreted as a pair of a
unique identifier (UI) randomly generated using the Java package java.util.UUID,
and a signature (SIGN) generated using the public key of the GRB, and which
comprises a set of identification information such as: the identity of the mobile
agent, its owner and the CRs receiving it, the arrival time to the CRs, the agent code
and the task assigned to it, in addition to a timestamp for freshness. When the
“Execution Agent” performs its job, the black statements of the executed code are
abstracted and encrypted along with the given results, using the GRB public key
then added for signature in the trace, as viewed in the pseudo-code of Fig. 5. As it
should be remarked, the global signature “SIGN” includes an inner signature (Sign)
employed by the GRB to verify the concerned CRs. It is obtained using the secret
key of the specified CRs and contains the identities of the agent and its owner, the
hash value of the black statements and the results using SHA-3 [9], and the time of
execution termination. As long as the “Result Collector Agent” needs to move
across multiple CRs locations to collect execution results, it holds a list of the

Fig. 4 Proposed solution for grid security using mobile agents
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locations to visit including their domains, their IP addresses and their public keys.
In practice, the “Result Collector Agent” gathers the cryptographic trace of each
“Execution Agent” then terminates it. In order to guarantee a chaining mechanism
among the traces produced by all “Execution Agents” and also those of the “Result
Collector Agent”, each trace that has been generated on the previous CRs location,
either while execution or collection, is also included in the signature (SIGN) on the
current CRs and its hash is integrated in the inner signature. This mechanism makes
all the traces dependent to each other, such that the latest trace keeps an instance of

Cryptographic_Trace (Mobile_Agent A, CRs Li)

ID_A    <-- A.getAgent_ID();

ID_O   <-- A.getOwner();

ID_CRs  <-- A.getReceivingCRs();

AT  <-- A.getArrivalTime(Si);

Code    <-- A.getCode();

JOB  <-- A.getRequestedJob();

GRB_PuK <-- GRB Public Key;

Li_PrK  <-- Li Private Key ;

ts      <-- timestamp;

UI  <-- UUID.randomUUID();

if A.getClass()== "ExecutionAgent.class"

A.Execute();

BS     <-- A.getBlackStatementExecuted();

Result <-- A.getExecutionResult();

EET    <-- A.getExecutionEndTime(Si);

Tr_Ex (Li)= < UI , SIGN_GRB_PuK ( ID_O, ID_CRs, AT, Code, JOB, 

ts, Encrypt_GRB_PuK (BS, Result), Sign_Li_PrK( ID_O, ID_A, 

SHA3(BS, Result), EET) )>;

else if A.getClass()== "CollectorAgent.class"

if (i==1)

Tr_Co (L1)= < UI , SIGN_GRB_PuK ( ID_O, ID_CRs, AT, Code, 

JOB, ts, Encrypt_GRB_PuK (Tr_Ex (L1)), Sign_L1_PrK( ID_O,

ID_A, SHA3(Tr_Ex (L1)) ) )>;

else

Tr_Co (Li)= < UI , SIGN_GRB_PuK (Tr_Co (Li-1), ID_O,

ID_CRs, AT, Code, JOB, Encrypt_GRB_PuK (Tr_Ex (Li)), 

Sign_Li_PrK ( ID_O, ID_A, SHA3( Tr_Ex (Li) ), 

SHA3( Tr_Co(Li-1)) ) ) >;

Fig. 5 Java pseudo-code of the cryptographic trace generation

Zero-Knowledge Authentication and Intrusion Detection System … 207



all the prior ones, which allows the inspection of agents behaviours while com-
paring the requested tasks with those really executed.

Once receiving the final traces from the “Result Collector Agent”, the GRB
proceeds to the verification of the nested traces. In order to see how this process is
performed, we suppose that the GRB suspects the CRs at the location 4 of being
malicious. First, the GRB decypts the global signature (SIGN) of the trace (Tr_Co
(L4)) provided by the “Result Collector Agent” using its private key, then checks
the identity of the agent owner and its hosting CRs location. When this verification
is affirmative along with the arrival time that corresponds to the common reference
clock, a decryption of the inner signature (Sign) is performed using the public key
of the CRs at location 4 (L4_PuK). Given the second hash included in this inner
signature and which contains the trace on the previous CRs location 3 (Tr_Co (L3)),
we compute a hash of the trace provided in the global signature, and we compare
the both hashes. If they don’t match, then we attest that an intrusion has been
detected while collecting execution results, else the verification of the “Collector
Agent” reliability is said to be affirmative.

At this stage and assuming normal conditions, the trace of the “Execution
Agent” (Tr_Ex (L4)), that was hosted by the CRs location 4, also needs to be
checked. Thus, it is first hashed and compared to the first hash value in the inner
signature of (Tr_Co (L4)). If conforming, then the global signature “SIGN” of
(Tr_Ex (L4)) is decrypted using the GRB public key, the included identities and the
arrival time are verified. Afterwards, the abstracted black statements (BS) along
with the obtained results are decrypted, hashed and compared with the hash pro-
vided in the inner signature, that was decrypted using the public key (L4_PuK).
Once the hashes are equal, a time checking verification is achieved, basing on the
end execution time, the arrival time and the timestamp. Finally, whether a cryp-
tographic trace does not fulfil these defined constraints, its originator is categorized
as suspicious and it is revived to clarify its situation or regenerate the trace if
needed. The fact of reproducing a non-valid trace or not replying to the claim of
GRB leads to recognize that CRs location is malicious, or being victim of intrusion
attack.

4 Evaluation

In this section, our proposed solution undergoes a security analysis to evaluate its
resistance against some well-known attacks, as well as a set of experimental
investigations are conducted to prove its reliability, flexibility and effectiveness.
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4.1 Security Analysis

4.1.1 Man-in-the-Middle Attack

The main concept of this attack is to get between the GRB and the CR in order to
intercept and control their conversations. Our solution is resistant to this attack for
many reasons. First of all, the authentication is mutual between the GRB and the
CR. In the key exchange, we make use of ephemeral secrets in computations, so
that without knowledge of these secrets and the private key of each party, an
adversary can not reproduce the values M and N. Concerning the zero-knowledge
proof scheme, no information about the secret is disclosed, since all exchanged data
are encrypted before being sent.

4.1.2 Replay Attack

Assuming that an adversary attempts to maliciously replay the interval values:
[(Vi)j] and [(Vj)i], in order to convince the GRB or the CR that they are provided by
a legitimate party and then gain access to sensitive data. Our solution is resistant to
this attack due to use of the commitment scheme, which promotes the revelling of
the secret key after committing the message once receiving a positive signal.

4.1.3 Guessing Attack

In this attack, an adversary tries to collect many exchanged messages, in order to
guess the key or the secret information. Since all exchanged messages in our
solution are not sent in clear, also, only random intervals of at most 256 bits are
provided, then our solution is resistant to this attack. Moreover, a wide variety of
random events and secrets which are used in the scheme are changed for every
communication.

4.2 Efficiency Analysis

For practical evaluation purposes, we simulate a grid architecture using the toolkit
GridSim [10], which is based on Java language and its libraries are imported into
such Java programming IDE, like Eclipse in our case. In implementation, hetero-
geneous types of Computational Resources (CRs) are considered, where each
resource may contain a different number of machines, and each machine may have
one or multiple Processing Elements (PE). The allocated machines holds different
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operating systems (WindowsXP, MacOs, Ubuntu), Core i7 at 2.7 GHz, and 4 Go of
RAM and necessary equipped with JADE (4.3.3) [11] FIPA-compliant agent
platform, which is also configured on Eclipse and charged with receiving, executing
and dispatching the mobile agents. The resources capability can be defined in the
form of Millions Instructions Per Second (MIPS) as per Standard Performance
Evaluation Corporation (SPEC) benchmark. The characteristics of the grid archi-
tecture used for experiments are listed in Table 2.

The resources are scheduled using random scheduling algorithm, and the jobs
are also selected randomly. On completion of given task, the resource may be
selected for the next task. Concerning the Grid Resource Broker (GRB), we used
GridSim to create Nimrod-G broker [2]. Simulation is conducted for increasing
number of CRs: {10, 20, 30, 40, 50} where varying number of gridlets: {100, 200,
400, 600, 800, 1000} is scheduled. Each gridlet is contained and clustered inside a
mobile agent, that adapts its execution to the specifications of the Grid environment.

Our proposed Grid-IDS based on mobile agents demonstrates very challenging
performances compared to an IDS implemented basing the traditional Client/Server
architecture. Starting by rating the response time performance, we have measured
the overhead of security added to the system through integrating the cryptographic
traces mechanism. Thus, the calculated time spent by an “Execution Agent” to
produce a cryptographic trace of a job execution was about 0.093–0.116 s, while
the time spent by a “Result Collector Agent” to generate multiple traces on an
increasing number of CRs is shown in Table 3. These overheads present a very low
percentage of the total time spent during the agent trip, where only one migration
takes about 0.248 s. The use of mobile agents is proved to be more beneficial and
scalable compared to Client/Server as illustrated in Fig. 6, where our Grid-IDS,
endowed with a reliable pattern, can support increasing job execution requests and
provides results in less time. In the same context, the network load of our integrated
IDS using mobile agents seems to be lower as shown in Fig. 7.

It was worthy and important at this stage to test the capacity of our solution to
detect advanced intrusions, either while execution of tasks (at the “Execution

Table 2 Characteristics of the grid architecture used for experiments

Parameter Value Parameter Value

Number of resources 50 Length of job 1000 MIPS

Number of machine per resource 1 Cost per job 3G–5G

Number of PEs per machine 5 Bandwidth 4000–6000 B/S

Number of gridlets 1000 Job input size 25 MB

PE ratings 10–40 MIPS Job output size 45 MB

Table 3 Time cost of “result collector agent” cryptographic trace generation face to the increase
of CRs

Number of CRs 5 10 15 20 30 40 50

Trace generation time (s) 0.428 0.778 1.041 1.375 2.003 2.711 3.348
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Agent” (EA) level) or collecting results (at the “Result Collector Agent”
(RCA) level). For that purpose, we have integrated some masquerading CRs that
pretend the identities prescribed in the path of both types of agents, and we have
simulated some brokers as malicious intruders that try to corrupt and control them.
The results given in Table 4 prove the reliability and robustness of our Grid-IDS as

Fig. 6 Time processing performance of our grid-IDS versus the increase of jobs

Fig. 7 Network load versus the increase of jobs while using mobile agents and client/server

Table 4 Comparison of detection performance between our IDS based on mobile agent and an
IDS based on client/server

Total number of CRs 10 15 20 30 40 50

Masquerading CRs/malicious brokers 2 4 8 12 16 20

CRs detected using client/server 0 2 5 7 9 11

CRs detected using mobile agents EA 2 4 6 8 10 14

RCA 0 0 2 4 6 6
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it was able to detect more intrusions, and specify at which levels they occurred.
Experiments show that the majority of intrusions were detected in the traces of
“Execution Agents”, which seems to be logical since this latter carries more sen-
sitive and attractive information.

5 Conclusion

In this paper, we give an interest to the insider threats in the Grid computing. Thus,
to address these security issues we have proposed a solution based on a mutual
authentication using zero-knowledge proof and an IDS that benefits from the
flexibility and interoperability of mobile agents to conserve traces and proofs of the
jobs execution. The practical evaluation of our solution, when compared to
Client/Server architecture, demonstrates very promising results: low response time,
less network load and high intrusion detection capacity. For future works, we think
to associate the detection with suitable prevention policy and make use of heuristics
to replace the random scheduling and optimize agent’s mobility.
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SPMA: A Centralized Macrocellular
Approach for Enhancing System Capacity
of Future Smart Networks

Muhammad Usman Sheikh, Sharareh Naghdi and Jukka Lempiäinen

1 Introduction

It is forecasted that the future mobile network traffic will increase rapidly in the
imminent years [1]. The exponential demand of user services with different
requirements will be an issue for mobile operators. Usage of internet in daily life
and excessively used online applications on the cellular phone generates a huge
traffic. While there is an increase in demand for network capacity and data services,
the optimization of network topology becomes important and critical. Therefore,
minimizing the interference and maximizing the system capacity are the major
design goals for the future wireless networks. In order to enhance the network
performance, optimizing the antenna configuration i.e. tilt, height, azimuth and
beamwidth are considered as baseline actions [2, 3].

One of the fundamental methods to increase the capacity of a macrocellular
network is to increase the base station density also known as site densification. In
site densification the base stations are placed more closer which results in decrease
in intersite distance, thus more interference comes from the neighboring cells. Other
possible way of increasing the system capacity is the higher order sectorization.
Traditionally a single site is designed with three sectors, using 65° Half Power
Beamwidth (HPBW) antenna in each sector. Six-sector site and 12-sector sites are
the example of higher order sectored sites, which uses 32° and 16° HPBW
antennas, respectively [4]. To limit the interference and to reduce the overlapping
area among the sectors, it is recommended to use antennas with narrow beams for
higher order sectorization. There are some other techniques introduced in Release 8
of 3 GPP which can address the problem of interference such as Inter-Cell
Interference Coordination (ICIC) and Coordinated Multipoint (CoMP) transmis-
sions which were further enhanced in Release 10 and Release 11 [5].
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The novel concept of Single Path Multiple Access (SPMA) introduced in [6] is
an ‘Innovative deployment paradigm’ which is based on advanced antenna solu-
tions. SPMA can be considered as an evolved and enhanced version of Space
Division Multiple Access (SDMA). In SPMA, it is proposed to establish a link
between the transmitter and receiver using a single path instead of using multipaths.
Frequency spectrum is aggressively reused in SPMA, which can dramatically
increase the system capacity by multifold. In [7], the performance of SPMA was
evaluated in relatively urban and dense urban environment; however this article
focuses on the SPMA performance in almost flat and suburban environment.

This article provides a comprehensive overview of research carried to discover
an optimal antenna downtilt point for different antenna beamwidths in the real
world scenario. This article shows the impact of adopting antennas with different
beamwidths for 3 and 6-sector sites in macrocellular suburban environment. It also
shows the behavior of a network in terms of quality i.e. Signal to Interference Ratio
(SIR) when those sectored sites are replaced with SPMA nodes. Finally, the per-
formance of SPMA is compared with of 3 and 6-sector sites in terms of capacity.
This study was carried out using sophisticated 3D ray tracing and real world map
and site data.

2 Theory

2.1 Antenna Tilting and Antenna Beamwidth

One of the most economic ways of improving the network performance with
respect to coverage and capacity is to optimize the antenna configuration. Antenna
tilting directly affects the coverage and thus limits the interference. It is an efficient
method to control the radiation of an antenna. There are two ways of antenna tilting
i.e. mechanical tilting and electrical tilting. Mechanical tilting involves the physical
tilting of an antenna in downward or upward direction. Whereas the electrical titling
is achieved by changing the phase of the antenna elements without physically
changing the antenna position [2, 8]. In case of tower mounted antennas,
mechanical downtilting has a drawback of high back lobe. An optimum downtilt
angle is the function of antenna vertical beamwidth (hVER;BW ) and geometrical
factor ðhGEOÞ as shown in Eq. (1).

v ¼ f hVER;BW ; hGEO
� �

; ð1Þ

where the geometrical factor ðhGEOÞ can be calculated as follows.

hGEO ¼ tan�1 hBTS � hMS

d

� �
ð2Þ
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In Eq. (2), ðhBTSÞ and ðhMSÞ represents the height of the Base Station
(BS) antenna and Mobile Station (MS) antenna, respectively, and (d) is the size of
the dominance area i.e. separation between BS and MS.

Another factor which affects the coverage of the cell is the beamwidth of an
antenna in the horizontal (azimuth) plane and in vertical (elevation) plane. It is
denoted by the term Half Power Beamwidth (HPBW), and is calculated from the
−3 dB point in the radiation pattern with respect to main lobe. Antenna with narrow
HPBW also offers higher antenna gain as antenna gain is inversely proportional to
the beamwidth of an antenna. Sample radiation patterns of antennas with different
beamwidths are shown in Fig. 1, which are later used for simulations and research
work of this paper.

Fig. 1 Horizontal and vertical radiation patterns of antennas, a 65° horizontal HPBW, b 32°
horizontal HPBW, c 16° horizontal HPBW
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2.2 Higher Order Sectorization

In general, an outdoor macro site has multiple sectors i.e. directional antennas are
used instead of an omni directional antenna. Traditionally each macro site has three
sectors. Higher order sectorization extends the number of sectors to 6 or even more
at an individual site. Sector densification reduces the spatial separation between the
sectors which increases the overlapping area among the sectors. Therefore, in order
to avoid the interference from the neighbor sectors of the same site it is recom-
mended to use antennas with narrow antenna pattern for higher order sectored sites
[4, 9].

Higher order sectorization at macrocellular level provides a solution to tackle the
challenge of growing traffic demand, while reusing the existing macro site locations
and spectrum in an efficient way. It is already established in [4, 9] that higher order
sectorization provides capacity gain with respect to 3-sector sites. From the OPEX
and CAPEX point of view, it is easier and cheaper to upgrade the existing 3-sector
site to a higher order sectored site compared to adding a new site in the network.

2.3 Single Path Multiple Access (SPMA)

The novel and innovative concept of Single Path Multiple Access (SPMA) was
proposed in [6], which allows the frequency resources to be reused more frequently
by employing needle beams. The main target of using the needle beam is to limit
the interference. Instead of using multipaths, it is proposed to find a single path to
establish a link between BS and MS. The essence of the SPMA concept relies on
the strong assumption that the future novel antennas would be able to form
simultaneously several narrow adaptive antenna beams. These extremely narrow
beams also known as “Needle beams” will have the horizontal beamwidth of
around 0.5° and vertical beamwidth of around 0.2°. Each user is served and track by
individual beam. SPMA can be considered as an evolved and enhanced version of
Space Division Multiple Access (SDMA), where two nearby users i.e. separated by
few meters can reuse the same frequency resources.

It is also expected that new electrical materials will be used in antenna manu-
facturing. These electrical materials include e.g. metamaterials, graphene, Carbon
Nano Tube (CNT), Graphene Nano Ribbon (GNR), and cloaking [10, 11] etc.
A centralized macro site approach is recommended for SPMA where a traditional
base station with a finite number of sectors is replaced by a SPMA node. A single
SPMA node is assumed to be capable of forming multiple narrow beams in any
direction to serve multiple users. A scheduler at SPMA node should also be able to
schedule different users in the time domain as well. The traditional concept of ‘Cell’
is no more valid for SPMA, as in the case of SPMA each user is assumed to have its
own “Virtual Cell”, where each user is re-using the frequency resources with a
global reuse factor of one.
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2.4 3D Ray Tracing

For the given parameters of base station i.e. location, height, transmission power,
frequency, characteristics of antenna etc., the propagation models give the infor-
mation about Quality of Service (QoS) in the area under consideration. The
received signal strength (RX level) and the signal quality (SINR) are still consid-
ered as the most significant metrics for describing the network performance. The
radio propagation models can be characterized by three factors, (1) Intelligence,
(2) Accuracy, and (3) Processing (computational) time. The empirical and
semi-empirical models consider the wave propagation only in a vertical plane
which contains transmitter and receiver point [Fast 3D ray tracing]. Since those
empirical models are based on measurement done in some other cities, therefore
they need fine tuning and optimization to make them applicable for different
propagation environment. The empirical models are computationally less complex,
have short computational time, and are easy to implement. However, their pre-
diction accuracy is limited.

There are two basic approaches for searching the propagation paths using a ray
optical path finding, one is ray launching and second is ray tracing. The basis for
ray tracing and ray launching model is a 3D building data of propagation envi-
ronment. Ray launching approach is originated from computer graphics, and in this
approach several rays are launched from a fixed transmitting antenna in all relevant
directions with discrete small angular separation. At potential receiving points, the
field strength is obtained by summing up the rays reaching those points. The ray
propagation is stopped, if either the energy is below a minimum threshold or a
given maximum number of interactions are reached. The computational time is
almost independent of the number of receiving points, whereas it is linearly
dependent on the number of interaction points, and is inversely proportional on the
angular separation of launching rays [12, 13].

Another approach is ray tracing that basically looks for only valid paths between
transmitter and receiver point with finite interactions. A well known algorithm used
for ray tracing is “Image Theory”. The ray tracing techniques precisely model the
channel and provide fairly accurate prediction results. However, they are compu-
tationally complex and require large computation time, and the computational time
for such ray tracing techniques increases exponentially with the increase in number
of walls and interaction points in the considered area [14].
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3 Simulation Environment, Cases and Simulation
Parameters

The key assumptions and the simulation tool used to study the impact of different
antenna configurations (beamwidths and tilts) in macrocellular environment are
explained in this section. Also, the assumptions considered regarding the design
and beamwidth of SPMA antenna is highlighted in this section.

3.1 Simulation Platform and Simulation Environment

A huge campaign of simulations was carried out using a MATLAB as a simulation
platform. An indigenous 3D ray tracing tool “sAGA” was developed in MATLAB
environment for doing the coverage prediction. Image theory is used in sAGA radio
wave propagation tool to find the possible ray paths between the transmitter and the
receiver point with the finite number reflections and diffractions using 3D building
map. For the case of macrocellular environment where the antenna is above the
rooftop, this tool also finds rooftop diffracted ray path along with ground reflected
paths. After finding all the propagation paths with the given number of reflections
and diffractions, the field strength for each propagation path is computed using
propagation theory. Reflection coefficient and diffraction coefficient at each
reflection and diffraction point is calculated using ray path geometry. Image theory
provides the ray paths with high accuracy and precision, but the accuracy of
propagation model is highly dependent upon the input building data and the number
of reflections and diffractions considered. For the indoor users, the 15 dB building
penetration (wall penetration) loss is used to account for outdoor to indoor
propagation.

For the research work of this paper, an area of around 5.25 km � 5.25 km from
Chicago, USA is selected. A real world 3D building data from the city of Chicago is
used instead of hypothetical, fictive regular building grid with equal heights and
spacing. Similarly, actual practical network site locations and heights are used for
simulations, so that a fair comparison between the performance of 3-sector site,
6-sector site and SPMA deployment can be made. There are total ten sites with
different heights, where all the sites are macro sites with antenna height clearly
above the average building height. The height of the sites ranges from 20 m to
38 m. The selected area has almost flat terrain, and representing a suburban area
with low height (average 6.5 m) building structures. The selected area with 3D
building data and site locations can be seen in Fig. 2a.

Total 3450 RX points were homogeneously distributed with 75% of the users in
an indoor environment and 25% of the users in an outdoor environment, which
reflects a realistic distribution in real work. For both the outdoor and indoor users
the RX height was set to 1.5 m. Figure 2b shows the distribution of users in 2D
map generated by the MATLAB.
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3.2 Simulation Cases

In this paper we have studied the impact of antenna beamwidths and antenna down
tilts in three sector and six sector site deployments, and compared their performance
with single path multiple access technology. The following simulation cases were
studied in this paper.

• 3-sector site with 65° HPBW antenna: It is the traditional and the most
commonly used case in a conventional macrocellular networks. Each site
comprises of three sectors, and every sector has single 65° HPBW antenna with
a maximum antenna gain of 15.39 dB in the direction of main lobe. The antenna
pattern for 65° HPBW antenna in a horizontal plane along with in vertical plane
is shown in Fig. 1a. For all the sites in the network, there is a spatial separation
of 120° in a horizontal plane between the sectors of the same site. However, the
base azimuth can be different for different sites as shown in Fig. 2c. It acts as a
baseline configuration, and is used as a reference case for comparing the results
with other configurations.

Fig. 2 a Location of sites, b User distribution, c Orientation of antennas for 3-sector case and,
d Orientation of antennas for 6-sector case
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• 3-sector site with 32° HPBW antenna: In this case, 32° HPBW antenna with a
maximum antenna gain of 18.20 dB in the direction of main lobe is used for
three sector sites. The antenna pattern for 32° HPBW antenna in a horizontal
plane along with in vertical plane is shown in Fig. 1b.

• 6-sector site with 32° HPBW antenna: In this case each site comprises of six
sectors, and every sector has single 32° HPBW antenna. For all the considered
sites, there is a fix spatial separation of 60° in an azimuth plane between the
sectors of the same site. However, the base azimuth can be different for different
sites as shown in Fig. 2d.

• 6-sector site with 16° HPBW antenna: In this case, a narrow antenna of 16°
HPBW antenna with a maximum antenna gain of 21.15 dB in the direction of
main lobe is used for six sector sites. The antenna pattern for 16° HPBW
antenna in a horizontal plane is shown in Fig. 1c.

• SPMA with needle beam: It is the special and unique case in which a SPMA
node is assumed to have an extremely narrow needle beam for each serving user.
The SPMA node is assumed not to be limited by the maximum number of
serving users e.g. thousands of beams can be generated by single SPMA node.
The needle beam is assumed to have 0.5° beamwidth in horizontal plane and
0.2° in a vertical plane. The beam is assumed to have ideal radiation pattern with
flat response and no additional gain in an azimuth and elevation plane. In case of
SPMA, a pencil beam is steered precisely to the serving user while keeping the
user in the middle of the beam.

The general simulation parameters are provided in Table 1.

Table 1 General simulation
parameters

Parameter Unit Value

Operating frequency band MHz 2600

Number of sites No. 10

Transmit power dBm 46

TX height m Variable

Indoor/outdoor user height m 1.5

Building penetration loss dB 15

Ground permittivity
Building material permittivity

10
5

Polarization Vertical

Reflections No. 2

Diffractions No. 2

Rooftop diffraction Enabled
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4 Simulation Results and Analysis

The main target of the radio network planning and optimization is to provide better
coverage (RX level) and enhanced quality (capacity). Received signal strength and
Signal to Interference ratio (SIR) are measures of network coverage and network
quality, whereas system capacity is directly proportional to SIR. There are different
ways of optimizing the coverage and network quality, and antenna down tilting is
one of them. Figure 3 shows the mean cell RX level for considered antenna con-
figurations against the different antenna downtilt. The x-axis indicates the antenna
downtilt in degrees and the y-axis indicates the corresponding received signal
strength in dBm.

The results presented in Fig. 3 show, that initially for all the considered antenna
configurations the mean RX level improves with antenna downtilting, however after
reaching the optimal point with respect to providing best coverage i.e. 2° downtilt,
the RX level starts to deteriorate by further increasing the antenna downtilt. At 2°
downtilt, the mean RX level of −61.6 and −64.5 dBm is achieved with 6-sector and
3-sector, respectively. However, by using aggressive downtilting the mean RX level
drops up to −80.5 and −83.2 dBm for 3-, and 6-sector sites respectively. Due to
more number of sectors in the considered area, the six-sector site cases clearly
provide better coverage compared to three-sector site cases. Even with a 16° HPBW
antenna, the six-sector site provides a dominant coverage over 3-sector site.
Interestingly, it can be seen that in terms of coverage (RX level) the antenna with
wide radiation pattern in horizontal plane i.e. 65° HPBW for 3-sector site, and 32°
HPBW for 6-sector site provides better result up to 6–7° downtilt compared to
narrow antenna radiation pattern i.e. 32° HPBW and 16° HPBW for 3-, and 6-sector
sites, respectively.

Figures 4a, b show the heat map of received signal level with 3-sector, and
6-sector sites, respectively. The color bar indicates the power level in dBm, and the

Fig. 3 Mean cell RX level
for different configurations
against antenna downtilt
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antenna locations and azimuths are marked with black marker. Due to aggressive
antenna downtilting e.g. 8° for 3-sector site and 9° for 6-sector site, it can be seen
that samples with strong RX level are spotted only in the closed vicinity of the sites.
Signal propagation was restricted with antenna tilting, which makes the signal
coverage non-homogeneous over the area under consideration. However, most of
the bad samples are located on the left-center and right centre of the map, as those
areas lack the dominant site. As a narrow antenna radiation pattern is used for
6-sector sites, therefore the coverage heat map has not considerably changed with
6-sector site compared to 3-sector site, and it is difficult to spot the difference in heat
map with a naked eye.

Figure 5 shows the heat map of received signal level with SPMA node. The
same scale is used in the color bar to make a fair comparison of SPMA coverage
with 3-, and 6-sector site coverage. It is fascinating to see that fairly homogeneous
coverage is provided with SPMA, and those bad sample areas earlier shown with
3-, and 6 sector sites are adequately covered with SPMA nodes. The signal strength

Fig. 4 a RX level heat map for 3-sector case, b RX level heat map for 6-sector case

Fig. 5 RX level heat map for
SPMA case
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of strongest samples has been reduced due to which the dark maroon or dark red
color is missing in Fig. 5. However, the quite acceptable level of received signal is
maintained, despite of assuming no antenna gain for SPMA.

Figure 6 shows the CDF plot of received signal level for 3- and 6-sector site
deployment. In Fig. 6, separate results are presented for indoor and outdoor users
along with combined results. The mean RX level of −81.1 and −79.06 dBm is
achieved in an indoor environment, whereas the mean received signal level of−69.85
and −68.2 dBm is acquired in an outdoor environment, with 3-, and 6-sector sites
respectively. The ten percentile of the indoor and outdoor users represents theworst or
cell edge users, and they are at the level of about −104 to −100.5 dBm.

Figure 7 shows the CDF plot of received signal level for SPMA case. The mean
RX level of −78.8 and −67.85 dBm is attained with SPMA for an indoor

Fig. 6 CDF plot of RX level
for 3-sector and 6-sector
deployment

Fig. 7 CDF plot of RX level
for SPMA case
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environment and outdoor environment, respectively, which is higher compared to
sectored sites. Although the received power of strongest samples were reduced with
SPMA, however still the better mean received signal power is achieved. Similarly,
the ten percentile value for indoor and outdoor users has improved by SPMA, and is
raised to −97.4 and −93.43 dBm for indoor and outdoor users, respectively. The
detailed statistical analysis of received signal level in an indoor and outdoor
environment for 3-sector, 6-sector and SPMA case is presented in Table 2.

For the considered simulation environment, an optimum antenna downtilt which
corresponds to maximum SIR was also found for different antenna configurations.
Figure 8 shows the mean SIR of cell for the cases of 3-sector and 6-sector sites with
different antenna configurations.

It can be seen from the Fig. 8 that down tilting helps in improving the SIR.
However, after certain point the SIR starts to degrade with increasing tilt. It was

Fig. 8 Mean cell SIR for
different configurations
against tilt

Table 2 Statistical analysis of RX level for considered cases in different environments

Case RX level 10
percentile [dBm]

RX level 90
percentile [dBm]

RX level
median
[dBm]

RX level
mean [dBm]

3-sector indoor −102.03 −56.57 −79.69 −81.11

3-sector outdoor −103.75 −38.51 −66.75 −69.84

3-sector overall −102.53 −50.98 −77.10 −78.33

6-sector indoor −100.68 −54.11 −77.73 −79.06

6-sector outdoor −104.14 −37.07 −65.95 −68.19

6-sector overall −101.21 −48.71 −74.96 −76.38

SPMA indoor −93.49 −63.91 −75.28 −78.79

SPMA outdoor −97.40 −47.16 −59.62 −67.84

SPMA overall −94.53 −56.19 −74.01 −76.09
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found that among the considered cases the maximum SIR of 9.92 dB was achieved
by 3-sector site with 65° HPBW antenna at 8° downtilt. Reducing the beamwidth of
antenna from 65° to 32° did not help in improving the SIR, and maximum of
9.78 dB SIR was provided by 3-sector site with 32° antenna at 9° downtilt. It is
interesting to see that higher order sectorization lowers the mean SIR at cell level.
Even by using narrow 32° HPBW antenna pattern for 6-sector site, the maximum
achievable SIR was found to be 8.08 dB with 9° downtilt, which is around 2 dB
less compared to 3-sector site. However, the SIR performance was degraded sig-
nificantly with 16° HPBW antenna. Now onward the analysis and results presented
in this paper for the case of 3-sector sites are with respect to 65° BW antenna at 8°
downtilt, and for the case of 6-sector sites are with respect to 32° antenna at 9°
downtilt.

Figure 9 shows the SIR heat map for the case of 3-sector sites. It shows that in
the near region of all site locations there are samples with high SIR values (greater
than or equal to 18 dB). It re-affirms that in the clear dominance of cell area there is
more probability of having high SIR values. In the left central part, as there is no
site covering that area therefore user experiences bad signal quality. Whereas, in the
right part there is more density of sites which results in better SIR. As there is no
nearby interferer for Site4 in the left lower part of the area, therefore it witnesses a
large number of samples with good SIR. In traditional cellular approach, cell border
area has always been a problematic area due to sever interference coming from the
neighbor cells. Users with bad link quality are clearly evident at the cell border area
in Fig. 9.

Figure 10 shows SIR heat map for the case of 6-sector sites. In the case of
6-sector site deployment, it is important to note here that the maximum achievable
SIR has reduced to around 15 dB compared to +20 dB in 3-sector site deployment.
These results show that in suburban environment with macro site, the higher order
sectorization increases inter-sector interference due to large visibility area of sector,
which results in lower SIR. Although, 6-sector sites were deployed with narrow

Fig. 9 SIR heat map for
3-sector case
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antenna of 32° HPBW, however it still degrades the mean SIR of cell. The positive
point found from these results is that the degradation of SIR while shifting from
3-sector to 6-sector deployment is not significantly high. Therefore, in short the
additional sectors with degraded SIR will still add more capacity to the system.
Similar to 3-sector case, mainly the left centre part of the considered area experi-
ences bad SIR samples due to lack of coverage and clear dominance. The gain of
higher order sectorization is shown in Table 4.

Figure 11 shows the CDF plot of SIR in different environment for 3- and
6-sector site deployment. Considering the indoor users, it can be seen that there is
no major impact of higher order sectorization on the users with low and moderate
SIR values i.e. −5 to 10 dB. Similarly, the cell edge outdoor users with low SIR
values i.e. −5 to 6 dB are not affected by higher order sectorization. It is found that

Fig. 10 SIR heat map for
6-sector case

Fig. 11 CDF plot of SIR for
3-sector and 6-sector
deployment

228 M.U. Sheikh et al.



higher order sectorization has neither improved nor decreased the quality of cell
edge users, whereas the quality of users with strong SIR values is degraded with
higher order sectorization. In the case of higher order sectorization, there is more
number of cells in an area which results in increased interference, and it limits the
maximum achievable quality. Therefore, the maximum SIR of 15.3 and 23.4 dB is
attained with 3-, and 6-sector site, respectively. Both the sectored configurations
were not able to provide homogeneous received signal level and quality over the
considered area. Cell edge users equally deserve a better quality of services as site
nearby users. Hence, it is important to maximize the cell edge capacity, and
improve the user experience at cell edge. The optimization of network done through
antenna down tilting and by using higher order sectorization is not able to increase
the network capacity by huge margin. Therefore, a novel solution is required for
radically enhancing the system capacity. Statistical analysis of signal to interference
ratio for 3-, and 6-sector site configuration is shown in Table 3.

Figure 12 shows the SIR heat map acquired with SPMA. Exceptional results are
obtained with SPMA in terms of achieving high SIR almost homogeneously over
the considered area. It is interesting to see that interference can be avoided up to

Table 3 Statistical analysis of signal to interference ratio

Case SIR 10
percentile [dB]

SIR 90
percentile [dB]

SIR median
[dB]

SIR mean
[dB]

3-sector indoor 0.03 20.84 8.06 9.22

3-sector outdoor 1.40 22.64 12.49 12.08

3-sector overall 0.25 21.66 9.02 9.93

6-sector indoor 0.05 14.02 8.41 7.76

6-sector outdoor 1.12 14.23 10.96 9.07

6-sector overall 0.27 14.07 9.09 8.09

Fig. 12 SIR heat map for
SPMA case
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large extent by using the narrow needle beams of 0.5° � 0.2°. It is important to
mention here that in Fig. 12, each user acts as interferer to the other user and the
SIR values shown in Fig. 12 were computed assuming all (3450) users active at that
particular instant. Not to forget that each user is not only interfered by the other
SPMA nodes, rather other beams serving other users by the own serving SPMA
node also cause interference. For the fairly close located users in the considered
scenario, SPMA with 0.5° � 0.2° beam has been able to provide far better SIR
compared to traditional cellular approach (3-sector and 6-sector site). SPMA
overcomes the cell edge effect, and is able to provide equal services to all the users.
However, the worst area (left central part) showed some sign of improvement but
was not fully covered with the given SPMA nodes. Also few bad samples were
found scattered over the whole area, possibly due to non-availability of distinct
paths between the two nearby users, or due to lack of dominant (LOS or reflected)
path.

Figure 13 shows the CDF plot of SIR for the case of SPMA. In simulations, the
minimum and maximum supported values for SIR were set to −10 and 50 dB,
respectively. Statistical analysis shows that 50% of the users enjoy around 30 dB of
SIR, whereas 10 percentile is around −2 dB. In the considered scenario all the 3450
users were assumed active in time domain, however for the bad SIR locations if the
closed by users are scheduled in different time instant then 10 percentile value can
be improved. It is believed that by employing SPMA over TDMA, the problem of
low SIR samples due to the presence of close by user (interferer) can be resolved.

Table 4 shows the cell spectral efficiency (�g) and area spectral efficiency �gareað Þ
for different cases. For post simulation spectral efficiency analysis only those cells
(sectors) are considered which were providing coverage to the area under exami-
nation. Therefore, in Table 4 the cell density is 29 and 57 for 3- and 6-sector case,
respectively. In case of SPMA, each user is assumed to have its own virtual cell.
SPMA considers a global reuse factor of one, which means the same frequency

Fig. 13 CDF plot of SIR for
SPMA
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resources can be reused by every user. Therefore, the SPMA has a cell density of
3450 virtual cells. Mean cell spectral efficiency is computed using mean cell SIR.
Results presented in Table 4 shows that six sector site plan with optimized
downtilting provides 1.94 times more capacity with respect to reference case of
3-sector site deployment. Whereas, SPMA shows exceptionally high area spectral
efficiency, and in the considered scenario despite of some bad SIR samples SPMA
was found to be 317.82 times more spectral efficient compared to traditional
3-sector site case.

Table 5 presents the cell overlapping results for 3-, and 6-sector site cases with 5
and 7 dB window. Signal strength and signal quality are the most commonly used
metrics of radio network planning. However, for more in-depth detail, the cell
overlapping area with multiple servers is also taken into account to approximate the
handover region, or to learn about the possible pilot pollution. Single server
(dominance) area is normally located near the site location, and cell border area is
overlapped by multiple servers. Intuitively, increasing the number of sectors in a
certain area decreases the single server dominance area, and increases the area
occupied by multiple servers. However, the cell overlapping results presented in the
Table 5 show that by adopting a narrow antenna pattern i.e. 32° HPBW in a
horizontal plane for 6-sector site, a single server dominance area is not only
maintained, rather it is further enhanced. With 5 dB window, a single serve dom-
inance area is increased from 72.22 to 76.09%, and with 7 dB window it is raised
from 63.79 to 67.71% by 6-sector site compared to 3-sector site. It means shifting
from traditional 3-sector site to higher order sector site will not increase the han-
dover area. Percentage of area covered with multiple servers is presented in
Table 5.

Table 4 Spectral efficiency results

Cases Cell
Density

Mean
�g [bps/Hz]

Mean
�garea
[bps/Hz/Area]

Mean
Capacity gain [times]

3-sector 29 3.44 99.76 1.0�
6-sector 57 3.39 193.23 1.94�
SPMA 3450 9.19 31706 317.82�

Table 5 Overlapping zone analysis with 5 and 7 dB window

Case Single
server
5 dB
[%]

Two
servers
5 dB
[%]

Three
servers
5 dB
[%]

�
Four
servers
5 dB
[%]

Single
server
7 dB
[%]

Two
servers
7 dB
[%]

Three
servers
7 dB
[%]

� Four
servers 7 dB
[%]

3-sector 72.22 21.99 4.54 1.25 63.79 25.83 6.84 3.55

6-sector 76.09 19.98 3.17 0.76 67.71 24.9 5.59 1.80
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5 Conclusions

In this article, we have studied the impact of higher order sectorization and different
optimization techniques i.e. antenna downtilting and antenna beamwidth in tradi-
tional cellular networks, and then compared it with the performance of SPMA in
macrocellular suburban environment. The system performance was evaluated from
the quality (signal to interference ratio), cell spectral efficiency and area efficiency
point of view. In the post simulation analysis for the considered scenario, the
obtained results showed that an optimum antenna downtilting and selection of
suitable antenna beamwidth for different sectored sites helps in optimizing the
spectral efficiency of the system. In the considered simulation scenario, three sector
sites were found performing better with 65° BW antenna and 6-sector sites with 32°
BW antenna certain downtilt i.e. 8–9°. After adopting optimized antenna config-
uration the gain of using higher order sectorization (6-sector site) was only limited
to 1.94 times with respect to the reference case of 3-sector site. However, SPMA
showed an outstanding performance with the help of 0.5° � 0.2° needle beams.
The obtained results indicate that narrow needle beams helps in avoiding the
interference, and thus SPMA works in more spectral efficient way compared to
traditional cellular networks. SPMA was found 317.82 times more spectrum effi-
cient compared to the reference case of 3-sector site. In SPMA, it is recommended
that if the two nearby users are experiencing bad signal quality then they should be
scheduled at different time instant. SPMA over TDMA can help in overcoming this
issue of bad SIR for the two nearby users. It was also observed that the site
placement plays an important role in determining the radio channel conditions. No
matter its traditional cellular approach or SPMA node is deployed, special attention
should be given to site placement to cover the desired area.
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Towards an Intelligent Deployment
of Wireless Sensor Networks

Hadeel Elayan and Raed M. Shubair

1 Introduction

Localization has received a considerable amount of attention over the past decade
since it is an essential capability enabling other applications. The localization
problem is the process of determining the position of a node relative to a given
reference frame of coordinates in a Wireless Sensor Network (WSN). Undeniably,
the sensor location must be known for its data to be meaningful [1]. The promi-
nence of this process comprises the ability to identify and correlate gathered data in
a WSN as well as manage nodes located in a determined location. In fact, local-
ization is achieved through the utilization of a subset of sensor terminals [2]. Nodes
which have known states at all times and are aware of their own global coordinates
a priori are called anchor nodes or beacon nodes. The anchor nodes are equipped
with a Global Positioning System (GPS) thereby assisting in computing other
nodes’ locations by using a number of techniques such as lateration, angulation or a
combination of both [3]. Nevertheless, sensor nodes which have a priori unknown
states and need to determine their positions using a localization algorithm are
referred to as agents [4].

Several localization algorithms have been proposed in the literature [5]. One of
the most important aspects of localization involves measuring the transmission
range of the wireless signal. Range-based localization relies on the availability of
point-to-point distance (or angle information). The obtained measurements of dif-
ferent ranging techniques such as Time of Arrival (TOA), Time Difference of
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Arrival (TDOA), Angle of Arrival (AOA), and Received Signal Strength (RSS) are
the keys for range-based schemes [6, 7].

Most of the prevailing localization algorithms used in WSNs assume static nodes
which do not move after deployment. Hence, the mobility effect is not explicitly
considered in the analysis approach. The mobility effect cannot be ignored in
certain WSN platforms such as intelligent transportation, patient monitoring, and
habitual tracking. The major technical challenge in the localization of moving nodes
is the rapidly changing localization scenarios resulting in inaccurate prediction of
node locations [3]. It must be noted as well that mobile networks convey different
characteristics from static networks. Other important aspects that deteriorate the
performance of mobile sensor networks are issues related to the changing topology
of the network, the varying connectivity, and latency problems [8]. These effects
stimulate the need for developing robust yet accurate localization algorithms for
moving nodes in WSNs.

The Monte Carlo localization (MCL) [9] was the first practical method for
localization of mobile WSNs. MCL applies the Sequential Monte Carlo
(SMC) method [10] to achieve localization. The reason behind this is that the
posterior distribution of a sensor node after movement can be naturally formalized
using a nonlinear discrete time model and the SMC method provides simple
simulation-based approaches to estimate the distribution [8]. The method assumes
no functional form, instead, it uses a set of random samples (also called particles) to
estimate the posteriors. When the particles are properly placed, weighted, and
propagated, posteriors can be estimated sequentially over time. This technique is
more popularly known as the Particle Filter (PF) [11]. Nevertheless, previous
SMC-based localization algorithms either suffer from low sampling efficiency or
require high beacon density to achieve high localization accuracy.

In this chapter, we discuss the deployment of the Particle Filter (PF) framework
into the localization of moving nodes in an open environment using TDOA mea-
surements. This incorporation accurately captures the mean and covariance which
improves the localization accuracy and helps achieve a robust performance. The
rest of the chapter is organized as follows. Section 2 revisits the fundamental
localization techniques. Section 3 presents the system model and problem state-
ment. Section 4 describes the proposed TDOA-PF technique. In Sect. 5, numerical
validation on simulated scenarios can be found. Finally, the conclusions are sum-
marized in Sect. 6.

2 Localization Techniques

TOA, TDOA, RSS and DOA of the emitted signal are commonly used measure-
ment techniques in WSN localization. Basically, TOAs, TDOAs and RSSs provide
the distance information between the source and sensors while DOAs are the source
bearings relative to the receivers. Nevertheless, finding the source position is not a
trivial task because these measurements have non-linear relationships with the
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source position [12]. The signal models and their basic positioning principles are
generalized as follows:

r ¼ f xð Þþ n ð1Þ

where r is the measurement vector, x is the source position to be determined, f xð Þ is
a known nonlinear function in x, and n is an additive zero-mean noise vector.

2.1 Time of Arrival

TOA is defined as the difference between the sending time of the signal at the
transmitter and the receiving time of the signal at the receiver (time delay). The time
delay can be computed by dividing the separation distance between the nodes by
the propagation velocity. TOA technique uses multilateration, since it includes
ranges from more than three reference points. Mathematically, the TOA measure-
ment model is formulated as follows. Let x ¼ xy½ �T be the unknown source position
and xl ¼ xlyl½ �T be the known coordinates of the lth sensor l ¼ 1; 2; . . .; L, where
L� 3 is the number of receivers. The distance between the source and the lth sensor,
denoted by dl is:

dl ¼ x� xlj j½ �2¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xlð Þ2 þ y� ylð Þ2

q
ð2Þ

Without loss of generality, we assume that the source emits a signal at time 0,
and the lth sensor receives it at time tl. That is, tlf g are the TOAs; a simple
relationship between tl and dl is given by:

tl ¼ dl
c

ð3Þ

where c is the propagation speed of the radio signal (speed of light). In practice,
TOAs are subject to measurement errors. As a result, the range measurement based
on multiplying tl by c denoted by r TOA;lð Þ is modeled as:

r TOA;lð Þ ¼ dl þ g TOA;lð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xlð Þ2 þ y� ylð Þ2

q
þ g TOA;lð Þ ð4Þ

where g TOA;lð Þ is the range error in r TOA;lð Þ which results from the TOA disturbance.
In TOA, the nodes have to be synchronized and the signal must include the time
stamp information. This requirement adds to the cost of the signal by demanding a
highly accurate clock and increasing the complexity of the network.

To overcome such restrictions, the RTOA (Round-trip Time of Arrival) and
TDOA are introduced [12]. RTOA is the most practical scheme in decentralized
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settings since it does not require a common time reference between the nodes.
Actually, it measures the difference between the time when a signal is sent by the
sensor and the time when the signal returned by a second sensor is received at the
original sensor. Because the same clock is used to compute the round trip propa-
gation time, there is no synchronization problem [13].

2.2 Time Difference of Arrival

The basic idea of TDOA is to determine the relative position of the mobile trans-
mitter by examining the difference in time at which the signal arrives at a pair of
sensors. This implies that clock synchronization across all receivers is required.
Nonetheless, the TDOA scheme is simpler than the TOA method because the latter
needs the source to be synchronized as well. Similar to the TOA, multiplying the
TDOA by the known propagation speed leads to the range difference between the
source and two receivers [12].

The TDOA measurement model is mathematically formulated as follows. We
assume that the source emits a signal at the unknown time t0 and the lth sensor
receives it at time tl, l ¼ 1; 2; . . .; L with L� 3. There are L L� 1ð Þ=2 distinct
TDOAs from all possible sensor pairs, denoted by tk;l ¼ tk � t0ð Þ � tl � t0ð Þ,
k; l ¼ 1; 2; . . .; L. Taking L ¼ 3 as an example, the distinct TDOAs are t2;1,t3;1, and
t3;2. We easily observe that t3;2 ¼ t3;1 � t2;1, which is redundant. In order to reduce
complexity without sacrificing estimation performance, we should measure all
L L� 1ð Þ=2 TDOAs and convert them to (L−1) non-redundant TDOAs for source
localization [14]. We consider the first sensor as the reference and the
non-redundant TDOAs are tl;1. The range difference measurements deduced from
the TDOAs are modeled as:

r TDOA;lð Þ ¼ dl;1 þ g TDOA;lð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xlð Þ2 þ y� ylð Þ2

q
þ g TDOA;lð Þ ð5Þ

where

dl;1 ¼ dl þ d1 ð6Þ

and g TDOA;lð Þ is the range error in r TDOA;lð Þ which is proportional to the disturbance in
t l; 1ð Þ.

2.3 Received Signal Strength

The RSS approach is used to estimate the distance between two nodes based on the
strength of the signal received by another node. A sender node sends a signal with a
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determined strength that fades as the signal propagates. It is known that the bigger
the distance to the receiver node, the lower the signal strength when it arrives to the
node. In fact, the node can calculate its distance from the transmitter using the
power of the received signal, knowledge of the transmitted power, and the path-loss
model. The operation starts when an anchor node broadcasts a signal that is
received by the transceiver circuitry and passed to the Received Signal Strength
Indicator (RSSI) to determine the power of the received signal [9].

By assuming that the source transmitted power is Pt and there is no disturbance,
the average power received at the lth sensor, denoted by P r; lð Þ is modeled as:

Pr;l ¼ KlPtd
�a ð7Þ

where Kl accounts for all other factors which affect the received power, including
the antenna height and antenna gain, while a is the path loss constant. Actually, the
value of a can vary between 2 and 5. Particularly, a ¼ 2 depicts free space.

2.4 Direction of Arrival

The DOA estimation method requires the base stations to have multiple antenna
arrays for measuring the arrival angles of the transmitted signal from the mobile
station at the base stations. This technique can be further divided into two sub-
classes, those making use of the receiver antennas amplitude response and those
making use of the receiver antenna phase response. The accuracy of the DOA
measurements is limited by the directivity of the antenna, shadowing and multipath
reflections [15]. Although this scheme does not require clock synchronization as in
RSS-based positioning, an antenna array is needed to be installed at each receiver
for DOA estimation. Assuming /1 be the DOA between the source and lth receiver,
we have:

tan /lð Þ ¼ y� yl
x� xl

; l ¼ 1; 2; . . .; L ð8Þ

with L� 2 Actually, /1 is the angle between the line-of-bearing from the lth
receiver to the target and the x-axis. The DOA in the presence of angle errors,
denoted by r DOA;lð Þ

� �
, are modeled as:

rDOA;l ¼ /l þ gDOA;l ¼ tan�1 y� y1
x� x1

� �
þ gDOA;l; l ¼ 1; 2; . . .; L ð9Þ

where g DOA;lð Þ
n o

are the noises in r DOA;lð Þ
� �

which are assumed zero-mean

uncorrelated Gaussian processes.
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3 System Model and Problem Statement

3.1 Problem Statement

The problem to be investigated can be viewed in Fig. 1 and is described as follows.
Basically, it consists of a mobile robot carrying a sensor node and of multiple
anchor nodes. We refer to the mobile robot as a mobile node. Anchors whose
locations are known ping out signals which are differentiable from the others.

Signals emitted from multiple anchors are used by the mobile node to determine
its location. Although the mobile node recognizes the time of arrival of the pings, it
has no information on the time of ping emission. Hence, it can only use the
difference of arrival times of the pings to achieve localization. The following are the
notations used for the solution:

• di = The distance between the moving node and the ith anchor.
• di1 = di � dl: range difference to the ith anchor and reference anchor.
• Ri = distance between the ith anchor and the reference anchor.
• Rr = distance between the moving node and the reference anchor.

3.2 System Model

1. Mobility Model

Time is divided into equal segments, DT , in which the mobile node moves along
the direction at a constant value as depicted in Fig. 2. The movement is divided into
several sub-paths according to the time segment where the mobile node progresses

Fig. 1 The representation of the localization problem where the moving node depends on signals
emitted from the anchors to estimate its location
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at a constant velocity as presented in Fig. 3. After using a time segment, the mobile
node can change the moving velocity thereby satisfying the uniform distribution in
Vmin;Vmax½ �; as shown in (10).

V �U VminVmax½ � ð10Þ

In Fig. 3 above, the triangle denotes the mobile node, Dsi denotes the movement
distance at time segment i by velocity vi.

2. Time Difference of Arrival Model

TDOA is the difference in the time of the transmitted signal from the unknown
sensor at a pair of anchors as explained in the section above. If the first anchor is
assigned as a reference point, the range measurements based on the TDOAs are of
the form [16].

r TDOA;ið Þ ¼ ðdi � d1Þþ g TDOA;ið Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xið Þ2 þ y� yið Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� x1ð Þ2 þ y� y1ð Þ2

q� �
þ g TDOA;ið Þ ð11Þ

where i ¼ 2; 3; . . .M and the range error gTDOA;i can be obtained from the difference
of two TOA noise. So, gTDOA;i is gTOA;i − gTOA;i�1, i ¼ 2; 3; . . .M. Either linear or
nonlinear algorithms may be deployed to achieve source localization. These algo-
rithms basically involve minimizing the Least Squares (LS) or Weighted Least
Squares (WLS) cost function. Another alternative involves analytically solving the
problem through a closed form equation [7].

3. System State Model

The system state model for the mobile wireless sensor is represented by the
following formula:

Fig. 2 Equal time segment

Fig. 3 Mobility model of a
robot
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xk ¼ xk�1 þ vk � DT þ ek ð12Þ

where xk is the position of a mobile node from the anchor, DT is the time segment,
vk is the current velocity, and ek denotes the system state noise which obeys
Gaussian distribution with zero mean and covariance Qk, Rk . The TDOA mea-
surement is provided in (11).

3.3 System Assumption

To simplify the problem, certain assumptions need to be made.

• All the sensor nodes own equal physical parameters.
• The movement velocity of mobile node stays the same at time DT , and the time

of turning is ignored.
• The random velocity obeys normal uniform distribution as (10).
• The anchors are deployed at determined pattern and the position cannot be

changed.

4 Localization of Moving Nodes Based on PF-TDOA
Approach

Localizing a moving node is an interesting challenge due to the fact that it demands
extensive computational effort at each iteration. To localize a moving sensor node,
filtering methods are often applied. Kalman filter is a celebrated technique for
recursive state estimation, and has been widely used in many applications. Due to
its unbiased minimum variance estimation with white noise assumption, Kalman
filter is an optimal solution in linear systems. However, it is limited in non-linear
and non-Gaussian systems, which exist ubiquitously in the real world [16]. To
address these limitations, a number of methodologies have been proposed, e.g.,
Extended Kalman Filter (EKF) [17] and Unscented Kalman Filter (UKF) [18].
Another alternative to the methods mentioned above is the Particle Filter (PF),
which is a Bayesian inference based scheme.

In recent years, PF has become a research hotspot in the field of nonlinear
filtering and estimation. The key idea [19] is to represent the required posterior
probability density function (PDF) by a set of random samples (called particles)
with associated weights and to compute estimates based on these samples and
weights. As the number of particles increases, the Monte Carlo characterization
becomes an equivalent representation to the usual functional description of the
posterior PDF, and the PF approaches the optimal Bayesian estimator.
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In order to formulate the PF scheme, assume the prior conditional probability

density of a dynamic system is p x0ð Þ and let xki¼0;w
k
i¼0

� �N
i¼1 represent both the

measurement value and its weight of random sample during the time k. The PDF is
pðx0:kjz1:kÞ. The weights of xki are normalized such that

PNx
i¼1 w

i
k ¼ 1. Then, the

posterior density at time k can be approximated as

pðx0:kjz1:kÞ �
XNx

i¼1

wi
kd x0:k � xi0:k
� � ð13Þ

Following the derivation presented in [19], we get

pðxkjz1:kÞ �
XN
i¼1

wi
kd xk � xik
� � ð14Þ

The approximation of x yields

x̂k �
XN
i¼1

wi
kx

i
k ð15Þ

Next, we compute an estimate of the effective number of particles as

N̂eff ¼ 1PNx
i¼1 wi

k

� �2 ð16Þ

Actually, if the effective number of particles is less than a given threshold,
N̂eff\Nthr, resampling must be performed.

The PF algorithm can be used to address mobile node localization by using
TDOA. This approach was first presented in [20] for underwater localization. In this
paper, we revisit the approach and extend it for the localization of moving nodes in
the case of an open environment. In fact, the incorporation between the PF and
TDOA makes use of both the internal motion information of the moving node and
the interaction between the distance estimates of the anchor sensors which results in
accurate localization of the moving node. Actually, localization based TDOA has
turned out to be a promising approach when neither receiver positions nor the
positions of signal origins are known a priori. Thus, the PF-TDOA technique is
suitable for TDOA localization as the state can be computed online and it is robust
to motion and measurement uncertainty [21].

This PF approach predicts the state of interest and then corrects the prediction
based on the observed sensor data. The prediction and correction steps are repeated
as the state progresses with time [23]. Each particle in the PF represents a state
which translates into the moving node location in the case of TDOA localization.

The pseudo code of the PF can be viewed in Fig. 4. The code takes the following
as inputs: the particle distribution at the previous sampling time Xt�1, the observed
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sensor data ft, the internal moving node information zt, the information on the
surrounding local environment V that affects the sensor data, and the state xt which
includes the angle of roll, pitch, and yaw, respectively. The output of the code is the
new set of particles Xt.

According to the PF approach, the prediction considers only the motion infor-
mation of the sensor. Basically, the pose of the moving node xt can be predicted
using internal robot motion information such as motion command or odometer.
Specifically, the internal motion information of a moving node, ut, refers to the
velocity command for surge, sway, heave, roll, pitch, and yaw motion, respectively.
Moreover, the motion model of the moving node formulates the pose transition
mathematically. The correction procedure calculates the degree of certainty signi-
fying whether the predicted location indicates true location. Next, it resamples the
probable location from the predicted location based on the assumption made. The
certainty of each predicted location is calculated by comparing the real sensor data
with the expected sensor data. Resampling aims at eliminating the degeneracy
which might result when significant weight is concentrated on only one particle
after some time steps. It solves this issue by discarding particles with negligible
weights and enhances ones with larger weights.

Fig. 4 PF procedure with number of particles N
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5 Simulation Results

In this section, we apply particle filter method using the TDOA algorithm to
enhance the localization accuracy. First, we set some basic parameters to the
simulation scenario which are presented in Table 1.

The localization performance is evaluated by the estimation error in which the
root mean square error (RMSE) is used to study the estimator’s accuracy.
The RMSE is defined as follows

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

XT
i

xk � x̂kð Þ2
vuut ð17Þ

where T is the number of measurements (time steps), xk is the real position of a
mobile node and x̂k is the estimation of the position. The resampling scheme used is
Residual resampling since it provides lower conditional variance for all configu-
rations of the weights [22]. At one round, we use the RMSE to evaluate the
localization accuracy. We compute the localization accuracy by calculating the
mean and variance of RMSE after many rounds. As a comparison, we present the
result of the other filter algorithms, including the EKF, the UKF, and the PF based
on TDOA measurement. The values of the mean and variance of the different
filtering algorithms can be found in Table 2.

It can be noticed from Table 2 that the PF-TDOA approach has the least mean,
which indicates that the algorithm always has the best localization accuracy in
comparison to the others.

Table 1 Simulation
parameters

Symbol Meaning Value

N Number of particles 50

Q Measurement variance 1

R Process variance 3

Vmax Maximum velocity 5 m/s

Vmin Minimum velocity 1 m/s

Nx Length of x augmentation 10

Na Number of anchors 6

Nth Effective particles 10

Table 2 Mean and variance
of different algorithms

Filter Mean Variance

EKF 4.411 7.1947

UKF 4.0583 1.6041

PF 3.433 0.69623

PF-TDOA 3.1624 0.67719
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Figures 5 through 8 below demonstrate the accuracy of the proposed PF-TDOA
approach in comparison to the other methods. In Fig. 5, the capability of the PF
approach to predict and correct the state of interest based on the observed sensor
data can be inferred. Each particle in the PF represents a state which translates into
the moving node location in the case of TDOA localization. The PF-TDOA
approach uses both the motion information as well as the distance estimates from
the anchor nodes to be capable of providing a higher accuracy and enhanced
robustness.

In Fig. 6, the TDOA-PF approach is proven to have the lowest mean of esti-
mation in comparison to the other approaches. In Fig. 7, the moving node follows a
randomly generated path which is shown in blue. It can be easily noticed that the
TDOA-PF approach closely depicts the actual trajectory of the moving node as it

Fig. 5 Filter estimates versus
true state

Fig. 6 Comparison between the performance of the PF, EKF and UKF filters
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moves along the x and y coordinates in an open environment; hence, it is the most
optimum. The fusion between the PF method and TDOA localization results in a
reduced uncertainty region as illustrated in Fig. 8.

Next, we have evaluated the localization accuracy of both the general particle
filter and that which utilizes the TDOA approach by assigning the simulation
parameters with different values. Our goal is to find which parameters have a more
significant influence on the localization accuracy and robustness.

Fig. 7 Comparison between the performance of the PF, EKF and UKF filters in TDOA
localization

Fig. 8 Illustration of the TDOA-PF performance
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5.1 Number of Particles

The localization accuracy increases when the amount of particles increase at most
conditions. This result actually conforms to the feature of the particle filter.

5.2 Number of Anchors

The localization accuracy improves when increasing the number of anchors at all
algorithms.

5.3 Number of Iterations

The particle filter uses the iterative process to eliminate the noise in system and
measurement. As a matter of fact, as the number of iterations increases, the higher
the accuracy that can be achieved in the generic system state. However, in our
system model, the mobile node has to employ a random velocity when it moves
forward in a time segment. Therefore, this might result in the accumulation of error
which leads to some localization errors.

6 Conclusion

In this chapter, a technique for enhanced localization of moving nodes in WSNs has
been presented. The proposed technique is based on the use of TDOA along with
PF method in order to attain accurate detection and enhanced localization. Each
particle in the PF represents a state which translates into the moving node location
in the case of TDOA localization. The combined TDOA-PF technique utilizes the
internal motion information of the moving node as well as the distance estimates
that result from the interaction between the anchor nodes. The performance of the
TDOA-PF is compared to the other existing methods used for mobile node local-
ization. Simulation results proved that the proposed approach outperforms the other
mentioned techniques in terms of the RMSE.
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Secure Mobile Agent Protocol
for Vehicular Communication Systems
in Smart Cities

Dina Shehada, Chan Yeob Yeun, M. Jamal Zemerly,
Mahmoud Al-Qutayri and Yousof Al Hammadi

1 Introduction

Nowadays the number of vehicles registered a remarkable increase compared to
earlier years. Vehicles are a necessity to people and it is expected that the number will
keep increasing in a non-steady way. Researchers also noticed that this remarkable
growth is not exclusive to the number of vehicles, as the number of accidents and
congestion rates also increased. New problem acquires a new solution, therefore, as
part of the smart city vision, new solutions are introduced to meet the needs of the
smart city framework. The vehicular communication system is a promising solution to
the emerging problems. In these systems, vehicles exchange information about
congestion information, state of the weather, state of the road, possible accidents,
the existence of pedestrian crossing, divert routes, emergencies, and others. Sharing
congestion and weather information with drivers saves them time and money through
assisting them with the route choice. More importantly, sharing information about an
accident or emergency events, prepares drivers to be able to make the appropriate
reaction. Information can be exchanged between cars (Inter-Vehicle Communication)
or between cars and roadside units (RSUs) (Car to RSU Communication) which are
units mounted on the side of the road [1–3]. Figure 1 shows an example of a basic
structure for vehicular communication systems.

In vehicular communication systems data is stored in distributed places and
therefore, providing application users with a fast and efficient service is not an easy
task [4, 5]. It is agreed that such smart systems are a must-have for any modern and
comfortable city. As a solution, we propose the use of MAs in vehicular systems.
Mobile agents (MAs) are intelligent pieces of software that have the ability to move
between different nodes. Mobile agents are dispatched with specific tasks. They
require low network bandwidth and are small in size [6].
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In addition to these features, MAs mobility, flexibility and fast migration, make
them popular in distributed applications. Because of the distributed nature of MAs,
their small size, and many other features that ensure fast and efficient retrieval
process of data [7–9]. As vehicular communication systems rely on the wireless
network established between vehicles and RSUs and due to MAs openness and
flexibility, the system becomes vulnerable to many security attacks such as unau-
thorized access, replay, modification, repudiation, eavesdropping, masquerade and
Man In the Middle (MITM) attacks [10, 11]. Being vulnerable to these attacks
affects application security and privacy in addition to the overall efficiency and
productivity of the application. Therefore, providing proper security and protection
is an important part of any smart communication system from the very beginning.
To ensure having a secure and trusted system, the following requirements should be
provided [1, 12, 13]:

• Confidentiality: sensitive information should not be exposed to any unautho-
rized party.

• Integrity: sensitive information should be protected from unauthorized change
by a malicious party and malicious changes should be detected.

• Anonymity: the identity of the system users should not be exposed.
• Authorization: entities should be verified, and accordingly are either granted or

denied the access.
• Mutual authentication: any two parties communicating with each other should

verify each other’s identities.

Fig. 1 Basic structure of a vehicular communication system [7]
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• Accountability: traceability of malicious actions to attackers holding them
responsible for their actions.

• Non-repudiation: a communication party cannot deny its actions, all actions
should be traceable to their actors.

Many researchers have investigated MASs security. For example, in [14], the
issue of user anonymity has been addressed. Moreover, confidentiality of path
traversed by the MA is also ensured. Mixers are median nodes the MA visits during
its journey. Data confidentiality and authorization of data access are provided.
However, no proper authentication techniques are provided. It assumes that all
nodes are legitimate and trusted. Moreover, the proposal is vulnerable to MITM and
replay attacks and the loss of the MA indicates the total loss of all the collected
data. On top of all that, the random choice of mixers introduces another important
issue of the random time delay.

An anonymous authentication process is proposed in [15]. Information confi-
dentiality and mutual authentication are provided. Moreover, protection from
MITM, masquerade and replay attacks. However, data integrity, accountability, and
non-repudiation are not provided. Another anonymity scheme is provided in [16].
The proposed protocol provides anonymity to owner platform. The protocol is
vulnerable to replay, MITM, and some other attacks. Also, the loss of MA results in
the loss of all the data collected [14]. In [17] a cryptographic and trusted platforms
based protocol that ensures the confidentiality of a dynamic itinerary generated at
runtime. Trusted platforms collect information about other platforms in a secure
way and make the decision on the agent’s next itinerary. The itinerary information
is ensured to remain secret through encryption and can only be accessed by the
intended platform. In addition, hash functions and asymmetric encryption are used
to provide integrity to agent code. Although the protocol provides mutual
authentication and other security features, it introduces a delay and timing overhead
that is not suitable for many applications [18–20].

To address the replay attack, a protocol is proposed in [18]. The protocol ensures
the protection of agents from replay attacks, allowing legitimate re-execution at the
same time. MAs have a unique number called trip marker. Platforms keep track of
trip markers and counter values of all the agents that execute on them.
Authorization and mutual authentication are ensured, but again the same issue of
loss of carried data in case of loss of agent is introduced [20]. A Visa Based
Authentication Scheme (VBAS) for MASs is proposed in [21] to authorize and
manage agents’ information. Each agent is granted a passport that contains agent
information, i.e. its identity, its owner information, time stamp, certificate and other
data used to provide authentication. Checking each agent’s Visa platforms can
detect a malicious agent who is unauthorized and trying to access some resources.
The protocol ensures the integrity of both passport and Visa. However, it is
assumed that a secure communication channel exists to exchange passport and
Visa. If at any time the channel got compromised then the passport and Visa sent in
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clear text are disclosed. Although the Visa and passport might not contain sensitive
information, sending them in clear text, makes the system vulnerable to denial of
service attack, where attackers might maliciously tamper with the passport and visa
of an agent and send the tampered version to overwhelm legitimate platforms [22].
The work in [23] provides an extension to [24] protocol providing authorization.
A malicious identification police (MIP) scans MAs for malicious code stored in a
database of malicious codes previously detected. In [23] agents are also scanned to
find out if they match the platform policy file. The scanning system introduces
delays that jeopardized system security. Also, changes need to be reported to the
Attack Identification Scanner (AIS) at once [25]. The authors also propose another
protocol to address integrity of agent code. The protocol proposes an improvement
to the classic Root Canal protocol [26] that was vulnerable to repudiation attacks. In
addition to integrity, the proposed eXtended Root Canal (XRC) protocol provides
protection from repudiation attacks as well [27].

Encryption keys generated from data produced at runtime are used in [27]. As a
result, key guessing or prediction is quite hard. Authentication of agent owner,
confidentiality of data, and integrity are provided. But vulnerability to replay
attacks and the issue of agent loss affects the system functionality. The framework
in [28] proposes the idea of multiple levels of access control of platforms resources
in MASs. Platforms check the history of visited platforms of each agent through a
signatures chain and then makes the decision of level of access this agent can have.
One-way authentication and authorization are provided. However, as the path of the
agent increases, it produces an overhead to verify the signature chain. Also, it
assumes that platforms are able to identify malicious platforms in the system.

A secure information exchange system is proposed in [29]. Upon the verification
of the platform, information required for decryption is sent. Data confidentiality and
mutual authentication between sender and receiver are ensured and data are only be
accessed by authorized parties [30, 31]. Proposed protocol in [32] is based on a
trusted platform that verifies data integrity and reports any alteration. It provides
confidentiality, integrity of MA data and non-repudiation of data are all provided.
However, agent loss results in the loss of all the data. A knowledge-based system
for collecting information about hosts’ behaviors and actions is proposed in [33].
Collected information help in the decision making of the next destination platform.
The protocol provides data confidentiality, non-repudiation, anonymity, and
integrity. But, suffers from the same issue related to the loss of agent. Moreover,
due to the expensive integrity checks occurring at trust hosts, it introduces a high
computational cost [34]. In [35] agent code is split into two parts of the code, a
critical and normal code. Critical codes are considered of high importance and
therefore, only executed at trusted platform while, normal codes are carried by the
MA. Trusted platforms have two main roles, some of them are responsible for
executing the critical code while others monitor the system and provide a recovery
policy in case of a system breakdown. Data is collected by MAs and sent to trusted
platform to get the final results by executing the critical code. Trusted platforms
detect replay attacks through issuing of timers. Confidentiality of data, integrity of
data and code and the possibility to recover the agent code in case of modification
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or breakdown are some of the good features that are provided. As can be seen,
although some of the reviewed related work provide some good security feathers.
They suffer from many other drawbacks and bounded by many limitations i.e.
random behaviors and centralized structure that is not fit with vehicular commu-
nication systems. Moreover, limited level of protection is provided in addition to
the fact that they suffer from vulnerability to many attacks.

To address these issues, we propose a novel Secure MA Protocol (SMAP) for
intelligent vehicular communication systems. SMAP overcomes most of the issues
that the reviewed related protocols failed to address. Mutual authentication between
vehicles, integrity, confidentiality, accountability, authorization, and non-repudiation
are provided by SMAP. In addition to that, SMAP proposes a solution to the issue of
loss of data in case of loss or killing of MA. Formal verification is conducted with
Scyther [36], to validate the ability of SMAP to withstand many attacks and provide
the claimed security features. The remaining part of this paper is structured as fol-
lows. In Sect. 2, the details of the novel SMAP are discussed. Followed by a security
analysis and formal verification of SMAP in Sect. 3. In Sect. 4, the complexity of
SMAP is studied. In Sect. 5, a scenario of a vehicular communication system is
simulated with JADE [37, 38]. Finally, the paper findings and contributions are
concluded in Sect. 6.

2 SMAP—A Novel Secure Mobile Agent Protocol

This section is dedicated to provide a detailed overview of our novel protocol
SMAP. As will be seen later, SMAP provides the fundamental security require-
ments and protection from different security attacks. Moreover, its new hop-based
architecture keeps the system from losing all its data in case of malicious loss or
killing of agent provided that the first platform will not kill the agent.

Figure 2 shows an illustrative scenario of a vehicular communication system. In
the proposed protocol the Public Key Infrastructure (PKI) is embedded into the
communication system to ensure secure communication [39, 40]. Prior to the start

Fig. 2 Scenario of a vehicular communication system
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of the communication, all vehicles are verified by the Certificate Authority
(CA) and granted public keys that are shared and distributed to other vehicles. In
our system, the CA is the Traffic Management Center of the city. The communi-
cation starts when the user in the middle car requests information, therefore, copies
of the MA are created carrying the request to close-by vehicles that send results
back to the user and forward the request to other vehicles. Table 1 introduces some
acronyms and their definitions that are needed for further explanation of SMAP.

Pla1 is the owner (user vehicle) platform. Starting at Pla1 the MA is created and
launched carrying the request Req to the close-by vehicles. The owner platform Pla1
generates MA1. SMAP provides a secure exchange of information between vehi-
cles in the Vehicular Communication System. As shown in Fig. 3, the communi-
cation starts as the user in the owner platform Pla1 requests information from nearby
platforms, so if the Pla1 wants to send the request to Pla2, the owner platform Pla1
does the following:

Table 1 Acronyms and definitions

Acronym Definition

Plai Vehicle platform i

MAi Mobile agent i

Pki Public key of vehicle platform i

Ski Private key of vehicle platform i

Req Request

Resi Results generated by vehicle platform i

h() Hash value

Addi Address of vehicle platform i

Ti Time stamp generated by vehicle platform i

! Send

Fig. 3 Exchange of request and results with SMAP
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• At Pla1:

1. Gets request Req from user.
2. Generates a time stamp T1.
3. Generates h(Req|| T1|| add2)
4. Signs h(Req|| T1|| add2) with Sk1 to generate Sk1(h(Req|| T1|| add2)).
5. Encrypts Req, add2 and T1 with Pk2 to generate Pk2(Req|| add2|| T1).
6. Pla1 ! Pla2:

Pk2(Req|| add2|| T1)|| Sk1(h(Req|| add2|| T1))

After that Pla2 receives the request and processes it as follows:

• At Pla2:

1. Decrypts Pk2(Req|| add2|| T1) with Sk2.
2. Checks freshness of T1.
3. Decrypts Sk1(h(Req|| add2|| T1)) with Pk1.
4. Checks if h(T1|| Req|| add2) in Sk1(h(Req|| add2|| T1)) matches hash of sent

T1, add2 and Req in Pk2 (Req|| add2|| T1).
5. If all checks are ok, then executes agent and generates result Res2 and

passes request to next platform Pla3.
6. Generates a time stamp T2.
7. Generates h(Req|| T1|| T2|| add2|| add3).
8. Signs h(Req|| T1|| T2|| add2|| add3) with Sk2 to generate Sk2 (h(Req|| T1|| T2||

add2|| add3)).
9. Encrypts Req, add2, add3, T2 and T1 with Pk3 to generate Pk3(Req|| T1|| T2||

add2|| add3).
10. Pla2 ! Pla3:

Pk3(Req|| T1|| T2|| add2|| add3)|| Sk2(h(Req|| T1|| T2|| add2|| add3))|| Sk1(h
(Req|| add2|| T1)).

After that, every vehicle platform will forward the request to the next platform. If
Plai where, 2 � i < m, has already received the request from Plai-1 and wants to
forward the request to Plai+1, Plai does the following:

• At Plai:

1. Generates a time stamp Ti.
2. Generates h(Req|| T1|| T2|| …|| Ti-1|| Ti|| add2|| addi+1).
3. Sign h(Req|| T1|| T2|| …|| Ti-1|| Ti|| add2|| addi+1) with Ski to generate Ski(h

(Req|| T1|| T2|| …||Ti-1|| Ti|| add2|| addi+1)).
4. Encrypts Req, add2, addi+1 and time stamps with Pki+1 to generate

Pki+1(Req|| add2|| addi+1|| T1|| T2|| …|| Ti-1|| Ti).
5. Plai ! Plai+1:

Pki+1(Req|| add2|| addi+1|| T1|| …|| Ti-1|| Ti)|| Ski(h(Req|| T1|| …|| Ti-1|| Ti||
add2|| addi+1))|| Sk1(h(Req|| add2|| T1)).
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All vehicle platforms will send back their results to the owner vehicle Pla1 as
soon as they are generated.

• At Plan, where, 2 � n � m.

1. Generates time stamp Tn.
2. Generates hash of the result Req, Resn and time stamps h(Resn|| Req|| T1||

…|| Tn).
3. Encrypts result Resn, Req and time stamps with Pk1 to get Pk1(Resn|| Req||

T1|| …||Tn).
4. Signs (h(Req|| Resn|| T1|| …||Tn)) with Skn to get Skn(h(Req|| Resn|| T1|| …||

Tn)).
5. Plan ! Pla1

Pk1(Resn|| Req|| T1|| …||Tn)|| Skn(h(Req|| Resn|| T1|| …||Tn))

Finally at the owner platform Pla1 receives the result from the vehicle platform
Plan and does the following:

• At Pla1:

1. Decrypts Pk1(Resn|| Req||| T1|| …|| Tn) with Sk1.
2. Checks freshness of T1 through Tn.
3. Decrypts Skn(h(Req|| T1|| …|| Tn|| Resn)) with Pkn.
4. Checks if h(Req|| Resn|| T1|| …|| Tn) in Skn(h(Req|| T1|| T2|| …|| Tn|| Resn))

matches h(Req|| T1|| …|| Tn|| Resn) in Pkn(Resn|| Req|||T1|| …||Tn).
5. If all checks are correct, displays results to the user.

SMAP secures the vehicle-to-vehicle communication. It ensures that requests
and results are encrypted and secured. Moreover, because the vehicle sends its
result as soon as it receives the request. The system provides a fast and efficient
response to its users (Owners). After describing the proposed protocol in details, in
the next section, security analysis and detailed results of formal verification test with
Scyther are discussed.

3 Security Analysis and Formal Verification of SMAP

In this section, security analysis and details of formal verification of SMAP are
discussed. After that, comparison of SMAP with related work is presented.
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3.1 Security Analysis of SMAP

SMAP provides the following security requirements:

• Mutual authentication is the assurance that communicating entities can verify
each other’s identity. Take for example the interaction between owner platform
and vehicle platform. Both platforms are sure of who sent the message because
of the use of digital signatures. Messages sent are fresh due to the use of time
stamps and both platforms can verify that the messages exchanged are actually
intended for them because of the concatenation of the address of the destination
in the message. Moreover, messages are received in order, and owner replies to
owner platform after it receives the request. The interaction provides all the
requirements for mutual authentication, therefore, SMAP provides mutual
authentication.

• Confidentiality: the exchanged information between platforms remains secret
throughout the communication due to the use of public key encryption in
SMAP. At any time only the owner platform can access the output of the request
because of the encryption. In addition, the user request and time stamps are also
encrypted and remain confidential. The required information for decryption
requires the knowledge of the private keys.

• Integrity: in SMAP the use of one-way hash function and signature support a
standard integrity test. The integrity of request, the output of the request and all
the time stamps are guaranteed at all times. Any change or manipulation is
detected.

• Accountability: accountability is provided by SMAP. In SMAP, if any vehicle
platform decides to act maliciously and change the request, then the owner
platform, or other vehicle platforms can detect the change by comparing the
hashes. The digital signatures provide proof of any malicious actions.

• Authorization: when the user accesses the application and provides his/her
credentials, this information is verified to decide whether to grant the user access
to the application services or not. In addition, the certificate authority checks the
validity of the certificate and the identity of the platforms, therefore, only
authorized platforms provide the user with the service. Moreover, by providing
mutual authentication, platforms are able to verify each other and any com-
munication request or message sent by a non-trusted platform is ignored. The
request, time stamps and the output of the request are confidential and can only
be decrypted by authorized platforms.

• Non-repudiation: the signature of platforms provides proof of the originator of
the message sent. Platforms sign messages with their private keys or encrypted
with session key, therefore, providing the possibility for action traceability.

• Next formal verification is used to prove the soundness of SMAP in providing
the claimed security properties.
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4 Formal Verification with Scyther

Formal model verification is done with the formal verification tool Scyther [36, 41].
Scyther provides analysis of an ordered set of events between two partners. Scyther
is based on Security Protocol Description Language (SPDL) [42]. Scyther provides
a set of claims to test many security features e.g. secrecy of information, syn-
chronization, and authentication between communication partners. Providing syn-
chronization indicates that messages are sent and received in order and by the
intended parties. Moreover, it also indicates that the content of messages cannot be
modified. Scyther match functions acting as logical comparison are used to verify
integrity of message content [36, 42–44].

SMAPwas tested for secrecy of request, results, secret keys, and time stamps. It was
also tested for synchronization between vehicle platforms. A simple scenario of a
vehicle communication system was implemented in which three vehicle platforms are
simulated, representing the Owner vehicle platform (Owner-Vehicle) requesting
information and two other vehicle platforms (Vehicle,Vehicle2) that receive the request
and share their information with the Owner-Vehicle platform. Claims at Owner-
Vehicle, Vehicle, and Vehicle2 platforms are defined as shown in Fig. 4, which was
obtained from the output of the verification proof of Scyther for the defined claims. As
canbe seen, noattacksweredetected for all tested claims atOwner-Vehicle,Vehicle and
Vehicle2 platforms. Figure 5 shows the traced exchanged messages generated in
Scyther. Passing the tests proves the strength of the proposed protocol in protecting the
exchanged data.Next, a discussionof the results is shown and analyzed in details. Based
on results of Scyther test claims, the following security requirements are provided:

• Mutual Authentication: synchronization among vehicle platforms was tested and
proven to exist through the Non-injection synchronization (Nisynch) claims
shown in claim; i1, claim; i8 and claim; i14. Synchronization provides the
requirement of mutual authentication i.e. messages are sent and received by
intended partners, are in order and are unmodified, therefore, it can be stated that
SMAP provides mutual authentication between parties.

• Confidentiality: The test of secrecy claims presented in claim; i2 to claim; i7,
claim; i9 to claim; i13 and claim; i15 to claim; i20 check the confidentiality of
request, time stamps, output of request, private keys, and results exchanged
between parties. Passing these claims proves that.

• Integrity: the match logical compare and hash functions supported by Scyther,
are used to test the integrity of carried data i.e. the request, time stamps, and
results. The received hash is compared to hash newly generated from message
content and are checked for a match ensuring the integrity of the message.
Communication is only in case of a match, otherwise, the communication is cut.

• Authorization: exchanged data remains secret and access of data requires proper
decryption by a legitimate authorized partners. It was shown through claim; i7,
claim; i13 and claim; i20 that secret keys remain confidential. As a result, only
authorized parties can access message contents and hence providing protection
from unauthorized accesses.
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• Accountability and non-repudiation: signature of a party is used as an indication
of the message generator, therefore, any detected malicious action, and the party
can be traced and accounted for its malicious behavior. The secrecy of the
private keys was verified through claim; i7, claim; i13 and claim; i2. Ensuring
their secrecy no party can deny data sent by it, therefore, non-repudiation and
accountability are provided.

Fig. 4 Set of tested security claims in Scyther
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SMAP also provides protection from many security attacks. Protection from
replay attacks is covered due to the usage of time stamps that are ensured to be
secret and unchanged. Protection from MITM attacks is also provided; providing
synchronization and information confidentiality ensures that communication
between parties is secure and MITM attacks are detected. Moreover, parties cannot
masquerade as another due to the signatures use and ensured secrecy of secret keys,
hence, protection from masquerade attacks is provided as well. Modification attacks
are also covered. Any malicious modification of the data is detected due to the use
of hash integrity checks and assurance of synchronization.

In addition to all of that SMAP architecture, enables the fast retrieval of infor-
mation due to the fact that platforms send their results back as soon as they receive
the request and generate the results. Therefore, the user does not have to wait for
other vehicles to receive an initial response.

This feature is very important in vehicle communication systems because
sometimes the first car to receive the owner request about the condition of the road
might as well be aware of a close-by accident therefore, the owner vehicle is
informed a soon as possible and actions can be made faster. Moreover, unlike many

Fig. 5 Trace figures generated in Scyther
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other works proposed in the literature losing the MA does not necessarily indicate
the loss of all the collected data. It can be said that the system remains functional as it
receives results from platforms as soon as they are collected. Next, a comparison of
the security features provided by SMAP and other security protocols is presented.

5 Comparison with Related Work

A comparison between the proposed SMAP and other similar protocols in the
literature is carried out in this section. The criteria used for comparison is whether
the protocol provides the following security requirements: anonymity, authentica-
tion, authorization, accountability, confidentiality, integrity, and non-repudiation.
None of the proposed protocols in the literature provides availability, therefore, it is
not included the comparison figure. Figure 6 shows the detailed comparison. In the
figure Auth. represents authentication, Author. is authorization, Acc. is account-
ability, Conf. is confidentiality, Integ. is integrity and Non-rep. is non-repudiation.
As shown, most of the compared works passed two or three of the seven security
requirements, while [32] is found to provide five.

SMAP however, is the only protocol that provides six of the seven requirements.
It provides mutual authentication, authorization, accountability, confidentiality,
integrity, and non-repudiation. Another two important comparison factors are,
whether the protocol takes into consideration the effect of potential loss or killing of
an agent or the proposed protocol is verified by any other security verification tool.
These two factors are important because the first affects the system functionality

Fig. 6 Comparison of related protocols and SMAP
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and the other verifies the correctness of the proposed protocol. In the related work,
only [32, 35] consider agent loss by proposing the matrix hop and recovery method
respectively. Moreover, the only work that verified its proposed protocol is [18] that
was proven to withstand all simulated replay attacks in JADE, however, none of the
works used formal verification methods.

Due to SMAP’s enhanced multi-hop architecture, platforms send their results to
owner as soon as they are generated therefore, SMAP has limited consideration of
agent loss, in other words, loss of an agent at one stage does not necessarily indicate
the loss of the whole data however, and no further results will be received at the
owner platform. To further study the proposed protocol, a complexity analysis of
SMAP is carried out. SMAP performance is also compared to some related pro-
tocols. Details are in the next section.

6 Complexity Analysis of SMAP

To evaluate the performance of SMAP, the total number of operations is approx-
imated and compared to the other protocols. To give a fair comparison between
protocols, the widely accepted evaluation method used by Kuo et al. [15] is applied.
According to [15, 45], the computational cost of an asymmetric operation (A) is
equivalent to one point operation which is equivalent to 1000 symmetric operations
(S) and 10,000 hash operations (H). Therefore, every asymmetric, symmetric and
hash operation is evaluated as 1, 0.001 and 0.0001 point operations, respectively.

Besides SMAP, the total number of operations is approximated for the following
scheme [32, 27, 35, 23, 33]. The different schemes were evaluated for identical type
of operations. All schemes are assumed to use identical operations, 256 AES
symmetrical operations, 2048 RSA asymmetrical operations and 128-bit MD5 hash
function. These schemes are chosen because they are similar to the proposed
protocols in the sense that they are also based on cryptographic techniques. The
total number of operations depends on N, which is the number of platforms the MA
visits to collect results in a MAS. In Table 2, the total number of operations for each
scheme is calculated.

Table 2 Comparison of proposed protocols and related protocols based on the number of
operations

Scheme Total operations for system with N platforms

(Guan et al., 2007) [32] 11.0004 � N + 6.002

(Srivastava and Nandi, 2014) [27] 6.0205 � N + 4.0012

(Ouardani et al., 2007) [35] 12 � N

(Venkatesan et al., 2010) (XRC) [23] 3.0001 � N + 1.0001

(Geetha and Jayakumar, 2011) [33] 8.0003 � N + 2.0001

SMAP 9.0005 � N − 1.00001
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To evaluate the performance of protocols, the increase in the number of oper-
ations as the number of service provider’s N increases is studied. Figure 7 shows
the change in the total number of approximated operations as N increases. The key
point that affects performance is the number of asymmetrical operations as they
have the highest computational cost. The protocol in [35] is based on asymmetrical
operations only and protocol in [32] is based on asymmetrical and hash operations.
SMAP is ranked as the third protocols with the highest number of operations after
[35, 32]. The protocol in [23] is also, an asymmetrical based scheme, however, it
uses digital signature to provide integrity to agent’s code and protection from
non-repudiation attacks only. The protocol in [33] uses asymmetrical and hash
operations to provide four security requirements anonymity, confidentiality,
integrity, and non-repudiation. Moreover, the protocol performance is not only
dependent on N; it also depends on a number of trusted hosts that the MA visits
during its journey. To approximate the number of operations for this scheme we
assume that only one trust host is visited, therefore, the approximation represents
the minimum number of operations the system can have. The other scheme [27]
relies on the hybrid approach, as Fig. 7 shows, are more efficient. It has a lower
overall computational cost compared to the other schemes. However, the protocol
in [27] provides only two security requirements, confidentiality, and integrity only.
It is also vulnerable to replay attacks and does not consider the case of loss or
malicious killing of MA causing the system to lose all the data collected by the MA.

Despite the fact that SMAP is not the most efficient protocol in comparison with
other protocols in the literature, however, SMAP is the only one that provides six
security requirements, mutual authentication, authorization, integrity, confidential-
ity, accountability, and non-repudiation. In addition, it also provides protection
from different attacks such as replay, MITM, masquerade and repudiation attacks.

Fig. 7 Comparison in performance of SMAP and related work
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In SMAP, malicious killing of a MA in the system does not mean the loss of the
whole data. Taking all that into consideration, the number of operation overhead of
SMAP compared to the provided security features is considered acceptable. Next, a
simulation of a SMAP based vehicular communication system application is
presented.

7 Simulation

To verify the viability of SMAP, a scenario of a vehicular communication system
application that incorporates SMAP and MASs is simulated. In the application,
vehicles exchange important information about the state of the road such as con-
gestion information, possible accidents, weather information, the existence of
pedestrian crossing, and other useful information. Implementation was conducted
on the well-known JADE platform [37, 38]. To simulate the application, three
containers were created as the Main-Container, Container-1 and Container-2, as
shown in Fig. 8. Main-Container represents the owner vehicle platform while the
other containers are other vehicle platforms in the road. Both mobile and stationary

Fig. 8 Basic architecture of JADE setup
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agents are used. The Owner vehicle MA carries the request to the other nearby
vehicles. Other stationary agents residing in the owner vehicle are responsible for
receiving results from vehicles. Moreover, stationary agents reside at each vehicle
exist to communicate with Owner MAs, process the request, and provide results. At
the Main-Container, a copy of MA is created, Owner1.

The user request is carried to the different vehicles. Two stationary agents (V1
and V2) are created at each vehicle. Also, another two stationary agents (SA1 and
SA2) are created at Owner vehicle. Figure 9 shows the setup of platforms and
agents in JADE prior to the interaction process. JADE provides the user with the
option of sniffing messages exchanged between two parties. A sniffer agent,
mySniffer, is created at each container to trace interactions between the owner
agents and vehicle agents. Figures 10 and 11 show sniffed messages that are
exchanged between the owner MA and other vehicle agents during the process of
the user request and sending of results.

Figure 12 shows the results of a successful interaction between the owner and
other vehicles. The final results collected by MAs are printed to the user. The
implemented application incorporates SMAP to provide confidentiality, integrity,
mutual authentication, accountability, non-repudiation, and authorization. Also, the
implementation verified the feasibility of SMAP.

8 Conclusion

Development of vehicular communication systems has become the interest of many
researchers nowadays. To make use of such systems both, efficiency and security
should be ensured. In this paper, a novel secure MAS protocol SMAP for vehicular
communication systems is proposed. SMAP provides the basic fundamental

Fig. 9 Simulated containers and agents in JADE
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security requirements e.g. mutual authentication, authorization, integrity, confi-
dentiality, accountability, and non-repudiation. SMAP also provides protection
from many security attacks e.g. MITM, replay, masquerade, modification and
unauthorized access attacks. In SMAP, owner vehicles receive results as soon as
they are generated and therefore, providing fast information retrieval process.
Moreover, another important feature of SMAP is that loss of the MA does not
necessarily mean the loss of all the collected data, therefore the application func-
tionality is maintained in this way.

Security analysis and formal verification proved the viability of SMAP in pro-
viding the claimed security features. Furthermore, the complexity analysis of SMAP
showed that, despite the fact that SMAP is not the most efficient protocol compared
to others, however, the computational overhead of SMAP compared to the provided

Fig. 10 Traced exchanged messages in JADE part 1

Fig. 11 Traced exchanged messages in JADE part 2
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security features is considered acceptable. Simulation of a SMAP based vehicular
communication systems was implemented to prove the viability of SMAP. For
future work, we plan to enhance SMAP to provide anonymity to system users to
cover all the seven security requirements to provide a generic security protection.
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In Vivo Communication in Wireless Body
Area Networks

Hadeel Elayan, Raed M. Shubair and Nawaf Almoosa

1 Introduction

Wireless Body Area Networks (WBANs) are a new generation of Wireless Sensor
Networks (WSNs) dedicated for healthcare monitoring applications. The aim of
these applications is to ensure continuous monitoring of the patients’ vital param-
eters, while giving them the freedom of moving which results in an enhanced
quality of healthcare [1]. In fact, a WBAN is a network of wearable computing
devices operating on, in, or around the body. It consists of a group of tiny nodes
that are equipped with biomedical sensors, motion detectors, and wireless com-
munication devices [2]. Actually, advanced healthcare delivery relies on both body
surface and internal sensors since they reduce the invasiveness of a number of
medical procedures [3]. Electrocardiogram (ECG), electroencephalography (EEG),
body temperature, pulse oximetry (SpO2), and blood pressure are evolving as
long-term monitoring sensors for emergency and risk patients [4].

One attractive feature of the emerging Internet of Things (IoT) is to consider
in vivo networking for WBANs as an important application platform that facilitates
continuous wirelessly-enabled healthcare [5]. Internal health monitoring [6],
internal drug administration [7], and minimally invasive surgery [8] are examples of
the pool of applications that require communication from in vivo sensors to body
surface nodes. However, the study of in vivo wireless transmission, from inside the
body to external transceivers is still at its early stages. Figure 1 shows a modified
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network organization for interconnecting the biomedical sensors. The data is
basically not directly transferred from the biomedical sensors to the hospital
infrastructure. Indeed, sensors send their data via a suitable low-power and low-rate
in vivo communication link to the central link sensor (located on the body like all
other sensors). Any of the sensors may act as a relay between the desired and the
central link sensor if a direct connection is limited. An external wireless link
enables the data exchange between the central link sensor and the external hospital
infrastructure [4].

Wireless in vivo communication creates a wirelessly-networked cyber-physical
system of embedded devices. Such systems utilize real-time data to enable rapid,
correct as well as cost-conscious responses for surgical, diagnostic, and emergency
circumstances [3]. The crucial element that should be carefully regarded when
referring to in vivo communications is modeling the in vivo wireless channel. The
ability to understand the characteristics of the in vivo channel is fundamental to
achieve optimum processing and design effective protocols that enable the
arrangement of WBANs inside the human body [3].

This chapter surveys the existing research which investigates the state-of-art of
the in vivo communication. It also focuses on characterizing and modeling the
in vivo wireless channel and contrasting this channel with other familiar ones.
MIMO in vivo is also of interest since it significantly enhances the performance
gain and data rates. Finally, this chapter introduces in vivo nano-communication as
a novel communication paradigm. The rest of the chapter is organized as follows. In
Sect. 2, we present the state-of-art of in vivo communication. Conducted research
on in vivo channel characterization is provided in Sect. 3. The MIMO in vivo
system is described in Sect. 4. In vivo nano-communication is addressed in Sect. 5.
Finally, we draw our conclusions and summarize the chapter in Sect. 6.

Fig. 1 Simplified overview of the in vivo communication network
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2 State-of-Art of In Vivo Communication

In vivo communication is a genuine signal transmission field which utilizes the
human body as a transmission medium for electrical signals [9]. The body becomes
a vital component of the transmission system. Electrical current induction into the
human tissue is enabled through sophisticated transceivers while smart data
transmission is provided by advanced encoding and compression. Figure 2 shows
the main components of an in vivo communication link.

A transmitter unit permits sensor data to be compressed and encoded. It then
conveys the data by a current-controlled coupler unit. The human body acts as the
transmission channel. Electrical signals are coupled into the human tissue and
distributed over multiple body regions. On the other hand, the receiver unit is
composed of an analog detector unit that amplifies the induced signal and digital
entities for data demodulation, decoding, and extraction [4].

Developing body transmission systems have shown the viability of transmitting
electrical signals through the human body. Nonetheless, detailed characteristics of
the human body are lacking so far. Not a lot is known about the impact of human
tissue on electrical signal transmission. Actually, for advanced transceiver designs,
the effects and limits of the tissue have to be cautiously taken into consideration [4,
10]. The main requirements of an in vivo system include low power, low latency,
less complexity, robustness to jamming, reliability, and size compactness [11]. In
vivo communication is involved in a wide array of practical medical usages. For
instance, in vivo sensors are utilized in health monitoring applications in order to
keep track of glucose and blood pressure levels. In vivo actuators are also important

Fig. 2 In vivo communication for data transmission between sensors enabled by transmitter and
receiver units
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for implanted insulin pump as well as bladder controllers. Moreover, in vivo
technology is involved in both medical nanorobotic device communication and in
therapeutic nanoparticles employed in malignant tumor elimination processes. Such
distinctive communication can add an effective contribution in the development of
Prosthetics including artificial retina, cochlear implants and brain pacemakers for
patients with Parkinson’s disease.

2.1 Human Body Model

Research into in vivo communications primarily used the ANSYS HFSS [12]
Human Body Model software to conduct the simulations. This software is a
high-performance full-wave electromagnetic field simulator which enables the
complete electromagnetic fields prediction and visualization. Hence, important
parameters such as S-Parameters, resonant frequency, and radiation characteristics
of antennas can be computed and plotted. The human body is modeled as an adult
male body with more than 300 parts of muscles, bones and organs, having a
geometric accuracy of 1 mm and realistic frequency dependent material parameters.
The original body model only has the parameters from 10 Hz to 10 GHz. However,
the maximum operating frequency is increased to 100 GHz by manually adding the
values of the parameters to the datasets [13].

2.2 System Level Setup

To evaluate the Bit Error Rate (BER) performance of the in vivo communication, an
OFDM-based (IEEE 802.11n) wireless transceiver model operating at 2.4 GHz is
setup. This model implies varying different Modulation and Coding Schemes
(MCS) index values as well as bit rates in Agilent SystemVue for various in vivo
channel setups in HFSS. The system block diagram is shown in Fig. 3 [14].

Fig. 3 Block diagram of system level simulation with HFSS in vivo channel model
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3 In Vivo Channel Modeling and Characterization

The in vivo channel is a novel paradigm in the field of wireless propagation; thus, it
is very different when compared to other frequently analyzed wireless environments
such as cellular, Wireless Local Area Network (WLAN), and deep space [2].
Figure 4 illustrates the classic multi path channel and the in vivo multipath channel.

Basically, in an in vivo channel, the electromagnetic wave passes through var-
ious dissimilar media that have different electrical properties, as depicted in Fig. 4.
This leads to the reduction in the wave propagation speed in some organs and the
stimulation of significant time dispersion that differs with each organ and body
tissue [14]. This effect coupled with attenuation due absorption by the different
layers result in the degradation of the quality of the transmitted signal in the in vivo
channel.

The authors in [4] compare the characteristics of wireless technologies including
the WLAN, Bluetooth, Zig-bee, and active Radio Frequency Identification (RFID)
as shown in Table 1. Their aim is to seek a novel transmission technique for in vivo
communication which focuses on transmission power below 1 mW, data rates of
64 kbit/s, and the possibility for miniaturization to integrate the transceiver modules
into band-aids and implantable pills.

Fig. 4 Classic multi-path channel versus in vivo multi-path channel [3]

Table 1 Characteristics of wireless technologies [4]

Technology Frequency Data rate Transmission power
(mW)

Size

WLAN 2.4/5.1 GHz 54 Mbit/s 100 PC card

Bluetooth 2.4 GHz 723.1 kbit/s 1 PCB module

Zigbee 868 MHz 20 kbit/s 10 PCB module

Active RFID 134 kHz 128 bit/s <1 Pill

In vivo
communication

<1 MHz >64 kbits/s <1 Band-aid/pill
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In addition, since the in vivo antennas are radiating into a complex lossy
medium, the radiating near fields will strongly couple to the lossy environment.
This signifies that the radiated power relies on both the radial and angular positions;
hence, the near field effect has to be always taken into account when functioning in
an in vivo environment [15]. The electric and magnetic fields behave differently in
the radiating near field compared to the far field. Therefore, the wireless channel
inside the body necessitates different link equations [16]. It must be noted as well
that both the delay spread and multi-path scattering of a cellular network are not
directly applicable to near-field channels inside the body. The reason behind this is
the fact that the wavelength of the signal is much longer than the propagation
environment in the near field [17].

The authors in [3] used an accurate human body to investigate the variation in
signal loss at different radio frequencies as a function of position around the body.
They noticed significant variations in the Received Signal Strength (RSS) which occur
with changing positions of the external receive antenna at a fixed position from the
internal antenna [3]. Nevertheless, their research did not take into account the basic
characterization of the in vivo channel. In [11], the authors used an immersive visu-
alization environment to characterize RF propagation from medical implants. Based
on 3-D electromagnetic simulations, an empirical path loss (PL) model is developed in
[18] to identify losses in homogeneous human tissues. In [19], the authors carried out
numerical and experimental investigations of biotelemetry radio channels and wave
attenuation in human subjects with ingested wireless implants.

Modeling the in vivo wireless channel including building a phenomenological
path loss model is one of the major research goals in this field. A profound
understanding of the channel characteristics is required for defining the channel
constraints and the subsequent systems’ constraints of a transceiver design [4].

3.1 Path Loss

Path loss in in vivo channels can be investigated using either a Hertzian dipole
antenna or a monopole antenna. The authors in [17] carried out their study based on
Hertzian dipole in which path loss is examined with minimal antenna effects. The
length of the Hertzian dipole is so small resulting in little interaction with its
surrounding environment. The path loss can be calculated as

Path Loss ¼ 20 � log10
Ej jr¼0

Ej jr;h;/

 !
ð1Þ

where r represents the distance from the origin, i.e. the radius in spherical coor-
dinates, h is the azimuth angle and u is the polar angle. Ej jr;h;/ is the magnitude of
the electric field at the measuring point and Ej jr¼0 is the magnitude of electric field
at the origin.
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Due to the fact that the in vivo environment is an inhomogeneous medium, it is
mandatory to measure the path loss in the spherical coordinate system [17]. The
setup of this approach is depicted in Fig. 5 which includes the truncated human
body, the Hertzian dipole, and the spherical coordinate system.

The authors in [3] carried out their study based on monopole antenna. Actually,
monopoles are good choice of practical antennas since they are small in size, simple
and omnidirectional.

The path loss can be measured by scattering parameters (S parameters) that
describe the input-output relationship between ports (or terminals) in an electrical

Fig. 5 Truncated human body with a Hertzian dipole at the origin in spherical coordinate system
[17]

Fig. 6 Simulation setup by using monopoles to measure the path loss [17]
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system [3]. According to Fig. 6, if we set Port 1 on transmit antenna and Port 2 on
receive antenna, then S21 represents the power gain of Port 1 to Port 2, that is

S21j j2¼ Pr

Pt
ð2Þ

where Pr is the received power and Pt is the transmitted power. Therefore, we
calculate the path loss by the formula below

Path Loss ðdBÞ ¼ 20 log10 S21j j ð3Þ

Based on the simulations presented in [17], it can be observed that there is a
substantial difference in the behaviors of the path loss between the in vivo and free
space environment. In fact, significant attenuation occurs inside the body resulting
in an in vivo path loss that can be up to 45 dB greater than the free space path loss.
Fluctuations in the out-of-body region is experienced by the in vivo path loss. On
the other hand, free space path loss increases smoothly. The inhomogeneous
medium results as well in angular dependent path loss [17].

3.2 Comparison of Ex Vivo and In Vivo Channels

The different characteristics between ex vivo and in vivo channels are summarized
in [17] as shown in Table 2.

4 MIMO In Vivo

Due to the lossy nature of the in vivo medium, attaining high data rates with reliable
performance is considered a challenge [5]. The reason behind this is that the in vivo
antenna performance may be affected by near-field coupling as mentioned earlier and
the signals level will be limited by a specified Specific Absorption Rate (SAR) levels.
The SAR is a measurement of how much power is absorbed per unit mass of con-
ductive material, in our case, the human organs [20]. This measurement is limited by
the Federal Communications Commission (FCC) which in turns limits the transmis-
sion power [20].

4.1 Capacity of MIMO In Vivo

The MIMO in vivo system capacity is the upper theoretical performance limit that
can be achieved in practical systems, and can provide insight into how well the
system can perform theoretically and give guidance on how to optimize the MIMO
in vivo system [14].
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The achievable transmission rates in the in vivo environment have been simu-
lated using a model based on the IEEE 802.11n standard [21] because this
OFDM-based standard supports up to 4 spatial streams (4 � 4 MIMO). Owing to
the form factor constraint inside the human body, current studies are restricted to
2 � 2 MIMO.

The OFDM system can be modeled as:

Yk ¼ HkXk þWk; k ¼ 1; 2; . . .Ndata ð4Þ

where Yk;Xk;Wk 2 C2 denote the received signal, transmitted signal, and white
Gaussian noise with power density of N0 respectively at OFDM subcarrier k. The
symbol Ndata is the total number of subcarriers configured in the system to carry
data. The complex frequency channel response matrix at subcarrier k is denoted by
Hk 2 C2�2.

The SVD (Singular Value Decomposition) of Hk is given as:

Hk ¼ Uk

X
k

VH
k ð5Þ

Table 2 Comparison of ex vivo and in vivo channel [14]

Features Ex vivo In vivo

Physical wave
propagation

Constant speed
Multipath (reflection,
scattering and diffraction)

Variable speed
Multipath and penetration

Attenuation and
path loss

Lossless medium
Decreases inversely with
distance

Very lossy medium
Angular (directional) dependent

Directionality Propagation essentially
uniform

Propagation varies with direction
Directionality of antennas changes with
position.

Near field
communications

Deterministic near-field
region around the
antennas

Inhomogeneous medium
Near field region changes with angles and
position inside the body

Antenna gains Constant Gains highly attenuated

Power
limitations

Average and Peak Average, peak as well as SAR (specific
absorption ratio)

Shadowing Follows a log-normal
distribution

To be determined

Multipath
fading

Flat fading and
frequency-selective fading

To be determined

Wavelength The speed of light divided
by wavelength

kffiffiffi
er

p
f

at 2.4 GHz, average dielectric constant
er ¼ 35, which is roughly 6 times smaller than
the wavelength in free space
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where Uk; VH
k 2 C2�2 are unitary matrices, and

P
k is the nonnegative diagonal

matrix whose diagonal elements are singular values of
ffiffiffiffiffiffi
kk1

p
;
ffiffiffiffiffiffi
kk2

p
, respectively.

The system capacity for subcarrier k is [22]:

Ck ¼ E
X2
i¼1

log2 1þ kkiP
2N0BW

� �" #
ð6Þ

where P is the total transmit signal power of the two transmitter antennas, BW is the
configured system bandwidth in Hk, and E denotes expectation. In this chapter, only
time-invariant Gaussian channels will be considered. Hence, the expectation in the
capacity calculation will be ignored.

The total system capacity is calculated as:

1
Tsym

XNdata

k¼1

Ck ¼ ð BW
Ntotal

þ TGIÞ
XNdata

k¼1

Ck ð7Þ

where Tsym is the duration of each OFDM symbol, Ntotal is the total number of
subcarriers available in bandwidth BW, and TGI is the guard interval.

4.2 Results of MIMO In Vivo

The authors in [14] analyzed the Bit Error Rate for a MIMO in vivo system. By
comparing their results to a 2 � 2 SISO in vivo, it was evident that significant
performance gains can be achieved when using a 2 � 2 MIMO in vivo. This setup
allows maximum SAR levels to be met which results in the possibility of achieving
target data rates up to 100 Mbps if the distance between the transmit (Tx) and
receive (Rx) antennas is within 9.5 cm [20]. Figure 7 demonstrate the simulation
setup that shows the locations of the MIMO antennas. Two Tx antennas are placed
inside the abdomen while two Rx antennas are placed at different locations inside
the body at the same planar height [14].

The antennas used in Fig. 7 are monopole antennas designed to operate at the
2.4 GHz ISM band in their respective medium which is either free space for the
ex vivo antennas or the internal body for the in vivo antennas [14]. For the in vivo
case, the monopole’s performance and radiation pattern varies with position and
orientation inside the body; therefore, the performance of the in vivo antenna is
strongly dependent on the antenna type [3, 15].

Further, in [5], it was proved that not only MIMO in vivo can achieve better
performance in comparison to SISO systems but also considerably better system
capacity can be observed when Rx antennas are placed at the side of the body.
Figure 8 compares the in vivo system capacity for front, right side, left side, and back
of the body. In addition, it was noticed that in order to meet high data rate require-
ments of up to 100 Mbps with a distance between the Tx and Rx antennas greater than
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12 cm for a 20 MHz channel, relay or other similar cooperative networked commu-
nications are necessary to be introduced into the WBAN network [5].

4.3 Applications of MIMO In Vivo

One prospective application for MIMO in vivo communications is the MARVEL
(Miniature Anchored Remote Videoscope for Expedited Laparoscopy) [23].

Fig. 7 Simulation setup showing locations of MIMO antenna [14]

Fig. 8 2 � 2 MIMO and SISO in vivo system capacity comparison [5]
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MARVEL is a wireless research platform for advancing MIS (Minimally Invasive
Surgery) that necessitates high bit rates (� 80–100 Mbps) for high-definition video
transmission with low latency during surgery [24].

5 In Vivo Nano-Communication

Nanotechnology opens the door towards a new communication paradigm that
introduces a variety of novel tools. This technology enables engineers to design and
manufacture nanoscale electronic devices and systems with substantially new
properties [25]. These devices cover radio frequencies in the Terahertz (THz) range
and beyond, up to optical frequencies. The interconnections of nanodevices build
up into nanonetworks enabling a plethora of potential applications in the biomed-
ical, industrial, environmental and military fields.

In vivo nanosensing systems [26], which can operate inside the human body in
real time, have been recently proposed as a way to provide faster and more accurate
disease diagnosis and treatment than traditional technologies based on in vitro
medical devices. However, the sensing range of each nanosensor is limited to its
close nano-environment; thus, many nanosensors are needed to cover significant
regions or volumes. Moreover, an external device and user interaction are necessary
to read the actual measurement. By means of such communication, nanosensors
will be able to overcome their limitations and expand their applications [27].
Indeed, nanosensors will be able to transmit their information in a multi-hop fashion
to a gateway or sink, react to instructions from a command center, or coordinate
between them in case that a joint response to an event or remote command is

Fig. 9 In vivo nanosensor network inside a blood vessel [28]
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needed. For instance, Fig. 9 shows several in vivo nanosensors that communicate as
they travel through a blood vessel.

A number of challenges exist in the creation of in vivo nanosensor networks,
which range from the development of nano-antennas for in vivo operation to the
characterization of the intra-body channel environment from the nanosensor per-
spective [28].

In order to develop in vivo wireless nanosensor networks (iWNSNs), plasmonic
nano-antennas for intra-body communication must be utilized [29]. In addition, a
new view on intra-body channel modeling must be presented. In traditional channel
models, the human body is modeled as a layered material with different perme-
abilities and permittivities. However, from the nanosensor perspective, and when
operating at very high frequencies, the body is a collection of different elements
(cells, organelles and proteins, among others), with different geometry and
arrangement, as well as different electrical and optical properties. Further, coupling
and interference effects among multiple nanosensors must be investigated and
utilized at the basis of novel protocols for iWNSNs. The very high density of
nanosensors in the envisioned applications results in non-negligible interference
effects as well as electromagnetic coupling among nano-devices [28].

The future vision of in vivo networks entails the distribution of nano-machines
that will patrol in the body, take measurements wherever necessary, and send
collected data to the outside [30]. As a result, the development process and the
operation of these devices invoke careful measures and high requirements.
Moreover, it is important to understand in-body propagation at THz, since it is
regarded as the most promising band for electromagnetic paradigm of
nano-communication. Actually, the THz Band (0.1–10 THz) is envisioned as a key
technology that satisfies the increasing demand for higher speed wireless com-
munication. THz communication alleviates the spectrum scarcity and capacity
limitations of current wireless systems, and hence enables new applications both in
classical networking domains as well as in novel nanoscale communication para-
digms. Nevertheless, a number communication challenges exist when operating at
the THz frequency such as propagation modeling, capacity analysis, modulation
schemes, and other physical and link layer design metrics [30].

6 Conclusion

This chapter provided an overview of the in vivo communication and networking.
The overview focuses on the state of art of the in vivo communication, the in vivo
channel modeling and characterization, and the concept of MIMO in vivo. The
chapter also addresses in vivo nano-communication which is considered a novel
communication paradigm that is going to revolutionize the concept of wireless body
area networks. However, several challenges exist which open the door towards
further research in this genuine field.
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Achieving Spectral and Energy Efficiencies
in Smart Cities Multi-cell Networks

Bilal Maaz, Kinda Khawam, Samer Lahoud, Jad Nasreddine
and Samir Tohme

1 Introduction

Mobile communication is considered as one of the building blocks of smart cities,
where citizens should be able to enjoy telecommunications services wherever they
are and whenever they want in a secure and non-costly way. This can be done by
dense deployment of broadband mobile systems such as Long Term Evolution
(LTE) and its successors. This dense deployment will lead to higher energy con-
sumption, and thus more gas emission and pollution. Therefore, it is crucial from
environmental point of view to reduce the energy consumption. In this context, the
focus of this chapter is to introduce radio resource management methods that
increase energy efficient, and thus reduce pollution and power wastage. Most of the
work that tackles the problem of energy efficiency in cellular networks considers the
case of one single cell. In this chapter, we propose a game theoretical approach for
the problem of energy efficiency in multicell LTE networks. We address the
problem of ICIC in the downlink of LTE OFDMA-based systems, where the power
level selection for frequency subcarriers is portrayed as a non-cooperative game in
the context of self-organizing networks. The existence of Nash equilibriums
(NEs) for the modeled game shows that stable power allocations can be reached by
selfish eNBs. To attain these NEs, we propose a decentralized algorithm based on
Best Response dynamics. In order to evaluate our proposal, we compare the
obtained results to an optimal global Coordinated Multi-Point (CoMP) solution
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where a central controller is the decision maker. Numerical simulations assessed the
good performance, in terms of throughput and energy efficiency, of the proposed
distributed approach in comparison with the centralized approach.

2 The Network Model

We consider an LTE network comprising a set of eNBs denoted by J. We focus on
the downlink in this chapter. The time and frequency radio resources are grouped
into time-frequency Resource Blocks (RBs). An RB is the smallest radio resource
unit that can be scheduled to a mobile user. Each RB consists of Ns OFDM symbols
in the time dimension and Nf sub-carriers in the frequency dimension (in LTE
Ns = 7 and Nf = 12 in the most common configuration). The set of RBs is denoted
by K, and the set of users is denoted by I. We consider the Single Input Single
Output (SISO) technology in this chapter and we will consider Multi Input Multi
Output (MIMO) technology in a future work. In the following, we make the fol-
lowing assumptions:

• We consider a fixed cell assignment and we don’t consider mobility in our
network model, each user typically compares the received signal power from
each eNB and chooses to connect to the eNB with the strongest signal.

• In order to evaluate the maximum system performance, we consider permanent
downlink traffic where each eNB has persistent traffic towards its users. We also
assume that all RBs are assigned on the downlink at each scheduling epoch.

• We adopt the widely used Proportional Fair (PF) scheduler for serving active
users. Symbols and variables used within this chapter are defined in Table 1.

The power consumption of eNB j 2 J is modeled as a linear function [1] of the
average transmit power per site as: pj ¼ p1j pj þ p0j : where pj and pj denote the
average consumed power by eNB j and its transmit power, respectively. The
coefficient p1j accounts for the power consumption, that scales with the transmit
power due to radio frequency amplifier and feeder losses.

Table 1 Sets, parameters and variables in the chapter

Variables Signification Variables Signification

J Set of eNBs pjk Transmit power of eNB j on RB k

I Total set of users hik Percentage of time user i is associated
with RB k

K Set of Resource
blocks

Gijk Channel power gain (user i on RB k on
eNB j)

N0 Noise power qijk SINR of user i associated eNB j served
on RB k

I(j) Set of users associated
to eNB j

ajk Interference impact on RB k of eNB
j among other eNBs
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The coefficient p0j models the power consumed independently of the transmit
power due to signal processing and site cooling. The transmit power of each eNB is
allocated to resource blocks serving the users in the network. The total transmit
power of eNB j is the sum of the transmit power on each RB k 2 K : pj ¼P

k2K pjk: The total power consumed by any eNB j is given by:

Pj ¼ p1j
X
k2K

pjk þ p0j : ð1Þ

Given user i associated with eNB j ði:e: i 2 IðjÞÞ, the signal-to-interference-
plus-noise-ratio (SINR) of this user when served on RB k is given by:

qijk ¼
pjkGijk

N0 þ
P

j0 6¼j pj0kGij0k
ð2Þ

where Gijk is the path gain of user i on resource block k on eNB j (i.e. the average
path gain over the sub-carriers in the resource block), and N0 is the noise power,
which is, without loss of generality, assumed to be the same for the all users on all
resource blocks.

Assuming a proportional fairness service by each eNB on each resource block,
the system utility function is given by what follows:

UðhÞ ¼
X
j2J

X
i2IðjÞ

g IðjÞj jð Þ
IðjÞj j

X
k2K

log qijk
� �

¼
X
j2J

X
i2IðjÞ

X
k2K

g IðjÞj jð Þ
IðjÞj j log

pjkGijk

N0 þ
P

j0 6¼j pj0kGij0k

 !
:

ð3Þ

where g IðjÞj jð Þ ¼P IðjÞj j
s¼1 1=s; as we consider the PF scheduler with a fast varying

fading channel (Rayleigh fading). In the following sections we will provide solution
for the problem of maximizing the above mentioned utility function.

3 Centralized Power Control Approach

We cast hereafter the centralized power control problem:

PðpÞ : maximize
p

X
j2J

X
i2IðjÞ

X
k2K

g IðjÞj jð Þ
IðjÞj j log

pjkGijk

N0 þ
P

j0 6¼j pj0kGij0k

 !
ð4aÞ
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Subject to
X
k2K

pjk � pmaxj ; pminj � pjk; 8 k 2 K:8 j 2 J ð4bÞ

Problem (4a, b) is non-linear and apparently difficult, non-convex optimization
problem. However, it can be transformed into a convex optimization problem in the
form of geometric programming by performing a variable change p̂jk ¼ logðpjkÞ
and defining N̂0 ¼ logðN0Þ and Ĝijk ¼ logðGijkÞ. The resulting optimization prob-
lem deemed Pðp̂Þ is given by the following:

Pðp̂Þ : maximize
p

Ujðp̂Þ;with Ujðp̂Þ

¼
X
j2J

X
i2IðjÞ

X
k2K

g IðjÞj jð Þ
IðjÞj j log pjk

� �þ log Gijk
� �� log N0 þ

X
j0 6¼j

pj0kGij0k

 ! !

¼
X
j2J

X
i2IðjÞ

X
k2K

g IðjÞj jð Þ
IðjÞj j p̂jk þ bGijk � log N0 þ

X
j0 6¼j

exp log pj0kGij0k
� �� � ! !

¼
X
j2J

X
i2IðjÞ

X
k2K

g IðjÞj jð Þ
IðjÞj j p̂jk þ bGijk � log exp bN0

� �
þ
X
j0 6¼j

exp p̂j0k þ bGij0k

� � ! !
:

ð5aÞ

Subject to log
X
k2K

exp p̂jk
� � !

� log pmaxj

� �
� 0; 8 j 2 J; k 2 K: ð5bÞ

�p̂jk þ log pminj

� �
� 0; 8 j 2 J; k 2 K: ð5cÞ

Proposition 3.1 The resulting optimization problem Pðp̂Þ is convex and hence can
be efficiently solved for global optimality even with a large number of users.

Proof The first term of the objective is a linear function, thus concave (and con-
vex). The second term contains log-sum-exp expression which is convex. The
opposite of the sum of convex functions being concave, this completes the proof of
the concavity of the objective function. As for the new constraints: constraints (5b)
are convex by virtue of the properties of the log-sum-exp functions and (5c) are
linear function and hence convex.
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4 Distributed Power Control Approach

Although optimal, a central power allocation is complex and necessitates having
recourse to a central control that harvest signaling information from eNBs to
allocate power optimally. We turn here to distributed schemes to diminish com-
plexity at the cost of slow convergence time and lower performance.

Here, we propose a cooperative algorithm that makes profit from the X2 inter-
face between neighboring eNBs in LTE, Any local optimum p� of the centralized
convex problem (5a, b, c) must satisfy the KKT conditions, i.e. there exist unique
Lagrange multipliers 8 j 2 J such that: Any local optimum p� of the centralized
convex problem (5a, b, c) must satisfy the Karush-Kuhn-Tucker (KKT) conditions,
i.e. there exist unique Lagrange multipliers 8j 2 J such that:

@Ujðp̂Þ
@p̂jk

þ
X
l 6¼j

@Ulðp̂Þ
@p̂jk

¼ lj � kkj ; 8 k 2 K: ð6aÞ

lj: logðPmax
j Þ � log

X
k2K

exp p̂jk
� � ! !

¼ 0: ð6bÞ

kkj : p̂jk � logðpminj Þ
� �

¼ 0; 8 k 2 K: ð6cÞ

lj � 0 and kkj � 0; 8 k 2 K: ð6dÞ

We come back to the solution space in p instead of p̂. In particular, we have
what follows:

@UjðpÞ
@pjk

¼ @p̂jk
@pjk

@Ujðp̂Þ
@p̂jk

¼ 1
pjk

@Ujðp̂Þ
@p̂jk

:

Accordingly, we obtain the following set of equations:

pjk:
@UjðpÞ
@pjk

þ
X
l6¼j

@UlkðpÞ
@pjk

 !
¼ lj � kkj ; 8 k 2 K: ð7aÞ

lj: Pmax
j �

X
k2K

pjk

 !
¼ 0: ð7bÞ

kkj : pjk � pminj

� �
¼ 0; 8 k 2 K: ð7cÞ
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lj � 0 and kkj � 0; 8 k 2 K: ð7dÞ

Using the KKT conditions, we give a decomposition of the original problem into
Jj j subproblems. Following [2] we define the interference impact Iijk for user i as-
sociated to BS j on RB k such as:

Iijk p�j
� � ¼X

l 6¼j

plkGilk þN0; 8 i 2 IðjÞ: ð8Þ

Further, we define the derivative of Uijk ¼ g IðjÞj jð Þ
IðjÞj j log pjkGijk

N0 þ
P

j0 6¼j
pj0kGij0k

� �
relative

to the interference impact as follows:

@Uijk

@Iijk
¼ g IðjÞj jð Þ

IðjÞj j
�1
Iijk

:

Using (8), condition (7a) can be re-written as:

pjk
@Ujk

@pjk
�
X
l 6¼j

X
k2K

X
i2IðlÞ

g IðjÞj jð Þ
IðjÞj j

Gijk

Iijk

0
@

1
A ¼ lj � kkj ; 8 k 2 K; 8 j 2 J: ð9Þ

Given fixed interference and fixing the power profile of any eNB except eNB j, it
can be seen that (9) and conditions (7b–d) are the KKT conditions of the following
optimization sub-problems 8 j 2 J :

maximize
pj

Vj pj; p�j
� �

¼
X
k2K

X
i2IðjÞ

g IðjÞj jð Þ
IðjÞj j log

pjkGijk

N0 þ
P

j0 6¼j pj0kGij0k

 !
�
X
k2K

pjkajk:
ð10aÞ

Subject to :
X
k2K

pjk � pmaxj ; pminj � pjk; 8 k 2 K: ð10bÞ

where ajk is the interference impact on RB k of eNB j on other eNBs, and given by:

ajk ¼
X
l 2 J
l 6¼ j

X
i2IðlÞ

g IðjÞj jð Þ
IðjÞj j

Gijk

P
j0 2 J
j0 6¼ l

pj0kGij0k þN0

0
B@

1
CA
: ð11Þ
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However, we choose to replace ajk by �ajk ¼ ajk
Jj j, which is the mean interference

impact on RB k inflicted by eNB j on other eNBs. Hence, we formulate a new
non-cooperative game G0 ¼ J; S;V

� 	
; where:

Vj pj; p�j
� � ¼X

k2K

X
i2IðjÞ

Uijk � �ajkpjk

0
@

1
A; 8 j 2 J: ð12Þ

The first term of the new utility function
P

i2IðjÞ Uijk is a non-decreasing function
in pjk while the second term ��ajkpjk is decreasing in pjk; which permits to strike a
good balance between spectral efficiency and energy efficiency. Hence, the higher is
the mean interference harm inflected on neighboring eNBs on a given RB k, the
lower will be the chosen power amount pjk.

For every j, Vj is concave w.r.t. pj and continuous w.r.t. pl; l 6¼ j. Hence, a Nash
Equilibrium (NE) exists [3]. Furthermore, the game at hand is super-modular. In
fact, the strategy space Sj is obviously a compact convex set of ℝk, while the
objective function of any eNB j is super-modular [4]:

@Vjk

@plk@pjk

¼
X
s 2 J

s 6¼ fj; lg

X
i2IðsÞ

g IðsÞj jð Þ
Jj j IðsÞj j

GijkGilkP
j02J;j0 6¼s pj0kGij0k þN0

� �2 1� GijkpjkP
j02J;j0 6¼s pj0kGij0k þN0

� �
0
@

1
A� 0:

8 l 2 J � fjg and 8 k 2 K; as we can fairly assume with at least 6 neighboring
eNBs for any eNB s that GijkpjkP

j02J;j0 6¼s
pj0kGij0k þN0

� �\1:

As we proved that we are in presence of a super-modular game, we know that a
Best response algorithm enables attaining the NEs. The main idea behind this
algorithm is for each eNB j to iteratively solve the optimization problem in (10a, b)
given the current interference impact and power profile of the other eNBs and then
to recalculate the corresponding interference impact until convergence. Formally,
we summarize this as follows:

1. Each eNB j chooses an initial power profile pj satisfying the power constraint.
2. Using (11), each eNB j calculates the mean interference price vector �aj given the

current power profile and announces it to other eNBs.
3. At each time t, one eNB j is randomly selected to maximize its payoff function

Vj pj; p�j
� �

and update its power profile, given the other eNBs power profiles
p�j and price vectors, i.e., pjðtþ 1Þ ¼ argmaxpj2Sj Vj pj; p�jðtÞ

� �
.
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4.1 The Power Expression at Equilibrium

We begin by solving the unconstrained convex optimization problem
maxpj Vj pj; p�j

� �
: Then, to obey the bounding constraints on power levels, any

eNBs j must do locally a projection step in order to get back to the feasible region
defined by Sj. The optimal values of the unconstrained problem are either on the
boundaries of the strategy space or resulting from the following derivation
8 j 2 J; 8 k 2 K :

@Vj pj; p�j
� �
@pjk

¼ 0 ) ð13aÞ

p2jk:
X
l6¼j

X
i2IðlÞ

G2
ijkClBjl

0
@

1
Aþ pjk:

X
l 6¼j

X
i2IðlÞ

GijkAikCl 2Bjl � 1
� �0

@
1
Aþ

X
j6¼j

X
i2IðlÞ

ClA
2
ik

¼ 0

ð13bÞ

where

Cl ¼ g IðjÞj jð Þ
Jj j IðjÞj j ;Bjl ¼ g IðjÞj jð Þ

g IðjÞj jð Þ and Aik ¼
X
j0 2 J

j0 6¼ fj; lg

pj0kGij0k þN0

0
BBBB@

1
CCCCA:

Consequently, pjk is the solution of the second degree equation in (13b). After
obtaining the various spjk, the projection algorithm 1 is run by every eNB j at each
iteration as follows:
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Algorithm 1 Projection algorithm for eNB j
1: procedure POWERPROJECTION ( )
2: S(K) SORTINDECREASINGORDER(K)
3: for all do
4: if then
5:
6: end if
7: end for
8: if then

9:

10:
11:
12: for all do
13: if then
14:
15: end if
16: end for
17: end if
18: Return 
19: end procedure

5 Performance Evaluation

We consider a Bandwidth of 5 MHz with 25 RBs in a 9 hexagonal cells network,
the number of UE ranging from 4 to 14 per eNB uniformly distributed in any cell.
Further, we consider the following parameters listed in the 3GPP technical speci-
fications TS 36.942 [5]: the mean antenna gain in urban zones is 12 dBi
(900 MHz). Transmission power is 43 dBm (according to TS 36.814) which cor-
responds to 20 W (on the downlink). The eNBs have a frequency reuse of 1, with
W = 180 kHz. As for noise, we consider the following parameters: user noise
figure 7.0 dB, thermal noise −104.5 dBm which gives a receiver noise floor of
pN = − 97.5 dBm.

In this chapter, we conducted preliminary simulations in a Matlab simulator,
where various scenarios were tested to assess the performances of the power control
schemes.
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For each approach, 25 simulations were run, where in each cell a predefined
number of users is selected; users’ positions were uniformly distributed in the cells.
For each simulation instance, the same pool of RBs, users and pathloss matrix are
given for both algorithms.

In Fig. 1, we can see the similarity of power economy efficiency between the
centralized algorithm and the semi-distributed algorithm. Both power control
schemes permit a considerable power economy in comparison with the Max Power
policy, that uses full power Pj

max for each eNB, as we can see in Fig. 1 where the
power economy percentage for all eNBs vary from 55 to 65% in comparison with
the Max power policy, which is a sensible power economy.

In fact, the existence of the power cost �Pk2K pjk�ajk in the utility function (12),
diminishes the selfishness of eNBs that are tempted to transmit at full power on all
RBs.

This power economy is obtained while maintaining good performances as we
can see in Fig. 2 where the utility function in (3) is depicted as a function of the
number of users for the centralized algorithm and the semi-distributed algorithms.

In Fig. 3, we report the mean convergence time per eNBs for the
semi-distributed algorithm for various scenarios. We note that each eNBs attains in
average the NE within 19–27 iterations. At each iteration, one eNB is randomly
selected to maximize its payoff function given in (13). The iteration period coin-
cides with one TTI (Transmit Time Interval), which equals 1 ms in LTE.

We noted during the extensive simulations conducted, that the power levels
attain 90% of the values reached at convergence in less than 8 iterations. We
represented in Fig. 4 the power distribution of 25 RBs for an eNB selected ran-
domly and for which convergence time was equal to 22 iterations. Low conver-
gence time in conjunction with high performances is an undeniable asset for our
semi-distributed schemes.

The Decentralized algorithms can adapt to fast changes of network state though
it is difficult to avoid converging to local optimum. It turns out that even though the
distributed game results are sub-optimal, the low degree of system complexity and

Fig. 1 Percentage of power economy as a function of the number of users for centralized and
semi-distributed versus Max power algorithms
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the inherent adaptability make the decentralized approach promising especially for
dynamic scenarios. The fast convergence time, the near optimal results and the
lower complexity degree of the semi-distributed approach makes it a very attractive
solution.

Fig. 2 Utility function as function of the number of users for centralized and semi-distributed

Fig. 3 Total convergence time by eNBs as function of the number of users for semi-distributed
algorithm

Fig. 4 Power distribution by RBs before reaching convergence for semi-distributed algorithm
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6 Conclusion

In this chapter, the power levels are astutely set as part of the LTE Inter-cell
Interference coordination process in smart cities. We proposed a non-cooperative
game and a best response algorithm to reach the NEs of the portrayed game. This
semi-distributed algorithm astutely and efficiently set the power levels with rela-
tively low convergence time. Numerical simulations assessed the good perfor-
mances of the proposed approach in comparison with the optimal centralized
approach. More importantly, considerable power economy and signaling opti-
mization can be realized.
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Maximization of Social Welfare
in Deregulated Electricity Markets
with Intermediaries

Ryo Hase and Norihiko Shinomiya

1 Introduction

The structure of electricity markets has changed in the world recently. In many
countries, regulated electricity markets with the vertically integrated business
structure have been considered first to supply electricity safely. However, the
regulated electricity markets have some issues on the transparency of electricity
prices due to the centralized structure in which there are only a few suppliers [1]. To
solve the issues, the competition between electricity suppliers has been integrated
into the electricity markets. Development of electricity management techniques
using ICT has also changed the structure of electricity markets [2]. Entering elec-
tricity markets becomes easier than ever by exploiting smart meters, which enable
suppliers to measure and collect the electricity consumption of each consumer via
information networks. Increasing participants make the market structure more
complicated; hence, previous methods to examine centralized markets cannot be
applied to deregulated markets [3]. Nevertheless, characteristics of deregulated
markets should be examined carefully before the deregulation. In fact, insufficient
examination caused California electricity crisis in 2001.

For those reasons, numerous kinds of research have been conducted to examine
characteristics of the electricity markets [4]. There are especially various papers
focusing on efficiency, which can be examined by social welfare that is the total of
payoffs of all market participants. Swami considers social welfare maximization in
electricity markets with considering congestion of transmission lines [5]. Dong et al.
build an optimization model for demand response considering generation capacity and
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electricity demands in smart grids [6]. Yamamoto et al. proposes a pricing mechanism
for multi-regional electricity trades for smart grids [7]. In [8], we proposed an algo-
rithm to find optimal matching in an electricity market model based on network
market, which is proposed in [9]. However, these papers have not focused on elec-
tricity retailers, because the previous market models contain only suppliers and con-
sumers, not a retailer. In [10], Babic notes advantages of an agent-based modeling
technique for electricity retail markets; however, no characteristics regarding retailers
are demonstrated in the paper. Kleinberg et al. consider optimal price setting on a
tripartite graph by exploiting a game theoretical approach to model activities of
retailers in network markets [11]. Nevertheless, the method cannot deal with a
multi-unit commodity such as electricity because it is assumed that market participants
trade only a single commodity. Besides, Nava introduces the competition model
utilizing network flows in oligopolistic markets [12]. Even though the model can cope
with retailers dealing with multi-unit commodities, the role of each participant is
eventually determined by equilibrium in the model. Therefore, the model cannot be
applied for electricity markets because the roles of participants in electricity markets
are determined before equilibrium prices are discovered.

This chapter presents algorithms to determine prices and efficient trades in an
electricity market model with agents including electricity retailers. In this paper, we
formulated a determination problem for efficient electricity trades on a static market
model coping with electricity as a multi-unit commodity. To solve that problem, we
constructed algorithms to choice electricity trades in the market model by integrating a
similar price setting mechanism proposed in [11] and unsplittable flows [13].
Simulation results show efficiency by examining the social welfare of determined
electricity trades. This chapter is structured as follows. Section 2 introduces our
electricity market model. Section 3 explains a price setting game for the electricity
market model. Section 4 proposes objective functions to consider social welfare
maximization. Section 5 defines an evaluation metric for electricity trades determined
the objective functions. In Sect. 6, two algorithms to determine electricity trades are
presented. Section 7 shows simulation results, and Sect. 8 concludes this chapter.

2 Market Model with Three Types of Agents

This section presents an agent model representing deregulated electricity markets.

2.1 Network Representing Agent Model

Our market model is denoted by tripartite network G ¼ S[B[T ;Að Þ. G is com-
posed of three types of agents: buyer bj 2 B 1� j� Bj jð Þ, seller si 2 S 1� i� Sj jð Þ,
and trader tk 2 T 1� k� Tj jð Þ. Arc set A contains arcs denoted by ðsi; tkÞ or ðtk; bjÞ
due to the following three constraints. First, since G is a tripartite network, each arc
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in G must connect two nodes that are not belonging to the same types of nodes each
other. Second, bj must be provided electricity from tk . Third, tk must purchase
electricity from si.

2.2 Supposed Participants Assigned to Agent Model

In this chapter, an agent model represents a day-ahead electricity market in which
electricity prices are determined hourly or half hourly. Supposed market partici-
pants are the following four types: the public utility, independent power producers,
retailers, and consumers. These participants are described by agents explained in
Sect. 2.

• Public utility PU conducts electricity generation and supply. The PU is a large
firm that has conducted electricity generation and supply to consumers since the
market was regulated. In the deregulated market, the PU can purchase electricity
from the other generators. The PU is denoted by a pair of seller and trader.

• Retailer Ry 2 R 1� y� Rj jð Þ conducts electricity trades with generators and
consumers. A retailer is described by one pair of a trader and a seller if the
retailer has its own generator. Otherwise, one trader denotes a retailer.

• Independent power producer IPPz 2 IPP 1� z� Sj j � Rj j � 1ð Þ has its own
generator to provide wholesale electricity. An IPP is assigned to one of the
sellers, and it can supply electricity to any retailers and the PU.

• Consumer Cj 2 C is an end-user of electricity. A consumer purchases electricity
from one of the best suppliers (the PU and retailers) connected to the consumer.
The consumer is assigned to one of the buyers.

The market model has only one PU, which had previously existed in an elec-
tricity market before deregulation. Besides, the market model contains some IPP
and retailers that have newly joined to the market after deregulation. The number of
the newly joining participants is not restricted in our model. As noted above, the
four types of participants are denoted by agent si; bj; and tk explained in Sect. 2.1.
Figure 1 shows an example of an electricity market model consisting of the four
types of participants. The model has one PU, two IPP, two retailers, and ten
consumers. The model has arcs between the PU and all consumers. To describe
deregulated markets, each consumer in our model must be connected with one or
more retailers. In our model, retailer tk is connected to each consumer with the
probability represented by probðtk; bjÞ 2 ½0; 1�. Thus, all arcs between retailers and
a consumer are constructed if prob ðtk; bjÞ ¼ 1.
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2.3 Supply Capacity and Demand of Electricity Flow

In the electricity market model, each seller has supply capacity csi , and each buyer
has demand dbj . In our model, network flow is utilized to describe electricity flow.
This kind of problem is similar to generalized assignment problem explained in
[14]. Integer xba denotes the quantity of electricity flow on arc ðb; aÞ. Lower bound
and upper bound of xba is represented by lbba and ubba respectively. If xba [ 0,
electricity currents on ðb; aÞ; otherwise, there is no electricity flow on ðb; aÞ. si can
supply electricity flow up to csi , and there is no electricity flow if si does not trade
any electricity. Hence, lbsitk ¼ 0, and ubsitk ¼ csi . Besides, bj requires dj units of
electricity, and this demand must be satisfied. Therefore, flow constraints on ðtk; bjÞ
are denoted by lbtkbj ¼ dbj and ubtkbj ¼ dbj . Figure 2 indicates these capacity con-
straints on electricity flow on a market model.

Our model utilizes unsplittable flow to denote electricity trades. In Fig. 3, both
s1 � t1 � b1 and s1 � t2 � b1 are s1 � b1 paths. The flow is called splittable flow if
both of the paths supply b1 with electricity. Only s1 � b1 path, however, must be
selected because no buyer can purchase electricity from more than one trader in our
model. The electricity flow is called unsplittable flow if only one s1 � b1 path
provides b1 with electricity. s1 � b1 path through tk is represented by

xtksibj ¼ 1 xsitk [ 0\ xtkbj [ 0
� �

;
0 xsitk ¼ 0[ xtkbj ¼ 0

� �
:

�

Fig. 1 An example of an
agent model with four types
of market participants

Fig. 2 Flow constraints on
arks
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3 Price Setting Game on the Market Model

As in [11], prices offered by traders in the model are determined by a price setting
game. In the market model, each seller and buyer has valuation, which describes the
utility for trading one unit of electricity. vbj indicates the valuation of bj for pur-
chasing one unit of electricity. vsi denotes the valuation of si for supplying one unit
of electricity. The sets of each valuation are defined by

vs ¼ vsi jsi 2 S; vsi [ 0f g; vb ¼ vbj jbj 2 B; vbj [ 0
� �

:

Electricity trades are conducted between seller si and buyer bj via trader tk.
About a trade dealing with one unit of electricity, trade value is distributed to si; bj;
and tk as the payoff of each of them. Because we assume that costs for supplying
electricity through arcs between si and bj are zero regardless of tk, the trade value is
described by wsibj ¼ ðvbj � vsiÞdbj : If tk conducts a trade between bj and si, tk has its
own strategy denoted by ðatkbj ; btksiÞ consisting of two types of prices, which are
called ask price atkbj and bid price btksi . atkbj is offered to bj by tk which is one of the
traders adjacent to bj. Since there will be agents lost money if btksi [ atkbj , a strategy
of tk must be a no-crossing strategy represented by btksi � atkbj [15]. Hence, wsibj

should satisfy wsibj � 0.
In addition, bj must purchase dbj units of electricity from one of the traders since

demand of bj is dbj . The payoff of bj for purchasing electricity from tk is represented
by pbjtk ¼ vbj � atkbj

� �
dbj : bj tries to get electricity from one of the traders maxi-

mizing pbjtk . Hence, the total payoff of bj is denoted by Pbj ¼ pbjtk : Besides, btksi is
offered to si from tk . One of the traders offering the bid price maximizing payoff of
si will be chosen to provide electricity to a buyer. Payoff of si for supplying dbj units
of electricity to bj through tk is denoted by psiðtk ;bjÞ ¼ btksi � vsi

� �
dbj : Each seller can

provide one or more buyers with electricity if the total of demands does not exceed
the supply capacity of the seller. The set of pairs including each pair of bj and tk
provided electricity from si is denoted by pairðsiÞ. Therefore, the total payoff of si
supplying electricity is represented by Psi ¼

P
ðtk ;bjÞ2pairðsiÞ psiðtk ;bjÞ.

Payoff of tk for trading dbj units of electricity between si and bj is denoted by
ptkðsi;bjÞ ¼ atkbj � btksi

� �
dbj : Let SðtkÞ 2 S be the set of si connected to tk , and let

BðtkÞ 2 B be the set of bj adjacent to tk . The total payoff of tk is Ptk ¼P
si2SðtkÞ;bj2BðtkÞ ptkðsi;bjÞxtksibj : In the market models, efficiency means the optimal

allocation of the electricity with appropriate prices [16]. Social welfare is the total

Fig. 3 Two s1 � b1 paths
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of payoffs of all participants. Let x and WðxÞ represent trades and the social welfare
of x respectively. If x are more efficient than x0, WðxÞ[Wðx0Þ.

4 Problem Formulation

This section proposes objective functions to determine electricity trades on the
model.

4.1 Optimization Problem for Each Trader

First, an objective function for an optimization problem of each trader is explained.
In this problem, each trader greedily selects electricity trades maximizing its total
payoff. The following integer program finds the maximum payoff of tk.

maxPtk ¼
X

si2SðtkÞ;bj2BðtkÞ
ptkðsi;bjÞ xtksibj :

0� xtksibj � 1; ptkðsi;bjÞ � 0;
X

bj2Bðt kÞ
xtksibj :

ð1Þ

4.2 Optimization Problem to Satisfy Overall Supply
and Demand

However, if every trader determines all trades by (1), demands for some sellers
might exceed their own supply capacity. Hence, safe electricity trades are inde-
pendently determined by an institution called Independent System Operator
(ISO) to avoid the excess of demands for sellers. The ISO does not participate in the
market but observes the trades. For the determination conducted by the ISO, the
maximum unsplittable flow problem is utilized. Bipartite network Gbi ¼
S[B;Abið Þ is utilized to consider the problem. Arc set Abi corresponds to the set of
possible trades xt. Thus, for all tk 2 T , Abi contains—if xtksibj ¼ 1 in (1). For all
a 2 S[B, let adjðaÞ be the set of tk connected to a. The capacity of flow on ðsi; bjÞ
is denoted by 0� xsibj � 1. si can supply flow up to csi , and demand of flow of bj is
dbj . Finally, the following integer program gives WðxtÞ that is the maximum social
welfare on Gbi.
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maxWðxtÞ ¼
X

ðsi;bjÞ2Abi

xsibj wsibj :

xsibj � 0;
X

si2adjðbjÞ
xsibj � 1;

X

bj2adjðsiÞ
xsibj dbj � csi :

ð2Þ

5 Evaluation Metric

To evaluate the objective functions described above, we utilize a metric on the
efficiency of determined electricity trades. Although WðxtÞ is the maximum social
welfare on Gbi;WðxtÞ does not necessarily correspond to WðxÞ that is the maximum
social welfare on G. Even if there is the difference between WðxtÞ and WðxÞ, the
difference should be small to keep high efficiency. Hence, the performance of our
algorithm in terms of social welfare can be evaluated by comparing WðxtÞ with
WðxÞ. For the comparison, WðxÞ can be obtained by constructing bipartite network
G0

bi ¼ S[B;A0
bi

� �
from G. If si can trade with bj through at least one trader in G,

arc set A0
bi contains an arc ðsi; bjÞ. Therefore, A0

bi represents the set of possible trades
x on G0

bi. With the network G0
bi, the following integer program gives WðxÞ.

maxWðxÞ ¼
X

ðsi;bjÞ2A0
bi

xsibj wsibj :

0� xtksibj � 1;wsibj � 0;
X

bj2B
xtksibj dbj � csi :

ð3Þ

Then, the comparison between WðxtÞ and WðxÞ can be conducted by examining
Efficiency Rate (ER), such that ERðxt; xÞ ¼ Wðx tÞ=WðxÞf g � 100 ½%�:

6 Algorithms to Determine Electricity Trades

This section provides algorithms to determine equilibrium prices and efficient trades
on the electricity market model.

6.1 Price Setting Algorithm

First, Algorithm 1 shows a price setting algorithm that has a similar price setting
mechanism explained in [11]. In this algorithm, each seller and buyer finds its
maximum payoff for trading electricity by considering the valuation of the other
agents. The payoff of si and bj for trading one unit of electricity are denoted by pðsiÞ
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and pðbjÞ respectively. Then, ask and bid prices offered by each trader are set based
on the maximum payoff of each seller and buyer. Ask and bid prices finally
determined by Algorithm 1 are equilibrium on the market model. A real number
lð0\l� 0:5Þ is a parameter used to adjust the payoff of each seller and buyer. The
range of l is set to realize the no-crossing strategy explained in Sect. 3. Therefore,
l adjusts the payoff of each participant and ensures that no participant obtains the
payoff exclusively.

6.2 Algorithm for Trade Determination

Second, the overall process to determine efficient trades is described in Algorithm 2.
First, equilibrium prices are calculated by Algorithm 1. Then, every trader discovers
trades maximizing payoff of the trader. After that, efficient trades xt will be
determined in all trades that the traders want to conduct. From xt, social welfare
WðxtÞ can be calculated. Finally, the algorithm computes the maximum social
welfare WðxÞ to compare it with WðxtÞ.
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7 Experimental Results

This section shows simulation results of our algorithms. The aim for the simulations
is to investigate average and standard deviation of ER. For conducting simulations,
a simulation software for our model was developed with Java and lp_solve, which
is an integer programming solver.

7.1 Conditions

Table 1 shows parameters used in the simulations. With regard to valuation of
sellers, the valuation of IPP and retailers was relatively lower than the valuation of
PU. This condition means newly joining participants, such as IPP and retailers, can
offer cheaper electricity than PU.

In the simulations, we assumed that supply capacity of newly joining partici-
pants depends on the period passing after the beginning of deregulation. Table 2
shows Capacity Patterns (CP), which are the conditions of supply capacity of each
seller. CP 1 indicates newly joining participants do not have large supply capacity
because not a long period has passed since the beginning of deregulation.

Table 1 Conditions of parameters in the simulations

Parameters Value

# of agents Sj j ¼ 5; Tj j ¼ 3; Bj j ¼ 10

# of participants PU: 1 ðs1 and t1Þ, R: 2 ðs2 and t2; s3 and t3Þ,
IPP: 2 ðs4; s5Þ, C: 10 bjjj 2 N; 1� j� 10

� �� �

vbj 20 for all buyers

vsi vs1 ¼ 10; vs2 ¼ 4; vs3 ¼ 3; vs4 ¼ 9; vs5 ¼ 8

dbj Equal to ID of bj dbj ¼ jjj 2 N; 1� j� 10
� �� �

probðtk; bjÞ 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0
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Furthermore, CP 2 implies the situation in which the difference of supply capacity
between market participants became smaller than CP 1. Besides, CP 3 indicates the
difference came to be smaller than CP 2. For all CP, supply capacity of PU is equal
to the total of all demands to guarantee safe supply. Therefore, all consumers can
purchase electricity at least from PU in these CP.

7.2 Results and Discussion

Since the model structure depends on probðtk; bjÞ, 1000 times of simulations for
every probðtk; bjÞ and CP were conducted. Then, the average and standard deviation
of ER obtained in the simulation were examined.

Figure 4 shows the average of ER xt; xð Þ in the 1000 times of simulations. Our
algorithm demonstrated high ER because the average was larger than 90% for any
probðtk; bjÞ and CP. Regardless of CP, the average of ER decreased as probðtk; bjÞ

Table 2 Patterns of supply capacity of sellers in the simulations

CP cs1 ðPUÞ cs4 ðIPP1Þ cs5 ðIPP2Þ cs2 ðR1Þ cs3 ðR2Þ
1 55 13 13 6 6

2 55 27 27 13 13

3 55 55 55 27 27
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Fig. 4 Average of ERðxt; xÞ
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increased. This decrease might relate to the number of possible trades on G. G has
larger number of possible trades if probðtk; bjÞ is high, and the possibility to
determine trades with the maximum social welfare decreased in that case.

Figure 5 shows the standard deviation of ERðxt; xÞ. The standard deviation became
0 when probðtk; bjÞ ¼ 1 since Gbi was the same as G0

bi if probðtk; bjÞ ¼ 1.
Regarding probðtk; bjÞ, each figure shows similar characteristics; the shape of the
plot in each figure is like a mountain. Regarding CP, peak of the plot in each figure
became small when retailers and IPP have smaller capacity than PU (CP 1 or 2). Thus,
our algorithms demonstrated better results when supply capacity of participants is
similar to CP 1 since the standard deviation of ER is smaller than the other CP.

Our algorithms were successfully able to determine trades with electricity as a
multi-unit commodity. This point is better than the algorithm presented in [11] dealing
with a single commodity. However, although our algorithms found trades in which
ERðxt; xÞ ¼ 100% in some simulations, our algorithms cannot keep ERðxt; xÞ ¼
100% every simulation. In other words, electricity trades with the maximum social
welfare were not discovered in all simulations. These results are worse than the
algorithm proposed in [11] because their algorithm gives 100% of ERðxt; xÞ at all
times. Thus, our algorithms should be modified to acquire higher ER.

In terms of CP, the results indicate that better ER was acquired when the supply
capacity of IPP and retailers is relatively lower than PU. The results adversely
became worse when the difference of supply capacity of each participant was small.
These facts imply that our algorithms achieve better results if deregulation has
started not long ago, and IPP and retailers have relatively smaller supply capacity
than PU. On the other hand, performance of our algorithm might become worse if
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Fig. 5 Standard deviation of ERðxt; xÞ
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long period passes since the deregulation, and supply capacity of participants
becomes similar to that of PU.

8 Conclusion

This chapter proposed methods to determine efficient trades in a deregulated
electricity market models. By conducting simulation experiments, the efficiency of
electricity trades determined by our algorithms was examined by social welfare,
which is the total of payoffs of all participants. As a result, our algorithm discovered
efficient electricity trades on the market model. The efficiency of determined
electricity trades depended on the structure of the market model and supply capacity
of market participants.

Since our electricity market model has currently been represented as a static
model, our model cannot observe any characteristics about the dynamic behavior of
market participants. To construct more realistic electricity market models, inte-
grating dynamic interactions between market participants into the model is left as
our future works.
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Multi-objective Optimization Modeling
for the Impacts of 2.4-GHz ISM Band
Interference on IEEE 802.15.4 Health
Sensors

Mohammad Hamdan, Muneer Bani-Yaseen and Hisham A. Shehadeh

1 Introduction

Wireless sensor network (WSN) has become an important factor in real life like
monitoring of wildlife, fire detection, security monitoring, and importantly in health
care monitoring [1, 2]. In last decade health monitoring system at home is common.
Here we monitor the health status issues from home without the need to go to
hospital or health care centers. This is very important in countries with large
population. It can also reduce the incurred costs in hospitals and health centers [3].
In this era, many types of short range wireless technologies have been created and
developed to achieve getting a flexible and portable connectivity. Actually, wireless
technologies are gaining a decent position especially at home and in general in
building automations [4, 5]. Guo et al. [6] have provide a laconic predicts the
possibility of using IEEE 802.15.4 in networking, building automation, sensing and
controlling new construction. ZigBee technology [7] along with IEEE 802.15.4
standard [8] opens the way for applying the wireless communication for field
devices like zoon or room controllers, electrical meters, associated room tempera-
ture, variable frequency drives, and point modules at prominent industrial facilities
and commercial. These devices are shifted from research stage to commercial
deployment by home and building automation companies. Healthcare system
depends mainly on a set of sensors that represent the backbone of healthcare system
like bed sensor, pillow sensor, heart pulps sensor, and Electro-cardio-graph
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(ECG) sensor [3]. They are composed of: (1) radio unit for communication,
(2) Sensing unit for capturing data, (3) Processing unit for processing received data,
(4) Energy source like battery [9].

This article is an extension of the previous study on the energy efficiency and
throughput as optimization problems [10]. Both issues are important in such sys-
tems. The packet error rate (PER) affects both issues. PER refers to incorrectly
received number of packets divided by all received packets. Interference, attenua-
tion and noise by other appliances increases PER. This book chapter is organized as
follows. Section 2 presents related work. Background on IEEE 802.15.4 (ZigBee)
healthcare is given in Sect. 3. Section 4 describes potential interference sources in
2.4 GHz band. The objective models in Sect. 5. Section 6 presents experimentation
and Result. Finally conclusion is in Sect. 7.

2 Related Works

Hamdan et al. [11] have proposed a multi objective optimization model for elec-
trocardiogram health network in home. They have tried to minimize average end to
end delay and to maximize energy efficiency and as both objectives depend on
packet payload size by using a set of genetic algorithms like SPEA-II, NSGA-II and
OMOPSO. Berre et al. [12] have tried to optimize a set of objective models for
wireless sensor network like network life time model, financial cost model, and
coverage model. They tested these models by using a set of algorithms such as
MOACO, SPEA-II, and NSGA-II. Abidin et al. [13] have proposed a set of
objective models for a wireless sensor network such as energy consumption and
coverage ratio comparison. Also, they have used them to compare between multi
objective algorithm Multi-objective TPSMA (MOTPSMA) and single objective
algorithm Territorial Predator Scent Marking Algorithm (TPSMA).

3 Background on IEEE 802.15.4 (ZigBee) in Health Care

IEEE 802.15.4 standard supports MAC packet size up to 127 bytes in which the
payloads size is about 114 bytes. Figure 1 presents the IEEE 802.15.4 data frame.
Figure 2 shows the media access control (MAC) and PHY layer for IEEE 802.15.4
(ZigBee). The PHY layer provides three distinct frequency bands as mentioned in
Table 1 [8].

In this work we take attention on ZigBee PHY layer that operates on 2.4 GHz
band because it has a higher bandwidth rather than other bands and important one it
available in worldwide. Furthermore, this band is probably vulnerable to interfer-
ence and intrusion by other devices like Microwave oven and Wi-Fi.

Types of healthcare sensor for measuring patient’s vital signs at home include
[14]: (1) Force Sensitive Resistors (FSR) sensors like bed and pillow sensors
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(2) Pulse Rate Sensor, (3) Temperature Sensor, (4) ECG Sensor. But because of
increasing the demand on comfort-ability and portability, the wearable sensor is
created. This sensor can be used to measure human vital sign like (oxygen satu-
ration, skin and body temperature, heart rate, respiration rate, blood pressure and
electrocardiogram) when the patient wears it [15]. Figure 3 represents IEEE
804.15.4 health sensors [16].

4 Potential Interference Sources in 2.4 GHz Band

Home appliances that work on the same band (2.4 GHZ ISM band) can interfere
with the operation of health (IEEE 802.15.4) sensors since they all operate on the
same band. Next we outline few of them [17].

Fig. 1 The IEEE 802.15.4 data frame

Fig. 2 IEEE 802.15.4 architecture

Table 1 The IEEE 802.15.4 standard frequency bands

Frequency
bands

Area Frequency
range

Data rate Channel
number(s)

2.4 GHz Asia, Worldwide 2405–2480 250 16 channels

868 MHz Europe 868.3 20 1 channels

915 MHz Australia, America 902–928 40 10 channels
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4.1 IEEE 802.11g

To access Internet from home, the majority of user use Wi-Fi. This is based on the
IEEE 802.11 standard with Wi-Fi protocol. When IEEE 802.11g standard operates
on 2.4-GHz frequency range, it provides high bandwidth (30 Mb/s for practice and
54-Mb/s for throughput). The IEEE 802.11 g standard can work on 11 channels
available in the ISM 2.4-GHz band. The default Channels are numbers 1, 6 and 11
(which is the most widely used). Figure 4 presents IEEE 802.11 channel distri-
bution [17].

The Wi-Fi interference model (Packet Error Rate) on ZigBee communication can
be given as [17]:

Fig. 4 IEEE 802.11 channel distribution

Fig. 3 Pillow, hand wearable, bed, bathroom and chair sensors
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where x: the distance between transceiver (Tx) and receiver (Rx), and y: the dis-
tance from interference source (ISs) to receiver (Rx). DN is an added quantity that
can be calculated by:

DN ¼ 1=
ffiffiffiffiffiffi
2p

p
�
Zx

�1
exp(� ðx2=2ÞÞdx ð2Þ

4.2 Microwave Ovens

Another interference comes from Microwave ovens. Microwave ovens produce
electromagnetic radiation in which it’s frequencies about several hundred giga-
hertzes down to several hundred megahertz. The wavelengths are approximately
between 1 and 20 cm. Microwaves operate on higher frequencies and this allow it
to carry more information rather than radio waves. Microwave oven operates on
2.45-GHz frequency range. Yet another potential source of noise and interference
for IEEE 802.15.4 (ZigBee) communication. The microwave interference model
(Packet Error Rate) on ZigBee communication can be expressed as [17]:

PERðx; yÞ ¼
a � ln x

2

� ��� ��þ b � DN ; x ¼ y

c � ln x
y

� ����þ c � DN ; y� 2m

e � ln x
y

� ����þ b � DN ; Others

8>><
>>:

9>>=
>>;

ð3Þ

where x: the distance between transceiver (Tx) and receiver (Rx), y: the distance
from interference source (ISs) to receiver (Rx), a = 0.01, b = 0.02, c = 0.03,
e = 0.05, and DN is an added quantity that can be calculated by Eq. 2.

5 Multi-objective Modeling

We are interested in introducing a multi-objective model to address the problem of
interference in wireless sensors. The important factor is Packet Error Rate
(PER) and we found two models that rely on it.
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5.1 Energy Efficiency Model

Energy and thus battery is an important issue in sensors. Energy consumption is
affected by factors like packet error rate and packet payload length [10, 18]. We can
define the Energy Efficiency as follows:

g ¼ Ec � ‘
Ec � ð‘þ hÞþEs

� ð1� PERÞ ð4Þ

where:

Ec energy consumption in communication.
Es energy consumption in startu √ .
‘ Packet payload length.
h Packet header length.
PER packet Error Rate

5.2 Network Throughput

Network throughput is attributed to the rate of successful received packet that is
delivered over a medium. So, if this factor increases then the network efficiency will
be increased. This factor is affected by two important factors like packet payload
length and packet error rate. We can define the network output as follows [19]:

utput ¼ ‘ � ð1� PERÞ
Tflow

ð5Þ

where:

‘ Packet payload length.
PER packet Error Rate.
Tflow is the end-to-end latency which is a time spent between packets that is

generated at a transmitter and received at the sink node through the
multi-hop route.

6 Experimental Environment and Results

We assumed patients’ home area about 20 m � 10 m. Wearable sensors are
assumed to be use in our study to transmit patients’ health status to sink node.
These simulation parameters are mentioned in Table 2. We take in consideration
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that a real time detection of Electrocardiogram (ECG) needs transmission rate about
10 packets/s with packet size about 50 byte [20].

NetBeans IDE 8.0.2. was used to compile the tool jMetal 4.5., while the test
environment was Dual core CPU-T3200, 3 GB RAM and Windows 7 32-bit. We
used three genetic algorithms in our tests (NSGA-II, SPEA-II and OMOPSO). The
parameters of NSGA-II and SPEA-II algorithms were as follows: population size is
20, the number of generations is 250, the crossover probability is 0.9, and the
mutation probability is to (1/s), where s = number of variables. Furthermore,
the parameter of OMOPSO algorithm was as follows: swarm size was set to 20, the
number of generations was about 250, and the probability was about (1/s).

6.1 The ISs Is Mobilized

In this test we make the interference source mobilized. However, the distance fixed
between transmitter and receiver and it’s about 10 m. The network is shown in
Fig. 5. The tests are organized as following:

6.1.1 Wi-Fi Is the Interference Source

Figure 6 presents the comparison between NSGA-II, SPEAII and OMOPSO
algorithms in terms of Network Throughput (in kbps) and Energy Efficiency and
when the Wi-Fi is an interference source. The figure presents the minimum,
maximum and average for each objective.

6.1.2 Microwave Oven Is the Interference Source

Figure 7 shows the comparison between NSGA-II, SPEAII and OMOPSO algo-
rithms in terms of Network Throughput (in kbps) and Energy Efficiency and when
the microwave oven is an interference source.

Table 2 Simulation
parameters

# Parameter Values

1 Ec 30.5 mA

2 Es 15.5 mA

3 Payload size 50 bytes

4 Tflow 50 s

5 Packet header length 16 bytes

6 DTx-Rx From 1 to 10 m

7 DIs-Rx From 1 to 10 m

8 DHop-Rx 10 m

9 DTx-hop From 1 to 10 m
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6.2 The Transmitter Is Mobilized

In this test we make the transmitter source mobilized. However, the interference
source is fixed and the distance between it and receiver about 10 m. The network is
shown in Fig. 8. The tests are organized as following:

Fig. 5 ISs are mobilized
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Fig. 6 Result of algorithms when Wi-Fi is mobilized
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6.2.1 Wi-Fi Is the Interference Source

Figure 9 shows the comparison between NSGA-II, SPEAII and OMOPSO algo-
rithms in terms of Network Throughput (in kbps) and Energy Efficiency and when
the Wi-Fi is an interference source. The Figure presents the minimum, maximum
and average for each objective.
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Fig. 7 Result of algorithms when microwave-oven is mobilized

Fig. 8 The transmitter is
mobilized
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6.2.2 Microwave Oven Is the Interference Source

Figure 10 shows the comparison between NSGA-II, SPEAII and OMOPSO algo-
rithms in terms of Network Throughput (in kbps) and Energy Efficiency and when
the microwave oven is an interference source. The figure presents the minimum,
maximum and average for each objective.
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Fig. 9 Result of algorithms when Wi-Fi is an interference resource
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Fig. 10 Result of algorithms when microwave oven is an interference resource
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6.3 The Transmitter Is Mobilized with Multi Hop Network

In this test we have used a multi hop network in which is used to cover a wide area
like big houses and hospitals. In this test we make the distance fixed between
interference source and receiver and it’s about 10 m. However, the transmitter
source is mobilized. The distance between receiver and next hop (repeater) about
10 m while the distance between the transmitter and the next hop is varied between
1 up to 10 m. The network is depicted in Fig. 11.

6.3.1 Wi-Fi Is the Interference Source

Figure 12 presents the comparison between NSGA-II, SPEAII and OMOPSO
algorithms in terms of Network Throughput (in kbps) and Energy Efficiency and
when the Wi-Fi is an interference source. The figure presents the average, maxi-
mum, and minimum for each objective.

6.3.2 Microwave Oven Is the Interference Source

Figure 13 shows the comparison between NSGA-II, SPEAII and OMOPSO algo-
rithms in terms of Network Throughput (in kbps) and Energy Efficiency and when
the microwave oven is an interference source. The figure presents the average,
maximum, and minimum for each objective.

Fig. 11 The transmitter is
mobilized with multi hop
network
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7 Conclusion

When Health sensors operate on the free 2.4-GHz ISM band then they are vul-
nerable to interference from other devices such as Wi-Fi and microwave oven. In
this work we have modeled this issue s a multi-objective problem. The first
objective is maximization of energy efficiency. The second objective is maxi-
mization of the Packet Throughput of the network. Both objectives are non
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Fig. 12 Result of algorithms when Wi-Fi is an interference resource
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Fig. 13 Result of algorithms when microwave-oven is an interference resource
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conflicting as was seen by the results. In other words, both objectives are maxi-
mized when PER variables increases.

In future work, it will be interesting to have a live environment for testing but
this requires resources and budget. Also, it would be interesting if we can extend
the 2D model to a 3D model and find the interdependencies among variables.
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Raspberry Pi Based Lightweight
and Energy-Efficient Private Email
Infrastructure for SMEs

Sufian Hameed and Muhammad Arsal Asif

1 Introduction

Electronic mail or Email is no doubt one of the biggest services being used over the
Internet today and its importance in modern business communication is undeniable.
Email has been around for more than 44 years and its transmission is based on
Simple Mail Transfer Protocol (SMTP) [1]. With the wide-spread global usage of
emails, the concept of email privacy is also under rapid threat. Email privacy is a
very complicated issue that has to deal with unauthorized access and inspection of
electronic mail. This unauthorized access can happen while an email is stored on
untrusted email servers of the service providers (like Gmail, Yahoo, Hotmail, etc.)
or due to broader government surveillance programs such as PRISM [2].
Third-party mail service is easier to use, but they require sacrifice of control and
flexibility. Running a private mail server can be an ideal solution to protect email
privacy against unauthorized storage access. Private mail server allows full control
over both the server and the emails, complete access to mail server’s logs, and
access to raw email files in a user’s mail directory. Nevertheless, this control and
flexibility comes with an added cost [3].

A Smart City is a development vision that integrate multiple ICT solutions to
enhance quality and performance of a working environment by reducing cost and
resource consumption. Based on this vision, this article propose PiMail, an
affordable, lightweight and energy-efficient private email system based on
Raspberry Pi [4]. Raspberry Pi is low-cost, low-power and highly portable single
board computer. It is one of the smallest, credit-card sized, single board computer
available in the market that has the highest performance to cost ratio. Raspberry Pi
makes it possible to create an affordable, energy-efficient and portable miniature
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private mail server according to the need of individual users or small enterprise. In
short, PiMail fulfils the following promises.

• A low cost infrastructure that would cost a onetime investment of around $35–
$40 to purchase Raspberry Pi.

• Personalized email address like MrX@mydomain.com with an annual recurring
cost of domain registration with a registrar like namecheap.com.

• Low electricity consumption with an email server that can run 24/7/365 for
under $5 of electricity per year.

• The ability to connect from anywhere, and read and send email, using a secure
IMAP connection on your phone, tablet or computer.

• Complete control over your personal communication. Emails are stored over
PiMail server, and nobody scan them to sell adverts.

• Smart spam filtering with SpamAssassin [5].
• Efficient virus scanning with ClamAV [6].

We developed a test-bed implementation of PiMail using Raspbian OS, Postfix
[7] mail transfer agent (MTA), ClamAV antivirus and SpamAssassin. We used
different experiments to evaluate email processing latency, throughput and
CPU/memory utilization of PiMail. The small size, low power consumption and
performance benchmarks make Raspberry Pi an ideal candidate for personal email
server in home and small organizations. An early version of this work appeared as a
conference paper [8]. In this article, we provide new substantial results after porting
PiMail on different Raspberry Pi models. The rest of the article is organized as
follows. Section 2 summarize the basic properties of Raspberry Pi computer.
Section 3 describes the software stack architecture of PiMail. In Sect. 4, we discuss
the test-bed and demonstrate the performance of the proposed system under dif-
ferent experiments. Finally we discuss and conclude in Sects. 5 and 6.

2 The Raspberry Pi Computer

In early 2006, Eben Upton, a British engineer, brought together a group of teachers,
academics and IT professional to address the lack of programmable hardware to
teach computer science at school level. This lead to the official formation of
Raspberry Pi foundation, a charitable organization, in 2009 [9]. In 2011, the
Raspberry Pi foundation developed a credit card sized, single-board computer
called Raspberry Pi. The first version of Pi i.e. Raspberry Pi 1 (model A) officially
went on sale from 29th February 2012. The foundation has since then released
couple of updates to Pi 1 and in February 2015 the Raspberry Pi 2 (model B) was
introduced as the second generation of Raspberry Pi.
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2.1 System Specification for Raspberry Pi

Raspberry Pi is based on an integrated circuit (system on chip) combining an ARM
processor (CPU), a Broadcom VideoCore graphics processor (GPU), and RAM on
a single chip [10]. Moreover, there is a microSD card slot for storage and I/O units
such as USB, Ethernet, audio, RCA video, and HDMI. Power is provided via a 5 V
micro-USB connector. Table 1 summarizes the hardware specification of Raspberry
Pi 1 and Raspberry Pi 2 (see Fig. 1).

2.2 System Software

In terms of system software, the Raspberry Foundation has done a tiring effort in
optimizing software to get the best out of Raspberry Pi. The recommended OS for
Raspberry Pi is Raspbian [11], which is a port of the well-known Linux distribu-
tion, Debian. Raspbian is optimized for the ARMv6 and ARMv7 instruction set

Table 1 Hardware specification of Raspberry Pi 1 and 2 (model B)

Raspberry Pi 1 Raspberry Pi 2

System of chip Broadcom BCM2835 Broadcom BCM2836

CPU 700 MHz single core ARM v6 900 MHz quad-core ARM Cortex-A7

GPU Broadcom VideoCore IV Broadcom VideoCore IV

Memory 512 MB SDRAM 1 GB SDRAM (shared with GPU)

Ethernet Onboard 10/100 Ethernet RJ45 jack Onboard 10/100 Ethernet RJ45 jack

USB 2 USB 2.0 ports 4 USB 2.0 ports

Video output HDMI (rev 1.3 & 1.4) HDMI (rev 1.3 & 1.4)

Audio output 3.5 mm jack, HDMI 3.5 mm jack, HDMI

Storage MicroSD slot MicroSD slot

Fig. 1 Raspberry Pi 2 (Model B) board [4]
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with hardware floating point support. Raspbian is optimized around 35,000
pre-built packages, for easy installation on Raspberry Pi. This includes WebKit,
LibreOffice, Scratch, Pixman, XBMC/Kodi, libav and PyPy. With the introduction
of ARMv7 core, Raspberry Pi 2 model can also run Ubuntu and Pi 2 compatible
version of Windows 10 [12].

3 System Design

We have ported PiMail on two different models of Raspberry Pi i.e. Raspberry Pi 1
and Raspberry Pi 2. The PiMail software stack for an individual Raspberry Pi 2 is
shown in Fig. 2. PiMail runs Raspbian [11] (a distribution of Debian optimized for
the Raspberry Pi hardware) from a 16 GB microSD card storage. The PiMail server
is placed on top of the Raspbian operating system. We have used Postfix,
SpamAssassin, ClamAV and Davecot tools (briefly discussed below) to setup the
mail server.

3.1 Postfix

Postfix [7] is a fast, easy to administer and secure Mail Transfer Agent (MTA) that
can support LDAP, SMTP and AUTH (SASL). It was developed by Wietse
Venema in 1997 as an alternative to SendMail.

Postfix performs a number of steps to deliver an email to any particular Inbox.
Postfix receives an email via the Simple Mail Transfer Protocol Daemon (SMTPD)
server. It then strips away the SMTP encapsulation, perform some sanity checks
and alerts the cleanup server with the details on sender, recipients and content. The
cleanup server inserts the details into the inbound mail queue and informs the queue

Fig. 2 PiMail software stack
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manager that a new mail has arrived. This mail queue acts as a temporary buffer to
the mail directory. As soon as the mail is inserted into the inbound queue a unique
queue id is assigned to it. During our experiments we used this unique queue id to
keep track of the mail.

3.2 SpamAssassin

Usman Sheikh SpamAssassin [5], which is one of the most widely used
content-based filter, uses a variety of defense mechanisms to filter spam before it
reaches the mailbox. The defense mechanisms mainly includes header tests, body
phase tests, Bayesian filtering, automatic address whitelist/blacklist, automatic
sender reputation system, manual address whitelist/blacklist, collaborative spam
identification database, DNS blacklist and character sets. Due to these thorough
tests it is difficult for the spammers to identify simple work around while creating
spam. During the evaluations, we used SpamAssassin with its default settings to
identify spam emails and separate them for legitimate ones. After completion of any
single test, SpamAssassin assign cumulative score to the mail and check against the
user defined threshold. If the calculated score is higher than the user defined
threshold, the mail is marked as spam and sent to the spam box.

3.3 ClamAV

Clam AntiVirus [6] is an open source antivirus toolkit designed for the scanning of
emails at the mail gateways. ClamAV analyze the mail from the inbound queue
using shared libraries of the anti-virus engine. If the scan results in a positive ID the
file/mail is moved to a quarantine folder, else the mail is queued back into the
mailing inbound folder.

3.4 DoveCot

Dovecot [13] is a secure IMAP server that provide IMAP functionality to fetch the
mail from the mail directory. It is also used to provide simple authentication and
security layer (SASL) to validate the identity of a user before he can send or receive
an email.

Raspberry Pi Based Lightweight and Energy-Efficient … 335



4 Test-Bed and Evaluations

For evaluating the system performance of email processing with PiMail, we aug-
mented Raspberry Pi 1 and Pi 2 with Postfix MTA, SpamAssassin content filter,
ClamAV antivirus and Dovecot IMAP server, and deployed it over the LAN. For
all the experiments, we used a desktop machine connected via LAN to send mails
with different size and frequencies to PiMail server. We conducted experiments in
four different scenarios as follows.

• S1: In scenario 1 (S1), the SMTP server runs postfix without any spam filter.
• S2: In scenario 2 (S2), ClamAV is used as an anti-virus with Postfix.
• S3: In scenario 3 (S3), SpamAssassin is used as a content-based filter with

Postfix.
• S4: In scenario 4 (S4), SpamAssassin is used as a content-based filter and

ClamAV is used as an anti-virus with Postfix.

We run different experiments using these four scenarios on Raspberry Pi 1 and
Pi 2 to study the impact of message size, processing delays, end-to-end throughput,
CPU and memory utilizations (Fig. 3).

4.1 Processing Delays

We used two different modes to measure the email processing latency for the four
scenarios listed above. First we bombard (as rapidly as possible) the PiMail server
with 50 messages to saturate the mail server. After that we added a delay on 1 s
between any two messages. For all the experiments we used fix message size of
8 KB, under the assumption of being the average size of email message [14].

Fig. 3 PiMail testbed
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Figure 4 shows the average email processing delay of all the four scenarios. In
the burst mode S1 was able to process an email with an average delay of 0.81 s with
Pi 1 and 0.74 s with Pi 2. This increased to 3.8 and 3.2 s for Pi 1 and Pi 2
respectively in S2.

Content filtering with SpamAssassin is involving task on PiMail server which
overwhelms Pi 1 device. Processing of emails in S3 and S4 takes somewhere
between 30 and 60 min in burst mode on Pi 1. In Fig. 4 and all the subsequent
evaluations involving SpamAssassin on Pi 1, we have labelled NA (not applicable).
This however is not the case with quad core Pi 2, where S3 and S4 processing takes
on average 54 and 72 s respectively. After introducing a delay of 1 s between two
consecutive messages the average email processing delay was observed to be 1.1,
2.6, 9.8 and 24.5 s in S1, S2, S3 and S4 respectively on Pi 2. SpamAssassin
processing with the burst of incoming messages creates a bottle neck. Delay of 1 s
smooth out the delays by 66% in worst case scenario (S4).

4.2 Throughput

In order to measure the end-to-end throughput of the PiMail server, we used the
same settings (sending of 50 email messages of 8 KB each in burst and with 1 s
delay) discussed above. Figure 5 shows the throughput of all the four scenarios.
Even with the bombardment of messages S1 was able to receive approximately 74
and 81 messages per minute in burst mode on Pi 1 and Pi 2 respectively. This
reduced to 15.78 and 18.75 messages per minute for S2 on Pi 1 and Pi 2 respec-
tively. After introducing a delay of 1 s between two consecutive messages the
average end-to-end throughput came out to be 54.55, 23.08, 6.12 and 2.45 mes-
sages per minute in S1, S2, S3 and S4 respectively on Pi 2. PiMail can effectively
handle simple email processing in burst mode. Virus scanning and Spam filtering
introduce processing delays which directly effects the overall system throughput.
PiMail cannot handle high frequency of email involving SpamAssassin content
filtering with Pi 1.

Fig. 4 Average processing
delay
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4.3 Effect of Message Size

Wemeasure how the size of the message effects the time required to process it and the
end-to-end throughput. For this we sent 50 messages of varying sizes
(8–64 KB) and 1 s delay with PiMail running on Pi 1 and Pi 2. Figure 6 shows the
average processing delays of all the four scenarios. The processing delays of 64 KB
message for S3 and S4 spikes exponentially to 159 and 304 s respectively on Pi 2 (as
discussed above Pi 1 is not capable of handling contentfilteringwith high frequency of
emails). Message size also have a direct impact on end-to-end throughput. Figure 7
shows that with the increase inmessage size the throughput can dip to 0.2message per
minute. SpamAssassin utilize content based filtering, which is directly related to the
size of the message. Stand-alone mail server deployment or addition of ClamAV have
negligible effect on the size of the message.

4.4 CPU and Memory Utilization

We evaluated the CPU and Memory utilization of PiMail on Pi 2 (Pi 1 was
excluded due to its incapability of handling S3 and S4) by continuously sending

Fig. 5 Average throughput

Fig. 6 Effect of size on
processing delay with 1 s
delay
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email message of 8 KB every 0.6 s for a total time of 8 min or 480 s. These
experiment settings are based on email statistics from a large university discussed in
[14]. The average CPU utilization results (Fig. 8) show that S3 and S4 are
expensive in terms of CPU usage (70–75%). This is because content-based filtering
has to apply different rules and filters. In contrast, the CPU usage of S1 and S2
remained as low as 13–29% on average.

As shown in Fig. 9, the memory usage in S2 and S4 remained constant to 53 and
63.52% respectively. Memory utilization is highest in virus filtering as compared to
other scenarios. Surprisingly, there was not much difference in memory utilization
when SpamAssassin (S3) was added to simple mail server (S1).

4.5 Processing Delays with Low Email Volume

In the end we measure the effect of low volume (without burst) of emails on the
PiMail server running on Pi 2. We sent 50 email messages of 8 KB each with an
interval of 1 min between any two messages. Figure 10 shows the average email
processing delays for all the four scenarios. In S1, the PiMail server was able to

Fig. 7 Effect of size on
throughput with 1 s delay

Fig. 8 Average CPU usage
(%)
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process an email with an average delay of 1.06 s. This increased to 3.2, 10.6 and
18.6 s in S2, S3 and S4 respectively.

This indicates that PiMail server can handle low volume (without burst) of
emails without creating any backlogs and it can fully cater for the needs of indi-
vidual users and SMEs (small and medium-sized enterprises).

5 Discussion

5.1 Longer Interval Delays

The experiments in Sect. 4 were mainly designed to stress test the performance of
PiMail under different settings. In Sect. 4.5. we explored longer interval delay time
of 1 min between average sized emails. Figure 10 shows that with longer interval
delays, PiMail server running on Pi 2 processed the emails well inside the interval
delays without creating any backlogs. At this point we consider it un-necessary to
explore any longer interval delay between emails.

Fig. 9 Average memory
usage (%)

Fig. 10 Average processing
delay with 1 email per 60 s on
Raspberry Pi 2
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5.2 Email Attachments

Reasonable proportion of emails today (10–20%) comes with an attachment i.e.
graphics, spreadsheets, pdf, Word documents, etc. Emails with and without
attachment(s) follow the same workflow in PiMail. The email processing delays and
throughput mainly depends on the size of attachment/message. In Sect. 4.3. we
measured the effect of message size on the processing delays and throughput. Based
on the results we observed that stand alone mail server deployment or addition of
ClamAV have negligible effect on the size of the message. On the other hand
SpamAssassin utilize content based filtering, which is directly related to the size of
the message. Thus, large attachment size will affect the PiMail performance in
scenario S3 and S4.

5.3 Target Users

The main target users of PiMail infrastructure are individuals or SMEs with 10–250
users and aggregate email volume of 2500–4000 emails per day.

6 Conclusion

In this article, we propose PiMail, an affordable, lightweight and energy-efficient
private email infrastructure based on Raspberry Pi. To the best of our knowledge,
we performed the first extensive study that benchmarks the performance of
Raspberry Pi used as a portable and private mail server.

The experiments were designed to stress test the performance of PiMail under
different configurations. Based on the results, we observed that content-based spam
filtering with SpamAssassin is the most resource hungry process. With high volume
of emails, PiMail experienced performance bottleneck when configured to perform
content filtering.

Having said that, if we are to focus on providing email services to individuals
and SMEs, it would be unrealistic to have back to back emails or even with a short
interval of just 1 s. With an interval of 20–30 s, even the most decorated config-
uration of PiMail (S4) will not exhaust the resources and there will be no backlogs.
In the end, we can conclude that PiMail, running on Raspberry Pi 2, is capable
handling a volume of 4000 emails with a frequency 3 emails per minute, which is
more than enough for individuals and SMEs.
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Piezoelectric-Based Energy Harvesting
for Smart City Application

Mahmoud Al Ahmad and Areen Allataifeh

1 Introduction

One of the top processing issues in urban centers is energy management due to the
complexity of their energy systems [1]. For that, researchers have dedicated huge
effort to solve this issue. Moreover; digital technology has been integrated with
physical city to form what is called a “smart city”. The smart city improves life
quality using technology in managing its resources to enhance economic, social,
and environmental sustainability and efficiency [2]. Sophisticated and progressive
systems present a primary part in smart cities in automating and improving pro-
cesses inwards the cities; starting from intelligent systems that can monitor and
control infrastructures independently, to buildings with smart designs that can
collect rain water. Multi applications have been conducted and problems associated
along with these applications have been resolved during the last decade [3]. Energy
harvesting system is one of the applications that has been implemented in smart
cities to enhance quality of life by generating green energy with fewer hazards on
the environment. Harvesters have the ability to convert environmental energy to
electrical energy. Researchers have developed various methods for energy har-
vesting from solar, wind, heat, and ambient vibration.

Various researches have focused on the transformation of vibration energy from
the ambient; generated from human motion, air flow, and water current/wave as
shown in Fig. 1. This paper presents a general review and overview of possible
usage of a bias-less device which has the ability to generate electrical energy for
remote applications. The harvester is composed of a self-biased piezoelectric
oscillator that will be utilized in controlling switching frequency and amplitude of
the transistor in the boost converter. With this device, controlling the DC output
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voltage of the converter becomes easier and without the need of an external source
for biasing.

Piezoelectric energy harvesters have been implemented to harvest energy from
various vibrations. Wind energy is one of the sources that harvesters were used to
convert it to electrical energy using a bimorph actuator. Combining the harvester
with wireless transmission provided a power supply for communication and remote
sensors [4]. Furthermore, they were planted in the sea to harvest electrical energy
from longitudinal motion of sea waves. The harvester used in such an application
composed of a cantilever attached with piezoelectric patches and a proof mass. It
was found that the output power amount depends on the cantilever ratio of the
width to the thickness, the ratio of proof mass to cantilever, sea depth, wave height,
and the ratio between sea depth and wave height [5]. A prototype of windmill built
with ten piezoelectric harvesters arranged circularly on it was tested under wind
speed of 1–12 mph. Output power of such a harvester was about 7.5 mW when
speed of the wind reached 10 mph [6]. The pressurized water flow was used as a
source of mechanical energy for the shear mode harvester to convert it to electrical
energy [7]. On the other hand, Spornraf et al. presented piezoelectric bend trans-
ducers that were excited using laminar flow [8].

In another field, piezoelectric harvesters have been used in powering aircraft
electronic system. During the flight, the harvester converts mechanical energy from
the inlet airflow to electrical energy. A prototype has been designed and tested by
using an air cylinder to simulate the airflow. The results showed a linear rela-
tionship between the airflow velocity and sound pressure, and open circuit voltage.
This proves the ability for this kind of harvesters to be implemented in aircraft
application [9].

In the same context, the piezoelectric harvester could be mounted on a car
damper to generate electrical energy from tire movements [10]. Pneumatic tire
deflections under carried load have been used to harvest energy. This energy
depends on tire geometry, vehicle speed, and air pressure. The piezoelectric stacks
that are fabricated from lead zirconate titanate are embedded inside the tire. The

Fig. 1 Vibration sources
used for energy harvesting
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harvester is modeled as the first mode vibration of a cantilever. Although it harvests
small amounts of energy, it’s enough to power wireless sensors [11]. Piezoelectric
harvesters could be used also in wearable applications and can be integrated in
watches, clothes and shoes [12]. Since 1990, many harvesters have been designed
to generate electrical power from arm movements; an example in this respect is the
Maestro brand, Swiss watches. The integrated micro generators in the wrist watch
converts movement mechanism and stores it [13]. One of the ordinary activities of
human is walking, thus piezoelectric materials have been invested in the generation
of energy from walking by inserting them in the shoes and use their generated
energy in charging phones. Kymissis et al. examined a prototype of a shoe with
three harvesters planted in it. Another wearable application is to harvest from a
backpack by replacing its strap with a PVDF strap [14]. Electrostatic self-assembly
process was used to build electrodes on the surface of the strap to ensure that it can
hold loadings and to increase its ratability. Results improved that this system could
harvest about 45.6 mW [15].

In another field, a stairway was designed to harvest energy in the form of
potential energy from human [16]. The excitation signals depend on the walking
space as well as the characteristics of the person itself [17]. To take advantage from
vibrations of high-rise buildings that occurs due to wind loadings, a coupled
piezoelectric cantilever with a proof mass had been designed in 2013 by Xie et al.
[18] It was optimized by studying the effect of the location, length, radius of the
attached mass, and the ratio between the piezoelectric part and the beam. Two years
later, they developed their model and presented a novel harvester. It’s composed of
two groups of generators connected in series by a common shaft. This harvester has
the ability not only to harvest energy from harmonic movements, but also works as
a damper to dissipate building vibrations [19].

Recently, Moure et al. have evaluated for the first time the integration of
piezoelectric cymbal harvesters in asphalt with diameter of 29 cm. It was found that
each cymbal harvests a power up to 16 µW due to passing of single heavy vehicle.
When integrating 30,000 cymbals in 100 m of road, the induced energy densities
were around 40–50 MW h/m2 which is about 65 MW in a year [20]. Under the
same concept, traffic on the bridges creates vibrations that have been utilized to
harvest energy by Sazonov et al. Results of the research showed the ability of such
systems to harvest energy up to 12.5 mW. Experiments were conducted to operate
wireless systems using the harvested energy on a low traffic volume of the rural
highway bridge [21].

The potential of harvesting energy from the mobility of people in a Macquarie
University’s library has been studied by Li and Strezof. They examined the places
in the building where the mobility is at its highest levels. They found that the best
places to generate electricity from are in the main entrance, the areas of loopy
meeting and the cafeteria. The high traffic places in the library have been defined in
order to optimize the harvesting process and enhance its efficiency to reach the
maximum power possible. The Pavegan tiles were used along the pathway to
harvest energy from movements. Number of tiles depends on their size and the
deployment method. The best deployment method were determined depending on
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the width and length of the pathways, as there is a lengthwise and widthwise
arrangement of the tiles [22]. Different researches have been conducted during last
decade to increase output power yield and enhance harvester performance. Three
main methods have been used to develop piezoelectric generators: Choosing
appropriate operation mode, changing materials and changing structure of the
harvester.

Two operation modes exist for piezoelectric harvesters, 33 and 31 mode. B. Lee
et al. studied the difference between the two operational modes of cantilever-based
piezoelectric generator fabricated using silicon process. They found that 31 mode
device has an output power higher than 33 mode, and open circuit voltage with less
maximum value and resonance frequency comparing to 33 mode [23]. D. Kim et al.
also studied the effect of each mode in the performance of the harvester and derived
the Norton equivalent representation for each method. They concluded that 33
mode has the potential to offer modest enhancement compared to 31 mode [24].

Water vapor and oxygen in the ambient air could affect piezoelectric materials
and their performance. Thus, different materials have been developed and utilized
as piezoelectric harvesters; such as classical ceramic materials, polymers, and
Aluminum nitride. Other researchers used lead-free piezoelectric films to design
MEMS harvester [25–27]. The structure of the piezoelectric harvester plays an
essential role in enhancing output power of the harvester. Different structures have
been developed and studied during last decade to enhance harvester performance.
Cantilever harvester is the conventional type of piezoelectric harvesters. To achieve
flexibility and efficient energy harvesting, an array of cantilevers have been
arranged. The alignment of the layers in an arrayed harvester as well as the
thickness of the supporting layer plays a big role in optimizing voltage, current, and
output power of the harvester. The arrayed harvester could respond at lower fre-
quencies as compared to the single cantilever when fabricated from the same
materials [28, 29]. Other structures have been designed for energy harvesting, such
as ring shape [30, 31], cylinder [32], and a sandwich structure that are composed of
two piezoelectric sheets with a metal shim sandwiched between them [33].

In 2012, a research was conducted to generate electric energy from free falling
droplets which can be applied to generate power from raindrop energy. The har-
vester was designed using two layers of lead zirconate titanate films as piezoelectric
material and a shim layer between them as shown in Fig. 2. The impact of the

Fig. 2 Schematic diagram of
droplet energy harvesting
concept
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falling of droplets on the top of the cantilever will transfer the kinetic energy from
them to the cantilever causing it to vibrate due to mechanical stress. The generated
output energy due to this impact was calculated using electromechanical relation-
ships. The performance of this cantilever is affected by the resonance frequency as
the output power increases with the increase at lower resonance frequencies.
Experimental results showed that the power yield is 37 times higher than previous
work done before [34]. Later that same year, an enhanced version of such cantilever
for the same application was presented. Numbers of layers were increased to five
layers composed from the same material, lead zirconate titanate, and succeeded to
reach an output energy yield of 400 mJ. It is concluded that multilayers of PZT
cantilevers enhances output power yield regardless of layers total quantity. Drop
intensity and location also affects the output yield of the harvester. In the experi-
ments, three intensities were tested: moderate, low and strong rain intensity, by
varying number of drops per second [35].

In the same field, a research was carried out to study the induced strain in
piezoelectric cantilever due to radio frequency (RF) propagation signal. When
applying RF propagation field on a cantilever, it initiates an alternating current in
the electrodes of the piezoelectric cantilever which in turn actuates the cantilever to
mechanical movement when the frequency meets the resonance frequency of the
structure. Figure 3 illustrates the cross-section of the piezoelectric cantilever that
was used. It’s composed of lead-zirconate-titanate with 1 mm width, 7 mm length,
and 0.24 mm thickness. It has a gold metallized bottom, top, and intermediate
electrode with thickness of 80 nm [36].

Lots of researchers have been interested in enhancing energy harvesters. That
was the motivation to develop a new methodology that assists researchers in
optimizing energy harvesters easily and quickly. This methodology significantly
minimizes working time cycle needed to obtain a working prototype.The proposed
methodology in estimating d33 electrical output power of a conventional cantilever
shown in Fig. 4 relies on the analogy of electromechanical input impedance. It
utilizes power system theories, electromagnetic theories, and the direct mechanical

Fig. 3 Cross-sectional view of the Cantilever harvester
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to electrical analogy to derive the models. These models compute output power
taking in consideration material type of the harvester as well as its dimension. After
proving the methodology experimentally, it was concluded that it gives crucial
additional information that is used in developing harvester operation and design
compared to the conventional methods [37].

Fig. 4 Cantilever with d33-mode a cross section of the device, b electrode topology, c direction
of electric field and mechanical stress

Fig. 5 Harvested Power conversion circuit
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The harvester design requires a power conversion circuit that can transform from
one DC level to another DC level which is called a DC/DC converter, the DC/DC
converter can be then used as step up voltage (boost) or step down voltage (buck)
[38].

The novel idea in this research is in using a bias-less device capable to produce a
reasonable amount of power used for battery-less operation of sensors for remote
application. The harvester consists of a self-biased oscillator which is a piezo-
electric vibrational oscillator that will be used for controlling voltage and frequency
of the switch i.e. transistor in the DC/DC boost converter, so the output DC voltage
can be controlled easily and the energy saved without external biasing source.

The basic structure for a piezoelectric energy harvester involves a piezoelectric
layer, or beam, attached to a vibrating mechanical structure. The vibration causes
bending (stress) in this piezoelectric layer and subsequently the bending induces
electric charges. In many cases, a proof mass is attached to the end of the piezo-
electric beam to covert the vibration, or equivalently acceleration, into an effective
inertial force to further increase the bending of the beam. The mass also can be
varied to tune the effective resonant frequency of the structure to the frequency of
vibrations, thereby maximizing the output power as much as possible. Modeling
piezoelectric harvester is being actively pursued in the literature to meet the
requirements of design and development engineers [39–42]. A comprehensive
model that effectively relates the power output to the piezoelectric harvester
structure and materials involved is highly desired.

The piezoelectric harvester circuit which is shown in Fig. 5 contains two main
sections for energy harvesting. In the first section the input from piezoelectric
element enter to the AC/DC full wave bridge rectifier with smoothing capacitor C1
that transform the input AC signal to DC signal [43]. The second section transforms
the converted DC signal to other level by step up the voltage using DC/DC boost
converter, then the output DC signal will be transferred to the storage component
then to the load which is a low power application operated without battery (Fig. 5).

2 Piezoelectric Energy

Piezoelectric bimorphs constitute of two piezoelectric beams that are separated by a
shim. The three latter layers are usually fixed on one side and left free at the other.
When a mechanical load is applied to the bimorph, the strain induced in the
piezoelectric material generates a voltage, which represents an energy conversion
from the mechanical domain to the electrical domain; a transformer with a special
turn ratio accounts to this conversion. Modeling piezoelectric bimorph harvesters
using an electric circuit based on the electromechanical analogy is shown in Fig. 6
[44–46].

In Fig. 6, the left side of the network model represents the mechanical domain,
where rin models the input vibrations, Zin models the input impedance of the
network, Rb models the mechanical damping, Lm models the mass of the harvester,
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and Ck models the inverse of the stiffness. At resonance, in which by definition the
total impedance seen by the source is purely resistive, and using Kirchhoff’s voltage
law, the mesh voltage relation on the primary side of the network in Fig. 6 is:

rin ¼ Rb _Sþ nV ð1Þ

where S is the strain, n is the turn ratio of the transformer, and V is the voltage, and
the ‘dot’ represents the derivative. The voltage V is given simply by:

V ¼ iR ð2Þ

where i is the current and R is the load resistance. Therefore

rin ¼ Rb _Sþ niR ð3Þ

The current generated as a result of the mechanical stress evaluated at zero
electric field is [4],

i ¼ awled31cp _S ¼ a _S ð4Þ

where a is a constant that is 1 or 2 depending on the wiring of the harvester, w is the
width of the piezoelectric material, le is the length of the electrode in the piezo-
electric harvester, d31 is the piezoelectric strain coefficient, and cp is the Young’s
Modulus of the piezoelectric material, and a is the product of a, w, le, d31, and cp.

Hence, and after substituting Eq. (4) into (3),

rin ¼ ðRb þ naRÞ _S ð5Þ

Equation (5) provides important insight regarding the transfer of impedances in
electromechanical analogy networks. By relying on power system theory, the
equivalent load resistance should be carried to the primary side and hold a new
value of n2R. However, Eq. (5) explicitly indicates that the load resistance will be
carried to the primary side with a scaling factor equal to na. This finding is one of
the important contributions of this communication.

Fig. 6 Equivelent mechnical-electrical model circuit
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3 Harvester Design and Experiment

The novelty here is to use a bimorph piezoelectric vibrational oscillator output
shown in Fig. 8 as a biasing source for the switch i.e. transistor Q1 that control the
output DC voltage by charging and discharging the inductor L1. When the switch is
ON the output from rectifier is fed to the inductor L1 so in the ON time the inductor
store energy and diode D5 reversed biased isolating the output, When the switch in
the OFF state the stored energy in the inductor will transfer through the diode to the
storage element then to a load. The output DC voltage controlled by switching
signal from piezoelectric oscillator applied to transistor Q1 [47]. The proposed
harvester contains the stages of energy harvesting using an innovative design. The
piezoelectric cantilever will vibrate and the signal is fed to AC/DC rectifier which
will change the signal to DC level voltage, but the output voltage is low. The low
output voltage is then stepped up using DC/DC converter, which boosts the DC
voltage to a considerable level by external biasing circuit which will decrease the
efficiency of this system.

The invented design provides a solution for biasing problem using a piezo-
electric vibrational oscillator which generates a sine wave output of desired fre-
quency and voltage required for biasing the converter switch that increase the
efficiency of the harvesting power. The invented system is renewable so no waste in
energy will happen and no external source needed which increase the efficiency of
the system. The piezoelectric vibrational oscillator will be used as biasing for
converter switch so we can control the switching voltage Vs and switching fre-
quency Fs to have an optimum energy harvesting and this will be an extra

Fig. 7 Harvester design a Conventional design b Innovative design
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advantage of the invented design, so you can control the output DC voltage VDC to
the required level with a high efficiency compared with the conventional method
that is limited to a constant values of biasing. The Innovative design enables us to
match with optimum load condition for a desired application.

The proposed harvester design shown in Fig. 7 includes the stages of energy
harvesting using a conventional design Fig. 7a and innovative design Fig. 7b. The
piezoelectric cantilever will vibrate and the signal is fed to smoothing capacitor, but
the output voltage is low. The low output voltage is then stepped up using DC/DC
converter which boosts the DC voltage to a considerable level by external biasing
circuit which will decrease the efficiency of this system as shown in Fig. 7a. The
design in Fig. 7b invented a solution for biasing problem using a piezoelectric
vibrational oscillator which generates a sine wave output of desired frequency and
voltage required for biasing the converter switch that increase the efficiency of the
harvesting method compared with the traditional one. The invented system is
renewable so no waste in energy will happen and no external source needed which
increase the efficiency of the system.

The piezoelectric vibrational oscillator will be used as biasing for converter
switch so we can control the switching voltage Vs and switching frequency Fs to
have an optimum energy harvesting and this will be an extra advantage of the
invented design so you can control the output DC voltage VDC to the required level
with a high efficiency compared with the conventional method that is limited to a
constant values of biasing. The Innovative design enables us to match with opti-
mum load condition for a desired application.

There are four dominant factors affect the output Dc voltage VDC of the har-
vesting circuit are the input Piezoelectric voltage Vi (Piezo 1), input Piezoelectric
frequency Fi, output voltage of the piezoelectric oscillator (Piezo 2) applied to
transistor called switching voltage Vs, and switching frequency of the piezoelectric
oscillator Fs. The DC output can be controlled by changing the duty cycle of the
switch i.e. transistor, so if the duty cycle increase the output DC voltage will
increase.

The fabricated circuit in Fig. 8 is the optimal design of piezoelectric harvesting
circuit after choosing optimum values of the components C1, L1, and C2 as 1nF,
2mH, and 10nF respectively that give the maximum output DC voltage from the
harvester. The circuit implemented practically in a printed circuit board (PCB) and
experimental measurements were taken to the output DC voltage by sweeping the
values of input voltage Vi, input frequency Fi, switching voltage Vs and switching
frequency Fs. All DC measurements were taken using digital millimeters, and all
waveforms were obtained via an oscilloscope.

The piezoelectric generator is connected to an electric shaker with integrated
power amplifier driven with a function generator as shown in Fig. 9. When the
resonant vibration has achieved, the generator has the maximum output power
under the same load impedance, the shaker provides a variable mechanical exci-
tation up to 31 N sine peak force with a 1/2 inch stroke in response to a sine wave
input.
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Piezoelectric element is a two-layered cantilever device that generates an ac
voltage when a mechanical stress applied. The output power is critically determined
by the mechanical deformation of the bender structure. The optimal design for
piezoelectric element used in the experimental measurements is the DuraAct
Piezoelectric energy transducer shown in Fig. 10a provided by Physik Instrument
(PI) Ceramic [48]. The bender structure with the DuraAct P-876.A12 provides the
greatest power output at different load resistance at the same excitation conditions
(frequency: 1 kHz, displacement: 5 mm) as shown in Fig. 10b.

The presented piezoelectric self-biased energy harvester generates 5.4 VDC
output under boundary conditions of (1 kHz, 2 Vpk). This invented design is a
source covering several primary ultra-low power applications such as Wireless
Sensor Network, precision agriculture, and biomedical uses for body area networks.

Fig. 8 Fabricated Piezoelectric harvester circuit

Fig. 9 Experimental setup
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4 Conclusion

Ambient energy harvesting sources in our environments has created significant
interest as it offers a ultimate energy solution for small power applications including
portable, flexible and wearable electronics; wireless sensor nodes, biomedical
implants and environmental monitoring devices. The only way to power them is
using ambient energy that lasts throughout the lifetime. This work presented a novel
self-biased energy harvesting using piezoelectric bimorph design. The piezoelectric
cantilever outputs are converted to DC voltages through two separate full bridge
rectifiers. One rectifier output is then converted up through DC to DC circuitry,
while the other have been used to provide a bias for an electronic circuit oscillator
to switch on-off a transistor. The overall circuit efficiency is about 90% with an
optimum output power of 300 lW at load of 1.2 MX.
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