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Abstract Rapid developments in the areas of sensor design, information tech-
nologies, and wireless networks have caused the wireless sensor network
(WSN) emerges as a key role in many fields of science and industry. Time syn-
chronization is essential in WSN to ensure all nodes in the WSN are synchronized
and coordinated. In this paper, a brief introduction of WSN is given. Then, this
paper reviews the widely discussed time synchronization protocols developed in the
past and compares the protocols in two group, centralized and distributed.

1 Introduction

Recently, there has been a growing interest in wireless sensor networks (WSNs) [1].
A WSN consists of a large number of sensor nodes, which are densely deployed
either inside the phenomenon or very close to it. The position of sensor nodes need
not be engineered or pre-determined. This allows random deployment in inacces-
sible terrains or disable relief operations. On the other hand, this also means that
sensor network protocols and algorithms must possess self-organizing capabilities.
Another unique feature of sensor networks is the cooperative effort of sensor nodes.

Every sensor node can perform tasks of sensing and computation. However,
each sensor node is resource constrained; it operates under a short communication
range, has limited memory and computational power. These sensor nodes form an
ad hoc wireless network for communication. Although each node has limited
capabilities, they can perform various tasks as a group, at a level which is com-
patible to a small number of high-end sensor nodes. Applications of WSN include,
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but not limited to, military application, environment monitoring, health monitoring,
building comfort control, smart home, traffic control, manufacturing and plant
automation, and surveillance systems [2].

To transfer data among the WSN, it requires gateways with application specific
knowledge such as ZigBee, Z-Wave, INSTEON, Wavenis, Internet Protocol
(IP) and etc. Through the Internet Protocol, native connectivity between WSN and
the Internet is achieved and this is also known as Internet of Things (IoT).

The rest of the paper is organized as follows. Section 2 presents challenges
regards to the WSN. Section 3 discusses the existing protocols that popularly
discussed in time synchronization of WSN. Last but not least, Sect. 4 presents the
authors’ conclusions.

2 Challenges of WSN

The challenges faced in building a WSN are vary depending on the system
requirement. The issues most systems will need to handle are as follow [3]:
heterogeneity, transparency, fault tolerance and failure management, scalability,
concurrency, openness and extensibility, migration and load balancing, security and
etc.

Although sensor networks share many similarities with other distributed sys-
tems, they are subject to a variety of unique challenges and constraints [4]: energy
efficiency, self-management, decentralized management, design constraints, privacy
and security, connectivity, time synchronization, localization, and wireless
reprogramming.

Among the challenges mentioned, time synchronization should be paid the most
attention. In distributed systems, every nodes have their own clocks and their own
notion of time. Since each node in a sensor network operates independently and
relies on its own clock, the clock readings of different sensor nodes will also differ
[4]. Through time (or clock) synchronization, a common time reference is provided
to the local nodes in WSN to ensure that sensing times can be compared in an
orderly and meaningful way [5]. The common time reference is essential as tem-
poral coordination is required for tasks executed by the WSN. Although many time
synchronization techniques for wired networks have been developed throughout the
years, these techniques are unsuitable for WSN because of the unique challenges
posed by wireless sensing environments.

3 Previous Works

Traditionally, Network Time Protocol (NTP) [6] is a popular protocol used for time
synchronization. NTP can synchronize effectively the computer on the internet,
however it is computationally intensive and requires a lot of energy. Thus, it is not
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suitable for use in sensor network [5]. Therefore, a new kind of
methodology/protocol has been proposed through the years to achieve time syn-
chronization in WSN which particularly fulfill the requirements of WSN. These
time synchronization protocols can be divided into two categories: centralized
synchronization and distributed synchronization.

3.1 Centralized Time Synchronization

Reference Broadcast Synchronization (RBS) [7] provides synchronization amongst
a set of client nodes located within the single-hop broadcast range of a beacon node
(Fig. 1a). RBS used least square linear regression to compensate for the clock drift.
The drawback of RBS is this protocol is vulnerable to node failure and node
mobility by using the beacon node.

Timing-sync Protocol for Sensor Networks (TPSN) [8] is the flexible extension
of NTP. TPSN consists of two phases: level discovery phase and synchronization
phase. The level discovery phase arranges the whole network into a hierarchical tree
topology with the master node at its root (Fig. 1b). The synchronization phase is
achieved by pair wise synchronization along the branches of the hierarchical tree
structure through the classical sender-receiver synchronization handshake
exchange. However, TPSN has two limitations: (1) the root node and nodes that
responsible for synchronization may fail often, which may cause substantial
overhead to the code and desynchronization, (2) geographically near nodes might
have significant differences in clock readings as they might be far in terms of the
tree distance (nodes J and K in Fig. 1b).

Flooding Time Synchronization Protocol (FTSP) [9] achieves high accuracy by
utilizing timestamping of radio messages in low layers of radio stack. Compensate
clock skews is done via linear regression. A leader or root is elected through

(a) (b) (c) (d)

Gateways nodes

Clusters J K

Fig. 1 Network topology. a Cluster topology, b tree topology, c partially connected mesh
topology, d fully connected mesh topology
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message exchanges, and the global time is passed from the root to all nodes through
flooding. Although this protocol had better performance and robustness against
node and link failures, it still does not completely solve the limitations mentioned
before in TPSN.

3.2 Distributed Time Synchronization

In Time Diffusion Protocol (TDP) [10], the nodes periodically self-determine to
become master/diffusion leader nodes using an election/re-election procedure.
Then, neighboring nodes are engaged by master nodes in a Peer Evaluation Pro-
cedure to isolate problem nodes. Timing information messages are broadcast from
master nodes and then re-broadcast by the diffused-leader nodes for a fixed number
of hops, forming a radial tree structure. TDP will increase the synchronization
frequency if small tolerance time is needed.

Reachback Firefly Algorithm (RFA) [11] is inspired by firefly synchronization
mechanism. Every node periodically broadcasts a synchronization message, and if
they hear a message, they will advance of a small quantity of their internal clock
that schedules the periodic message broadcasting. Eventually, all nodes will
advance their phase until they are all synchronized. RFA can operate at lower
frequency to have higher accuracy. However, this algorithm does not compensate
for clock drift.

In Global Clock Synchronization (GCS) [12], nodes take turns to broadcast a
synchronization request to their neighbors who each respond with a message
containing their local time. The receiving node that located at the center of this
exchanges averages the received timestamp and broadcasts the averaged value back
to its neighbors which adopt this value as their new time. This process is repeated
until network wide synchronization is achieved. The time synchronization period
will be decreased if higher time accuracy is needed.

In Distributed Time Synchronization Protocol (DTSP) [13], neighboring nodes
exchange timestamp packets on a one-to-one basis. The receiving node then esti-
mates the best-fit offset line between timestamp packets using a recursive least
squares estimate.

Average Time Synchronization (ATS) [14] uses a cascade of two consensus
algorithms to tune compensation parameters and converge nodes to a steady state
virtual clock. Nodes broadcast local timestamps in the first stage in order to estimate
the clock skew rates compare to each other. Then, the nodes broadcasts their current
estimate of the virtual clock skew rate and receiving nodes combine this with their
relative skew estimates to adjust their own virtual clock estimates. These two stages
are repeated again to remove the offset errors.

Consensus Clock Synchronization (CCS) [15] is like an enhancement of ATS, it
utilizes average consensus algorithm to compensate the clock offset. Nodes can
learn how much their own clocks drift away from the consensus time through the
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accumulated offset error removed during each round of offset compensation. Then,
the information is used to compensate the clock drift.

Time Synchronization using Max and Average consensus protocol (TSMA) [16]
is similar to ATS and CCS but it uses max consensus method to compensate the
clock drift. To compensate clock offset, TSMA uses average consensus algorithm,
like ATS and CCS. The main idea is to achieve global synchronization by only
using local information.

Time Synchronization using Distributed Observer algorithm with Sliding mode
control element (TSDOS) [17] is an extended algorithm to enhance ATS by using
the sliding-mode control term. In WSN, every nodes try to estimate the relative
skew rate with respect to their neighboring node. By introduces a sliding-mode like
term at the relative skew rate, the relative skew rate can be enhanced.

3.3 Comparisons Between Centralized and Distributed
Protocol

Table 1 displays the comparisons in general for the protocols in the two categories.
Table 2 compares the protocols in 6 categories: centralized/distributed, clock

skew compensation, MAC timestamp consideration, network communication
topology, convergence speed, and average accuracy. The average accuracy stated in
Table 2 are as reported by the respective authors for reference purpose. However, it
is hard to make a direct comparison of these protocols in terms of synchronization
error. This is because each protocols has their own evaluations and differences in
hardware specification [11].

Table 1 Comparisons of the protocols in two categories

Centralized Distributed

Convergence
speed

Fast Slow, relating to the network topology

Special/reference
node

Yes No

Node failure
robustness

Low High

Other advantages Little synchronization error Improved scalability, load balancing,
and robustness to new node appearance
[16]

Disadvantages Synchronization errors grow
with the increase of network
hops [16]

Do not synchronize to an external
source, will require some form of
post-facto synchronization if the
network partitioned into multiple
isolated islands [15]
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4 Conclusion

In this paper, brief introductions of the wireless sensor network and the time
synchronization protocols are given. WSN is getting more and more popular due to
its suitability to be applied in different areas of applications. However, there are still
many constraints have to be solved for the WSN to be fully utilized. Among the
constraints, the most influential constraint is time synchronization as it can be easily
caused by others constraints and itself will also affect the functionality of the WSN.
Many techniques and protocols have been developed by researchers to solve the
issue of time synchronization. However, there is still do not have the best solution
for the issue of time synchronization. Through this paper, some insights into the
issue of time synchronization and the protocols used in time synchronization are
provided. It can be noticed that although distributed approaches has slower con-
vergence speed, they have received many attentions in past few years. This is
because the advantages of distributed approach such as improved scalability and
robustness to node failure and new node appearance. These key features are very
important as in real world, the sensor nodes may malfunction unexpectedly.
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