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Abstract Histogram of Oriented Gradient (HOG) feature which was originally
proposed by Dalal and Triggs is widely used in vision-based human detection.
However, HOG feature extraction method produced a large feature pool which is
computationally intensive and very time consuming, causing it not so suitable for
real time application. This paper proposed a method to reduce the HOG feature
extraction time without affecting too much on its detection performance. The
proposed method performs feature extraction using selective number of histogram
bins. Higher number of histogram bins which can extract more detailed orientation
information is applied on the regions of image that may contain human figure. The
rest of the regions in the image are extracted using lower number of histogram bins.
This will reduce the feature size without compromising too much on the perfor-
mance. To further reduce the feature size, Principal Component Analysis (PCA) is
used to rank the features and select only the representative features. A linear SVM
classifier is used to evaluate the performance of the proposed method. Experiment
was conducted using the INRIA human dataset. The test results showed that the
proposed method is able to reduce the feature extraction time by 2.6 times com-
pared to the original HOG and 7 times compared to the LBP method while pro-
viding comparable detection performance.
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1 Introduction

In conjunction with technology growth, the development of computer vision has
become an important part of artificial intelligent, which makes use of the inter-
pretation of data for object recognition. Human detection is one of the important
research areas in computer vision. This is because the technology can be applied to
various fields, which include pedestrian detection in smart vehicles system, intruder
detection in security system and crowd monitoring in public surveillance system.
However, pedestrians always appear in various types of clothing and in different
postures and manners of body movement, causing pedestrian detection to become a
difficult task. In recent years, different approaches of vision-based human detection
have been proposed in the literature [1-3]. Existing representative works includes
the Local Binary Pattern (LBP) [4], the HAAR features descriptor [5], the SIFT
feature extraction [6] and Histogram of Oriented Gradient (HOG) [7].

The most common approach of human detection uses features-classifier based
technique. A set of representative image features is extracted from the image and a
classifier is trained using the extracted features to distinguish between human and
non-human. Dalal and Triggs [7] had proposed a grid descriptor based on His-
togram of Oriented Gradient, which extracts the features by using well-normalized
local histograms of image gradient orientation in a dense grid. This method is
computationally intensive and requires long processing time. In this paper, a time
efficient HOG extraction method is introduced, targeting to speed up the feature
extraction and classification time of the original HOG.

This paper can be summarized as below: Sect. 2 explains about the HOG fea-
ture. Section 3 describes the methodology of the proposed method, while Sect. 4
presents the experimental results. Finally, a conclusion is given in Sect. 5.

2 HOG Feature Extraction

HOG feature which was initially proposed by Dalal and Triggs makes use of the
image gradient orientation and their normalized histogram. In their proposed
method, each color channel of the input image will first be gamma normalize,
followed by gradient calculation for each pixel. The gradient image is then divided
into grids of cells with 8 X 8 pixels. A sliding window with size 16 X 16 pixels
will slide through the cells, forming overlapping blocks. Each pixel in a block will
then vote based on their gradient orientation into a histogram using trilinear
interpolation. Next, the histograms of each block are locally normalized. Finally,
the resulting histograms from all the blocks are concatenated to form the HOG
feature vector.

However, the original HOG method creates a large pool of feature vector,
causing the method to be time-consuming and not so suitable for real-time appli-
cation. There are a few approaches done up to date by researchers to improve the
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execution speed on the original HOG. These include using hardware acceleration
on Graphical Processing Unit (GPU) [8], application of integral image [9], as well
as combining HAAR with the original HOG [10].

In this paper, a method for efficient HOG feature extraction is introduced. The
main idea of the proposed method is to use selective number of histogram bins in
the feature extraction and PCA for feature reduction.

3 The Proposed Method

3.1 Dividing the Input Image into Cells and Blocks

In the proposed method, the input image is first scaled to 64 X 128 pixels. It is then
converted into greyscale image. The resulting image is divided into cells of 8§ X 8
pixels. Every four neighboring cells form a block as shown in Fig. 1. Consequently,
a total of 105 overlapping blocks can be formed to facilitate the feature extraction in
the subsequent steps.

3.2 Computation of Gradient Orientation

The gradient of each pixel is calculated using the following equations:

dx=I(x+1,y)—1I(x,y) (3.1
Fig. 1 Dividing the input Block 1 Block2 ....... Block 3
image into cells and
overlapping blocks (Note not ﬂ - *

all blocks are shown in the

figure) Block 4 %

Cells
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dy=1I(x,y+1)—=1I(x,y) (3.2)

where dx and dy are the horizontal and vertical gradients respectively. I(x, y) is the
pixel value.
Next, the gradient orientation, @ is calculated by using:

O(x,y) = tan~! (Z’y‘) (3.3)

3.3 Construct the Histogram of the Gradients’ Orientation

After the pixels’ gradient orientations are calculated, a histogram of the orientations
is constructed for each block. Different numbers of orientation bins can be used to
construct the histogram. Using higher number of bins will capture more orientation
details from the image. However, this will generate large feature size and thus slow
down the processing time. From our test, it was found that the classification per-
formance improved with the number of bins used in the extraction, with 32 bins
giving the best result.

In order to reduce the feature size and yet retaining the important details in the
feature, this paper proposed a method to use selective number of histogram bins for
different regions in the image. Blocks that are located in the regions that may
contain human figure use a higher number of histogram bins, while the rest of the
blocks use a lower number of histogram bins. In order to determine the regions in
the image that may contain human figure, an average image was constructed from
hundreds of positive human images (Fig. 2a). A gird of the blocks is then placed on
the average image to identify the blocks that may contain human figure and thus
extracted using a higher number of histogram bin (Fig. 2b). Different combinations
of high and low numbers of histogram bins have been tested and the results are
presented in Sect. 4.1.

After the histograms for each block are constructed, the histograms’ values from
neighboring blocks are normalized. This is to reduce the effect of illumination
variations in different blocks in the image. Finally, all the normalized histograms
are concatenated to form the proposed feature vector.

3.4 Feature Selection by Principal Component Analysis

After the feature extraction, we attempted to further reduce the feature size by
removing some of the unimportant features. We used Principal Component Anal-
ysis (PCA) to rank the extracted features from the most important to the least. The
least important features are then removed from the feature vector. Several
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Fig. 2 a From the average image, the important regions in the image that contain human features
are determined. Blocks located in these regions (as shown in the shaded blocks in (b)) are extracted
with higher number of histogram bins while the rest are extracted with lower number of histogram
bins

experiments have been conducted to determine the best number of features to be
removed which does not deteriorate too much on the classification performance.
The reduced features set forms the optimum features vector proposed in this paper.

4 Results and Discussion

In this section, the performance of the proposed feature will be evaluated and
compared with other methods. The algorithms were implemented using the Visual
Studio C++ programming language and OpenCV [11] image processing library.
The experiments were conducted on a standard Intel core i5 PC without any
hardware acceleration. The training dataset used in the experiment consists of 738
positive images and 4065 negative images. Besides, an independent set of 925
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positive and 34,184 negative samples were used as the evaluation dataset. The
positive samples were taken from INRIA dataset [12] while the negative samples
were generated from outdoor images that do not contain any human. For all the
experiments, the performances of the features were tested using a linear SVM
classifier. The results are presented in the form of Detection Error Trade-off
(DET) curves which shows the miss rate against the False Positive per Window
(FPPW). On top of that, the feature extraction and classification times were also
recorded to evaluate their speed performances.

4.1 Evaluation Using Different Number of Histogram Bins

As discussed in Sect. 3.3, the proposed algorithm uses selective number of bins to
construct the gradient histograms for different regions in the image. Higher number
of histogram bins is used on blocks that may contain human figure while lower
number of bins is used on the rest of the blocks. In this experiment, we evaluated
the performance of the features extracted using different combinations of high and
low numbers of histogram bins. The combinations of high/low numbers of bins
tested are 32bin/16bin, 32bin/8bin, 32bin/4bin and 16bin/8bin. The results are
presented in the DET plot in Fig. 3a. As shown in the figure, the curve for the
combination of 32bin/16bin is lower among the four curves and thus it gives the
best performance. The number of features extracted using this combination is 2448.

This feature size is still large and therefore we further reduced it by using PCA as
explained in Sect. 3.4. A total of 948 least important features were removed and
thus reduced the feature size to 1500. The performance of the reduced feature set is
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Fig. 3 DET plots to evaluate the performance of the proposed feature. a Features extracted using
different configurations of high and low numbers of histogram bins. b Performance of reduced
feature using PCA
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given in Fig. 3b. The result showed that its performance does not deteriorate too
much compared with the full feature set. By reducing the feature size, the speed
efficiency of the feature is improved since the feature extraction and classification
time is reduced.

4.2 Performance Comparison with Other Methods

The performance of the proposed feature is compared with the original HOG and
the LBP features. The DET plots are shown in Fig. 4. It can be observed that the
proposed feature is slightly inferior compared to the other two features. Table 1
shows the missed rate at FPPW = 107>. The miss rate for the proposed system is
10.5 %, which are 1.5 % higher than the original HOG and 3.5 % higher than the
LBP feature. Nevertheless, the proposed method is more time efficient in the feature
extraction. Table 2 shows the processing time for different methods. It can be seen
that both the extraction and classification times for the proposed method are sig-
nificantly lower compared to other methods. The time required by the proposed
method with PCA feature reduction is 2.6 times shorter than the original HOG and
7 times shorter than the LBP feature.

Table 1 Performance of different methods

Types of features Miss rate at False Positive Per Window
(FPPW) = 107° (%)

The original HOG 9.0

LBP 7.0

The proposed method (with PCA feature | 10.5
reduction)
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Table 2 Feature extraction and prediction time of different methods

Types of features Feature extraction Prediction Total time
time (ms) time (ms) (ms)

The original HOG 12.63 13.09 25.72

LBP 55.34 14.93 70.27

The proposed method (without PCA 5.47 10.69 16.16

feature reduction)

The proposed method (with PCA feature | 4.46 5.56 10.02

reduction)

5 Conclusion

This paper has proposed a method that improves the efficiency in the HOG feature
extraction by using selective histogram bins and PCA. Higher numbers of his-
togram bins which can extract more detailed orientation information are used only
in the regions of the image that may contain human figure. This will reduce the
number of features without compromising too much on the performance. To further
reduce the feature size, PCA is used to rank the features and discard the unim-
portant features. Experiment results showed that the processing time of the pro-
posed method is 2.6 times shorter compared to the original HOG, while only
tolerate for a small increment in the miss rate. Its processing time is also 7 times
shorter compared to the LBP feature. In many applications that required human
detection, improvement in the processing time is very critical in order to achieve
real-time performance.
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