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Abstract In recent years, tremendous growth of documents provides scope and
challenges to the interdisciplinary research community in text processing for
retrieving information. Text analytics reveals high-quality information by identi-
fying patterns and its trends using statistical methods. In this paper, we propose a
novel approach to classify user query in a reduced search space by considering the
query as a collection of words distributed over different topics. Latent Dirich-
let allocation (LDA) has been used for topic modeling and a collection of topics
containing words are obtained following Dirichlet distribution. We construct a
sparse matrix called topic-vocabulary matrix (TVM) using probability distribution
of words appearing in the topics. Finally, sparse representation based classifier
(SRC) has been applied for classifying query using TVM consisting of training
patterns. Here, we have analyzed the effect of number of patterns in classifying the
queries and achieved 90.4 % accuracy.
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1 Introduction

Huge collection of electronic documents posed new challenges to the researchers
for developing automatic techniques to visualize, analyze and summarizing the
documents in order to retrieve information accurately and computationally efficient
manner. Topic models identify patterns which reflect underlying semantic
embedded in the documents [1], needed to classify the documents based on the
requirement of the users. Topic modeling is applied to index the documents using
relevant terms whereas a topic is a probability distribution over words [2].
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In classical document clustering approaches [3] documents are represented by
bag-of-word (BOW) model based on raw term frequency and therefore, poor in
capturing the semantics. Topic models are able to combine similar semantics into
the same group, called topic.

Term frequency inverse document frequency (tf-idf) method [4] can be able to
identify discriminative words for a document, but pays little attention to inter- or
intra-document statistical structure [5]. To address the problem, first latent semantic
indexing (LSI) [6] and latter a generative probabilistic model [7] of text corpora were
proposed. A significant step toward probabilistic modeling of text is probabilistic
latent semantic analysis (PLSA) reported in [8]. LDA model has been developed to
improve the process of forming the mixture models by capturing the exchangeability
of both words and documents previously not explored in PLSA and LSA [9]. There
are many LDA-based models including temporal text mining, author-topic analysis,
supervised topic models, latent Dirichlet co-clustering, and LDA-based bioinfor-
matics [10]. Several improvements have been proposed on LDA, such as the hier-
archical topic models [11] and the correlated topic models [12].

A query consisting of several keywords can be viewed as distribution of words
with probability over topics. Challenge is to develop more efficient retrieval
mechanism for searching related topics from the corpus similar to the query sub-
mitted by the user. In this paper, we use LDA method to extract the topics from a
large corpus of documents [2]. Then we propose a sparse representation-based
classifier [13] for classifying the query, which is distribution of words with prob-
ability among the topics. A term vocabulary (TRV) has been constructed using
unique terms in the topic corpus, representing the document repository. Since the
number of terms present in the query is very specific, the query vector is highly
sparse with respect to the TRV. In Sparse representation based classifier (SRC),
query is represented in an overcomplete dictionary whose base elements are the
training samples. In this paper, the topics are encoded using TRV and considered as
training samples in topic-vocabulary matrix (TVM). Finally, we apply SRC to
classify the query vector in a reduced search space.

This paper is divided into four sections. Section 2 describes detailed method-
ology using statistical topic modeling and sparse representation based classifier
while results are summarized in Sect. 3 and conclusions are arrived in Sect. 4.

2 Methodology

In the proposed method, first we obtain the topics and the word distribution among
the topics using traditional statistical topic models (LDA model). In the second part,
we apply SRC to classify the users’ query.
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2.1 Statistical Topic Modeling

LDA is a basic probabilistic model that describes a generative topic model for a
large corpus of documents. In this model, each document is defined as a mixture of
words with a given probability. The most dominant topics in the document are with
highest probabilities.

Basic LDA model is built on certain assumptions. It assumes that (i) k number of
topics is in the corpus, (ii) each document has topic proportions of θ, (iii) a word
w is generated from a topic z, and (iv) each topic is defined as the word proportions
β over the number of existing words.

The generative process is described below:

1. For each document d in the corpus

(a) Generate θd ∼Dir ðαÞ
(b) For each word

i. Draw a topic zd, n ∼Mult ðθdÞ
ii. Draw a word wd, n ∼Mult ðβzd, nÞ

where n is the number of words and α is Dirichlet prior vector for θ and β is the
topic probability. The joint distribution of topic mixture θ for given parameter α and
β, a set of N topics zd and a set of n words wd is given by Eq. (1):

p θ, zd,wd j α, βð Þ= pðθ j αÞ∏N
n=1 p zd, n j θð Þ.pðwd, n j zd, n, βÞ ð1Þ

where p zd, n j θð Þ is θd, i for the unique i such that zin =1.
Equation (2) shows the marginal distribution of a document:

p wd, n j α, βð Þ= ∫ p θ j αð Þ.ð∏N
n=1 ∑ p zd, n j θð Þ.pðwd, n j zd, n, βÞÞ dθ ð2Þ

Finally, we obtain the probability of a corpus as given in Eq. (3):

p D j α, βð Þ= ∏M
d=1

Z
pðθd j αÞ ð∏Nd

n=1 ∑ pðzdn j θdÞpðwdn, βÞÞ dθd ð3Þ

In the learning method, latent variables z and θ are searched using LDA with an
objective to maximize log-likelihood of the data and this problem is NP hard.
Several approximate inference algorithms include Gibbs sampling [14] and varia-
tion inference [15] have been used for learning purpose. Figure 1 shows graphical
representation of LDA model where each node is represented as a random variable
and labeled according to the generative process.

In our experiment, we apply LDA considering variable number of topics. We set
initial value of parameter α in the range [0, 1] and obtain its effect on distribution of
number of topics. We choose 10−2 as threshold of difference in α varied over
number of topics for the proposed retrieval method. We choose 25 topics as
threshold because no significant change in α has been observed further.
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2.2 Sparse Classifier

We obtain n topics containing words using LDA from the corpus of documents and
a vocabulary TRV is prepared using unique terms present in different topics. Let us
assume the number of unique words in n no. of topics is k, so the dimension of TRV
is 1 × k. On the basis of TRV a feature vector (FV) of dimension 1 × k for each
topic is defined in Eq. (4):

FV½i�=Pðwi j TÞ ⋅ PðwiÞ, if wi presents in the topic

=PðwiÞ, otherwise
ð4Þ

where P(wi|T) denotes the probability of word wi in topic T and P(wi) gives the
probability distribution of the word in the corpus.

Let us assume that there are c known pattern classes. Let Ai be the matrix
obtained using the training samples of class i, i.e., Ai = yi1, yi2, . . . , yiRi½ �∈ℝd × Si

where Mi is the number of training samples of class i.
Let us define a matrix A= ½A1,A2, . . . Ac�∈ℝd × S, where S= ∑c

i=1 Si. The
matrix A is built for the entire training samples. Given a query test sample y, we
represent y in an overcomplete dictionary whose basis are training samples, so
y=Aw If the system of linear equation is underdetermined (P < S), this repre-
sentation is naturally sparse.

The sparsest solution can be obtained by solving the following L1 optimization
problem given in Eq. (5),

ðL1Þ cw1 = arg min wk k1, subject to Aw= y ð5Þ

This problem can be solved in polynomial time by standard linear programming
algorithm [16]. After the sparsest solution cw1 is obtained, the SRC can be done in
the following way [17].

For each class i, let ∂i:ℝS →ℝS be the characteristic function that selects the
coefficient associated with the ith class.

For w∈ℝS, ∂iðwÞ is a vector whose nonzero entries are in w associated with
class i. Using only the coefficient associated with the ith class, reconstruction can be

Fig. 1 Graphical representation of LDA model
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done on a given test sample y as vi =A∂icw1; vi is called the prototype of class i with
respect to the sample y. Equation (6) shows the residual distance between y and its
prototype vi of class i,

riðyÞ= y− vik k2 = y−A∂iðcw1Þ.vi
�� ��

2 ð6Þ

The SRC decision rule is
if rlðyÞ=min i riðyÞ, y is assigned to class l.
In the experiment, we consider the TVM as the training set. TVM has been built

by considering the feature vectors FVi for each topic i as described below.

TVM= ½FV1, FV2 . . . FVn�T

The dimension of TVM is n × k. Now, we consider a user query q as a test
sample and convert it into feature vector FVq of dimension 1 × k as described in
Sect. 2.2.

We apply SRC on TVM for reconstruction of FVq and assigned nearest topic to
FVq. The procedure is described in Algorithm 1.

Algorithm 1 Query classification using SRC

Input: Set of topics T , query Q, Set of unique keywords TRV, Number of 
topics n
Output: Topic  related to the query,

Topic-SRC (T, Q, TRV, n)
1. TVM ← Ф; FV ← Ф // Topic-vocabulary matrix & Feature vector
3 For each t ϵ T
4. FV = Feature-Vector (T, TRV)
5. i← 0
6. For i < n
7. TVM[i] = FV [i] T

8. FVq = Feature-Vector (Q, TRV)
9. t-Class = SRC (FVq, TVM, n)    // Topic of the query
10. Return t-Class
Procedure1: Feature-Vector (T, TRV)
1. For each w ϵ T
2. Calculate P(w | T)
3. FV ← Ф; i← 0
6. For i < length (TRV)

7. If T[i] = = TRV[i]
8.     FV[i] ← P(w | T) .P(w)
9. Else
10.     FV[i]  ← P(w)
11. Return FV
Procedure 2: SRC (FVq, TVM, n)
1.  W ← Ф; D ← Ф //Sparse co-efficient vector & Set of distance
3.  W = pinv(TVM) * FVq

T // Construction of W
4. Find sparsest solution Ws for W by equation (5)
5.  i← 0
6. For each i < n
7. (FVq) i

new = TVM * Ws   // Reconstruction of sample vector
8. D[i]   ← Norm (FVq , (FVq) i

new )
9. t-Class = min(D) //Finding minimum residue distance
10. Return t-Class //Returning nearest topic class of  Query
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3 Results and Discussion

In the experiment, we used a subset of TREC AP (Academy Press) corpus con-
taining 2246 news articles with 10473 unique terms. After preprocessing the
document, we apply LDA and obtain 25 topics that are optimum for this experi-
ment. Each topic is visualized as a set of words where each element of the set is
assigned with the posterior topic measures. Table 1 shows five different topics with
most frequent 10 keywords. Test samples as users’ query are classified by executing
algorithm1.

The performance of the classifier is evaluated using different statistical measures
[18] considering 10 queries for each 25 topics, i.e., 10 × 25 = 250 queries. We
considered varied length of query up to five keywords and no significant change is

Table 1 Topics with top 10
keywords

Economy Administration Judiciary Healthcare Aviation

Oil
Cents
Price
Futures
Cent
Lower
Market
Higher
Million
Farmers

Police
People
Killed
Authorities
Army
City
Man
Government
Officials
Reported

Court
Trail
Case
Charges
Attorney
Prison
Judge
Two
Guilty
Years

Aids
Health
Hospital
Medical
Disease
Drug
Patients
Care
Federal
Doctors

Air
Space
Flight
Plane
Two
Aircraft
Planes
Accident
Navy
Ship

Fig. 2 Accuracy versus number of topics
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reported in the retrieved information. It has been observed statistically that maxi-
mum five keywords are provided by most of the users for their query [19]. For
instance, the query vectors [judge trial charges guilty]T, [oil higher market price]T,
[government authorities reported official]T and [aids patients doctors care]T of length
4 are classified as ‘Judiciary’, ‘Economy’, ‘Administration’, and ‘Healthcare’.

Accuracy has been improved with the number of topics indicating appropri-
ateness of applying sparse classifier in the proposed method. Figure 2 shows
improvement in accuracy with increasing number of topics, not remarkable for
other classifiers unlike SRC. High accuracy and high TP rate ensures good preci-
sion and recall for retrieval method that guarantees lower misclassification too.
Detailed comparison of different classifiers using statistical measures summarized
in Table 2 and ROC curve for SRC is shown in Fig. 3.

Table 2 Comparison with different classifiers

Classifiers Statistical measures

Accuracy
(%)

Misclassification
(%)

TP
rate

FP
rate

Precision Recall F-measure Specificity

Naive-Bayes 86.6 13.3 0.86 0.015 0.888 0.867 0.868 0.985

Multilayer
perceptron

81.66 18.33 0.82 0.02 0.823 0.817 0.819 0.98

SRC 90.4 9.6 0.9 0.09 0.978 0.9 0.94 0.91

Fig. 3 ROC curve for SRC
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4 Conclusion

LDA is a basic and generative model for topic modeling used in the paper for initial
latent topic identification. We consider any query as a distribution of words obtained
from topics which is sparse with respect to high dimensional input space represented
using vocabulary. Proposed approach gives satisfactory results in terms of statistical
measures and improves with the size of the training set. For Naïve Bayes classifier
performance is better for less number of topic, however, proposed approach using
SRC outperforms when size of the training set increases, shown in Fig. 2.
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