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Abstract The Intrusion detection system (IDS) is an important tool to detect the
unauthorized use of computer network and to provide the security for information.
The IDS consists of two types signature-based (S-IDS) and anomaly-based (A-IDS)
detection system. S-IDS detect only known attacks whereas A-IDSs are capable to
detect unknown attacks. In this paper, we are focusing on A-IDS. The proposed
system is Anomaly network intrusion detection system (ANIDS). The ANIDS is
implemented using metaheuristic method, genetic algorithm and clustering tech-
niques. The two different clustering techniques are used i.e. K-mean clustering and
hierarchical clustering to check the performance of system in terms of false positive
rate (FPR) and detector generation time (DGT). The system includes modules like
input dataset, preprocessing on input dataset, clustering and selection of sample
training dataset, testing dataset, and performance analysis using training and testing
dataset. The experimental results are calculated based on large—scale dataset, i.e.,
NSL-KDD for detector generation time and false positive rate (FPR). Our proposed
technique gives better result for false positive rate and detector generation time as
compared to K-means clustering technique.
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1 Introduction

Now-a-days, dependency on networked computers increased and is still increasing,
along with this, growing expertise in such networked system requires brilliant and
adaptive threat detection. Because of this computer network security becomes a
major issue. Thus, in computer security, confidentiality, integrity, and availability
(CIA) plays a very vital role [1]. To identify improper or unauthorized modifica-
tions, the integrity mechanism has divided into two classes: prevention and
detection [2]. Therefore, for detection of attacks, intrusion detection system (IDS) is
used and for prevention of unauthorized user, intrusion detection and prevention
system (IDPS) is used.

The problem of identifying the intrusion in the system is resolved by checking
violation of privilege levels in the system, misuse of the system and unauthorized
use. The heterogeneous computer network gives additional burden to detect the
intrusions [3]. Originally, the concept of intrusion detection was proposed by
Anderson in 1980 [4]. Basically, there are two types of IDS Host-based Intrusion
Detection System (H-IDS) and Network-based Intrusion Detection System
(N-IDS). The H-IDS detects the intrusions on the single system but N-IDS detect
attacks on multiple systems by connecting the systems with each other by a net-
work. In this paper, we are focusing on network-based intrusion detection system.
The N-IDS consists of two types signature-based N-IDS and anomaly-based N-IDS
whereas Signature-based N-IDS used to detect only known attack and
anomaly-based N-IDS used to detect unknown attack [5].

This paper represents the network anomaly detection using metaheuristic method
including genetic algorithm and clustering techniques. The metaheuristic method
defined by Osman and Laporte in 1996, is an iterative generation process which
gives guidance to subordinate heuristic by combining concepts for exploring and
exploiting the search space, as well as learning strategies are used to find efficiently
near optimal solutions [6]. Blum and Roli [7], gives fundamental properties of
metaheuristic: (1) to guide search process, metaheuristic strategies are used.
(2) Explore the search space to find near optimal solution.

2 Related Work

The anomaly detection methods are classified into several types. One of the methods
among them is statistic-based method. It identifies the intrusion by using the pre-
defined threshold, standard deviation, mean, and the probabilities [8]. Another cat-
egory is rule-based methods. It uses the if-then and if-else rules, in order to construct
the model of detection for some previously known intrusions [9]. Additionally, the
State-Based approach is also there. It makes the use of Finite state machine, which is
derived from the network topologies to determine the attacks [10]. Negative selection
algorithm (NSA) is one of the artificial immune system (AIS) algorithms which
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motivated by immune system microorganism development and tolerance toward
oneself in human immune system [11]. It builds a model of non-self information by
producing examples that didn’t match existing ordinary (self) designs, then utilizing
this model to match non-ordinary examples to recognize anomalies. NSA detectors
are structured with different geometric shapes, for example, hyper-rectangles,
hyper-circles, hyper-ellipsoids or various hyper-shapes. Anna Sperotto et al. [12],
proposed the automatic approach for anomaly network intrusion detection using SSH
(secure shell is the encrypted protocol which allows to operate remotely over an
unsecured network) traffic. They suggested the procedure which selects the system
parameter automatically and increases the system performance. Alexander et al. [13],
have considered the problem of online anomaly detection in computer network traffic
effectively. This is done using changepoint detection method.

3 Implementation Details

The main idea is based on combination of multi-start metaheuristic algorithm,
genetic algorithm, and hierarchical clustering technique. The number of detectors is
very important to detect anomaly. In ANIDS, we are using hierarchical clustering
technique to reduce FPR and DGT and compare the results with existing k-mean
clustering. The clustering techniques are used to select multiple initial points using
multi-start method. Using multi-start method, the radius of hyper sphere detector is
obtained. This radius is optimized using genetic algorithm. The rule reduction is
used to remove redundant detectors to reduce detector generation time. The detector
generation process is repeated to increase the detection quality. As shown in Fig. 1,
we use the hierarchical clustering and K-mean clustering to divide the large training
dataset into number of clusters. The Anomaly Network Intrusion Detection System
consists of following modules:

3.1 Input Dataset

The input dataset is NSL-KDD dataset [14]. It contains Normal, Probe, U2R, R2L,
and DoS attacks. The total 41 columns headers are added that contain information
such as duration, protocol type, service, src_bytes, dst_bytes, flag, land, wrong
fragment, etc.

3.2 Data Preprocessing

Preprocessing is applied on input dataset (I). To remove unnecessary data or words
which are not useful for extracting the features, data preprocessing is used. The



124 S.M. Sangve and R.C. Thool
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main benefit of data preprocessing is that the time required for processing will also
decrease. The following example describes how preprocessing applied on input
dataset:

Let us consider the one sample from I,

{0, tcp, ftp_data, SF, 491, 0, 0, 0, 0, 0,0, 0,0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 2, 2, 0.00,
0.00, 0.00, 0.00, 1.00, 0.00, 0.00, 150, 25, 0.17, 0.03, 0.17, 0.00, 0.00, 0.00, 0.05,
0.00, normal}

When we apply the preprocessing on the above single sample, the words like
tep, ftp_data, SF (start flag) are removed to decrease the processing time. The
preprocessed sample consists of numeric. The last word in sample denotes the class
normal or anomaly. Therefore, the obtained vector contains two important features,
i.e., pattern in numeric form and class name ‘normal’.

{491, 0,0, 0,0,0,0,0,0,0,0,0,0,0,0, 0, 0,0, 2, 2, 0.00, 0.00, 0.00, 0.00,
1.00, 0.00, 0.00, 150, 25, 0.17, 0.03, 0.17, 0.00, 0.00, 0.00, 0.05, 0.00}
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3.3 Clustering

3.3.1 Hierarchical Clustering Algorithm

Given a set of N items to be clustered, and an N * N matrix (distance or similarity),
the main idea about hierarchical clustering is defined by Johnson [15].

3.3.2 Pseudo Code

The pseudocode for hierarchical clustering is given in [16] which are given below:
First, we compute the N * N similarity matrix. The algorithm executes N — 1 steps
to merge the most similar cluster.

Hierarchical Clustering (d;, d», ds, d4,....dN)

1. Forn < 1toN

2. Doforl « 1to N

3. Do C[n] [i] < SIM (d,, d,)

4. IIn] < 1 (used to keeps track of active clusters)

5. A « [-] (assembles clustering as a sequence of merges

6. Fork«< 1toN -1

7. Do (I, m) « arg max{<i,m>:i # m AI[i]=1 A 1[m] =1} C[i] [m]
8. A. Append (<i, m>) (store merge)

9. Forj«< 1toN

10. Do C[{] [j] « SIM (i, m, j)
11. C[j] [m] <« SIM (i, m, j)

12. I [m] < 0 (Deactivate cluster)
13. Return A;

SIM (i, m, j—used to compute similarity of cluster j with i and m cluster which
are merged together. It is function of C[i] [j] and CJ[j] [m]. The time complexity of
Hierarchical Clustering is ©@(V3), here we scan N * N matrix C with largest simi-
larity in each of N — 1.

3.4 Selection of Dataset and Detector Generation Using
Multi-start Metaheuristic Method

After applying the clustering algorithm, we select some training dataset samples from
given dataset. The multiple initial start points are selected from clustering as input to
generate the detectors. The detector shape is hyper sphere. Thus, we calculate the
radius of hyper sphere to identify the anomaly by using following rules [17]:
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The detector radius R = {r € Rl 0 < r < hpu} where hpu is the hyper-sphere
radius upper bound. Thus,

U; = max (x;) where i = 1, 2, 3... m, L; = min (x;;) where i = 1,2, 3..., m

UB—upper bound and LB—lower bound are used for solution space.

UB = (Ml, Up, U3...,U,, hpu), LB = (11, 12, 13 0), the detectors D = {dly dz,
ds... disp}

The solution space obtained by multi-start framework is calculated as: D; = (i,
Uip, Ui3... Uiy, 1) Where hyper-sphere center is at Deenter = (i1, Uiz, Uiz... Uiy and
hyper sphere radius is r;.

The objective function to control the detector generation process is:

F(Dl) = Nabnormal (dz) = Niormal (d,) (1)

where, Napnormal 1S the number of abnormal samples covered by detector d; and
Npormal 18 the number of normal samples covered by detector d;.

Anomaly Detection is done from the generated detectors and rule is, If (dist
(Deenter X) < r) then {normal} else {abnormal} where r is the detector
hyper-sphere radius and (dist (Dcener» X)) is the Euclidean distance between detector
hyper sphere center D e and test samples x.

3.5 Testing Dataset

The testing dataset is the additional dataset to detect unknown pattern. It is used to
test training patterns in the training dataset, If the system was trained successfully,
outputs produced by the system would be similar the actual outputs.

3.6 Performance Analysis Using Training and Testing
Dataset

Finally performance of the system is analyzed using training and testing dataset for
false positive rate, detector generation time.

4 Experimental Results

The experimental results are calculated based on NSL-KDD dataset. For experi-
mental set up, we use Windows 7 operating system, Intel i5 processor, 4 GB RAM,
80 GB Hard disk, Net Beans IDE 8 + JDK tool. The False positive rate is calcu-
lated using formula:
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The False positive rate (FPR):

FPR = False Positive 2)
FP + FN

where, FP-False Positive, FN-false Negative.

4.1 False Positive Rate (FPR)

The minimum false positive rate is obtained for the anomaly network intrusion
detection system using hierarchical clustering technique. Therefore, the results
show that, Hierarchical clustering gives minimum FPR than the K-mean clustering.
The minimum FPR is 0.0017 obtained at training dataset 15000. Fig. 2 shows
comparison of false positive rate using K-mean and hierarchical clustering approach
(Table 1).

4.2 Detector Generation

Fig. 3 shows the comparison of DGT by using K-mean and Hierarchical-clustering
algorithm. The time required for generation of detector is less by
Hierarchical-clustering. The observation is that detector generation time increases
with the increase in dataset size (Table 2).

Table 1 False positive rate (FPR)

Dataset size FPR using K-mean FPR using hierarchical clustering
3000 0.008 0.0064
5000 0.0052 0.0041
8000 0.0055 0.0041
10000 0.008 0.0021
15000 0.0052 0.0017
20000 0.0057 0.0017
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Table 2 Detector generation time
Dataset size FPR using K-mean (s) FPR using hierarchical clustering (s)
3000 131 58
5000 134 66
8000 135 67
10000 135 68
15000 136 69
20000 134 70

5 Conclusion

The anomaly-based network intrusion detection system is implemented using
metaheuristic method, clustering techniques and Genetic algorithm. The two
algorithms K-mean clustering and hierarchical clustering are used to check the
performance for detection accuracy and false positive rate. The proposed approach
use hierarchical clustering to reduce false positive rate. The clustering techniques
are used to divide training dataset to reduce time and processing complexity. The
metaheuristic method with evolutionary algorithm, i.e., genetic algorithm plays an
important role to select multiple initial start points, to generate number of detectors,
to calculate the radius limit of hypersphere detector and to remove redundant
detectors to give final output, i.e., anomaly or normal. The experimental results are
calculated using NSL-KDD dataset. Using hierarchical clustering we have obtained
false positive rate and detector generation time 0.0017 and 69 s, respectively, for
training dataset of size 15000. The benefit of hierarchical clustering is that it gives
minimum false positive rate and detector generation time as compared to k-mean
clustering. In future, the results will be calculated on other dataset like online to
reduce false positive rate and detector generation time.
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