
Chapter 4

Subgame Consistency in Randomly-
Furcating Cooperative Stochastic
Differential Games

An essential characteristic of time – and hence decision making over time – is that

though an individual may, through the expenditure of resources, gather past and

present information, the future is inherently unknown and therefore (in the math-

ematical sense) uncertain. There is no escape from this fact, regardless of what

resources the individual should choose to devote to obtaining data, information, and

to forecasting. An empirically meaningful theory must therefore incorporate time-

uncertainty in an appropriate manner. Important forms of structure uncertainty

follow from uncertainty of payoffs and perturbing stochastic state dynamics.

Causes of structure uncertainty include (a) Imprecise or incomplete knowledge

about the game’s payoffs over time – the benefits and costs from playing are

generally known only probabilistically, and (b) imperfect knowledge regarding

the behavior of the game’s state variables – generally, how the game evolves

over time is only known probabilistically. To meet the challenges following from

structure-uncertainty, randomly-furcating stochastic differential games allows ran-

dom shocks in the stock dynamics and stochastic changes in payoffs. Since future

payoff are not known with certainty, the term “randomly-furcating” is introduced to

highlight the fact that a particularly useful way to analyze the situation is to assume

that payoffs change at any future time instant according to (known) probability

distributions defined in terms of multiple-branching stochastic processes (see

Yeung (2001) and Yeung (2003)).

This Chapter presents an n� player counterpart of the Petrosyan and Yeung’s
(2007) 2-player analysis on subgame-consistent cooperative solutions in

randomly-furcating stochastic differential games. The organization of the

Chapter is as follows. Section 4.1 presents the basic formulation of randomly-

furcating cooperative differential games. Section 4.2 presents an analysis on

subgame consistent dynamic cooperation of this class of games. Derivation of a

subgame consistent payoff distribution procedure is provided in Sect. 4.3. An

illustration of the solution mechanism is given in a cooperative fishery game in

Sect. 4.4. Subgame consistency in infinite horizon randomly-furcating cooperative
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differential games is examined in Sect. 4.4. Chapter notes are given in Sect. 4.5

and problems in Sect. 4.6.

4.1 Game Formulation and Noncooperative Outcomes

Consider a class of randomly furcating stochastic differential game in which there

are n players. The game interval is [t0, T]. When the game commences at t0, the

payoff structures of the players in the interval
�
t0, t1

�
are known. In future instants

of time tk k ¼ 1, 2, � � �, mð Þ, where t0 < tm < T�tmþ1, the payoff structures in

the time interval
�
tk, tkþ1

�
are affected by a series of random eventsΘk. In particular,

Θk for k 2 1, 2, � � �, mf g, are independent and identically distributed random

variables with range {θ1, θ2, . . ., θη} and corresponding probabilities {λ1, λ2,
. . ., λη}. Changes in preference, technology, legal arrangements and the physical

environments are examples of factors which constitute the change in payoff struc-

tures. At time T a terminal value qi(x(T )) will be given to player i. Specifically
player i seeks to maximize the expected payoff:

Et0

ðt1
t0

g i;θ00½ � s,x sð Þ,u1 sð Þ,u2 sð Þ, � � �,un sð Þ½ �
�

e�r s�t0ð Þds

þ
Xm
h¼1

Xη
ah¼1

λah

ðthþ1

th

g i;θ h
ah

� �
s,x sð Þ,u1 sð Þ,u2 sð Þ, � � �,un sð Þ½ �e�r s�t0ð Þ þ e�r T�t0ð Þqi x Tð Þð Þ

)
,

for i2 1;2; � � �;nf g�N;

ð1:1Þ

where x sð Þ 2 X � Rκ is a vector of state variables, θ h
ak
2 θ1, θ2, . . . , θη
� �

for

k 2 1; 2; � � �;mf g, θa0 ¼ θ00 is known at time t0, r is the discount rate, ui 2 Ui is the

control of player i, and Et0 denotes the expectation operator performed at time t0.
The payoffs of the players are transferable.

The state dynamics of the game is characterized by the vector-valued stochastic

differential equations:

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ,
x t0ð Þ ¼ x0; ð1:2Þ

where σ[s, x(s)] is a κ � υmatrix and z(s) is a υ -dimensional Wiener process and the

initial state x0 is given. Let Ω s, x sð Þ½ � ¼ σ s, x sð Þ½ �σ s,x sð Þ½ �T denote the covariance

matrix with its element in row h and column ζ denoted by Ωhζ[s, x(s)]. ui 2 Ui

� compR‘ is the control vector of player i, for i 2 N.
To obtain a Nash equilibrium solution for the game (1.1 and 1.2), we first

consider the solution for the subgame in the last time interval, that is [tm,T]. For
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the case where θm
am

2 θ1, θ2, . . . , θη
� �

has occurred at time instant tm and

x tmð Þ ¼ xtm 2 X, player i maximizes the payoff:

Etm

�ðT
tm

g i;θ m
am½ � s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ � e�r s�t0ð Þds

þ qi x Tð Þð Þe�r T�t0ð Þ
���� x tmð Þ ¼ xtm

	
; ð1:3Þ

subject to

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ, x tmð Þ ¼ xtm : ð1:4Þ

The conditions characterizing a Nash equilibrium solution of the game (1.3 and 1.4)

is provided in the lemma below.

Lemma 1.1 A set of feedback strategies {u
mð Þθ m

αm
i tð Þ ¼ ϕ

mð Þθ m
αm

i t; xð Þ; i 2 1; 2f g and

t 2 tm; T½ �} constitutes a Nash equilibrium solution for the game (1.3 and 1.4), if

there exist continuously differentiable functions Vi θ m
αm½ � mð Þ t; xð Þ : tm; T½ � � Rκ ! R,

for i 2 1; 2f g, which satisfy the following partial differential equations:

�V
i θ m

αm½ � mð Þ
t t; xð Þ � 1

2

Xn
h, ζ¼1

Ωhζ t; xð ÞVi θ m
αm½ � mð Þ

xhxζ
t; xð Þ

¼ max
u
θαm
i 2Ui

�
g i;θ m

αm½ � t, x, u
mð Þθ m

αm
i ,ϕ mð Þθ m

αm
N\ i

t; xð Þ
h i

e�r t�t0ð Þ

þV
i θ m

αm½ � mð Þ
x t; xð Þf t, x, u

mð Þθ m
αm

i ,ϕ mð Þθ m
αm

N\ i
t; xð Þ

h i	
, and

Vi θ m
αm½ � mð Þ T; xð Þ ¼ e�r T�tmð Þqi xð Þ, for i 2 N, j 2 N and j 6¼ i; ð1:5Þ

where

ϕ mð Þθ m
αm

N\ i
t; xð Þ ¼

ϕ
mð Þθ m

αm
1 t; xð Þ,ϕ mð Þθ m

αm
2 t; xð Þ, � � �,ϕ mð Þθ m

αm
i�1 t; xð Þ,ϕ mð Þθ m

αm
iþ1 t; xð Þ, � � �,ϕ mð Þθ m

αm
n t; xð Þ

h i
:

Proof System (1.5) satisfies the optimal conditions in stochastic dynamic pro-

gramming in Theorem A.3 in the Technical Appendices for each player and the

Nash equilibrium condition (1951). Hence Lemma 1.1 follows. ■

For ease of exposition and sidestepping the issue of multiple equilibria, we

assume that a particular noncooperative Nash equilibrium is adopted in the entire

subgame. In order to formulate the subgame in the second last time interval�
tm�1, tm

�
, it is necessary to identify the expected terminal payoffs at time tm.
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If θm
am

occurs at time tm, one can invoke Lemma 1.1 and obtain player i’s payoffs

at time tm asVi θ m
αm½ � mð Þ tm; xtmð Þ. Note thatVi θ m

αm½ � mð Þ tm; xtmð Þ gives the expected payoff
to player i for playing the subgame in the last interval if θm

am
occurs at time tm.

Taking into consideration of all the possibilities of θm
am

2 θ1, θ2, . . . , θη
� �

, the

expected payoff to player i for playing the subgame in the last interval payoff

can be obtained as:

Xη
a¼1

λaV
i θ m

α½ � mð Þ tm; xtmð Þ: ð1:6Þ

The expected terminal payoff of player i, for i 2 N, in the subgame over the time

interval tm�1; tm½ � is reflected by (1.6) under the assumption that a particular Nash

equilibrium is adopted in each of the possible subgame scenarios in the time

interval [tm, T]. If θm�1
am�1

2 θ1, θ2, . . . , θη
� �

occurs at time tm�1, the subgame in

the time interval tm�1; tm½ � can be formally set up as:

max
ui

Etm�1

�ðtτ
tτ�1

g i;θm�1
am�1

½ � s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ � e�r s�t0ð Þds

þ
Xη
a¼1

λaV
i θ m

α½ � mð Þ tm, x tmð Þð Þ
���� x tm�1ð Þ ¼ xtm�1

	
, for i 2 N ð1:7Þ

subject to

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ,
x tm�1ð Þ ¼ xtm�1

2 X ð1:8Þ

Similarly, if θ k
ak
2 θ1, θ2, . . . , θη
� �

occurs at time tk the subgame in the time

interval
�
tk, tkþ1

�
, for k 2 0, 1, 2, � � �,m� 2f g can be set up as:

max
ui

�ðtkþ1

tk

g i;θ k
ak

� �
s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ � e�r s�t0ð Þds

þ
Xη
a¼1

λaV
i θkþ1

α½ � kþ1ð Þ tkþ1, x tkþ1ð Þð Þ
���� x tkð Þ ¼ xtk

	
, for i 2 N; ð1:9Þ

subject to

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ,
x tkð Þ ¼ xtk 2 X: ð1:10Þ

Following Lemma 1.1 a Nash equilibrium solution of game (1.1 and 1.2) can be

characterized by the following theorem.

88 4 Subgame Consistency in Randomly-Furcating Cooperative Stochastic. . .



Theorem 1.1 A set of feedback strategies
�
u

mð Þθ m
αm

i tð Þ ¼ ϕ
mð Þθ m

αm
i t; xð Þ; for t 2 tm; T½ �;

u
kð Þθ k

αk
i tð Þ ¼ ϕ

kð Þθ k
αk

i t; xð Þ, for t 2 �
tk, tkþ1

�
, k 2 0, 1, 2, � � �,m� 1f g and i 2 N

�
,

contingent upon the events θm
αm

2 θ1, θ2, . . . , θη
� �

and θ k
αk
2 θ1, θ2, . . . , θη
� �

for k 2 1, 2, � � �,m� 1f g constitutes a Nash equilibrium solution for the game

(1.1 and 1.2), if there exist continuously differentiable functions Vi θ m
αm½ � mð Þ t; xð Þ :

tm; T½ � � Rκ! R and Vi θ k
αk

� �
kð Þ t; xð Þ: tk; tkþ1½ � � Rκ ! R, for k 2 0, 1, 2, � � �,m� 1f g

and i 2 N, which satisfy the following partial differential equations:

�V
i θ m

αm½ � mð Þ
t t; xð Þ � 1

2

Xn
h, ζ¼1

Ωhζ t; xð ÞVi θ m
αm½ � mð Þ

xhxζ
t; xð Þ

¼ max
u
θαm
i

2Ui

�
g i;θ m

αm½ � t, x, u
mð Þθ m

αm
i ,ϕ mð Þθ m

αm
N\ i

t; xð Þ
h i

e�r t�t0ð Þ

þV
i θ m

αm½ � mð Þ
x t; xð Þf t, x, u

mð Þθ m
αm

i ,ϕ mð Þθ m
αm

N\ i
t; xð Þ

h i	
, and

Vi θ m
αm½ � mð Þ T; xð Þ ¼ e�r T�t0ð Þqi xð Þ;

�V
i θ k

αk

� �
kð Þ

t t; xð Þ � 1

2

Xn
h, ζ¼1

Ωhζ t; xð ÞVi θ k
αk

� �
kð Þ

xhxζ
t; xð Þ

¼ max
u
θαk
i 2Ui

�
g i;θ k

αk

� �
t, x, u

kð Þθ k
αk

i ,ϕ
kð Þθ k

αk
N\ i t; xð Þ


 �
e�r t�t0ð Þ

þV
i θ k

αk

� �
kð Þ

x t; xð Þf t, x, u
kð Þθ k

αk
i ,ϕ

kð Þθ k
αk

N\ i t; xð Þ

 �	

, and

Vi θ k
αk

� �
kð Þ tkþ1; xð Þ ¼

Xη
a¼1

λaV
i θkþ1

a½ � kþ1ð Þ tkþ1; xð Þ;

for i 2 N and k 2 0, 1, 2, � � �,m� 1f g.
Proof The results in Theorem 1.1 satisfy the optimal conditions in stochastic

dynamic programming in Technical Appendix A.3 for each player and the Nash

equilibrium condition (1951). Hence Theorem 1.1 follows. ■

Two remarks given below will be utilized in subsequent analysis.

Remark 1.1 One can readily verify that V
i θ k

αk

� �
kð Þ

tk; xtkð Þ ¼ Vi θ k
αk

� �
kð Þ tk; xtkð Þer tk�t0ð Þ

is the expected feedback Nash equilibrium payoff of player i in the game

max
ui

�ðtkþ1

tk

g i;θ k
ak

� �
s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ � e�r s�tkð Þds

þ e�r tkþ1�tkð ÞXη
a¼1

λaV
i θkþ1

a½ � kþ1ð Þ
tkþ1, x tkþ1ð Þð Þ

���� x tkð Þ ¼ xtk

	
,

for i 2 N;
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subject to

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ,
x tkð Þ ¼ xtk 2 X:

Remark 1.2 One can also readily verify that V
i θ k

αk

� �
kð Þτ

τ; xτð Þ ¼
Vi θ k

αk

� �
kð Þ τ; xτð Þer τ�t0ð Þ, for τ 2 �

tk, tkþ1

�
, is the expected feedback Nash equilibrium

payoff of player i in the game

max
ui

�ðtkþ1

τ
g i;θ k

ak

� �
s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ � e�r s�τð Þds

þ e�r tkþ1�τð ÞXη
a¼1

λaV
i θkþ1

a½ � kþ1ð Þ
tkþ1, x tkþ1ð Þð Þ

���� x τð Þ ¼ xτ

	
, for i 2 N;

subject to

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ,
x τð Þ ¼ xτ 2 X:

4.2 Dynamic Cooperation

Now consider the case when the players want to cooperate and agree to act and

allocate the cooperative payoff according to a set of agreed upon optimality

principles. The agreement on how to act cooperatively and allocate cooperative

payoff constitutes the solution optimality principle of a cooperative scheme. In

particular, the optimality principle includes:

(i) an agreement on a set of cooperative strategies/controls,

and

(ii) a mechanism to distribute total payoff between players.

Both group rationality and individual rationality are required in a cooperative

plan. Group rationality requires the players to seek a set of cooperative strategies/

controls that yields a Pareto optimal solution. The allocation principle has to satisfy

individual rationality in the sense that no player would be worse off than before

under cooperation.

4.2.1 Group Rationality

Since payoffs are transferable, group rationality requires the players to maximize

their expected joint payoff
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Et0

Xn
j¼1

ðt1
t0

g j;θ00½ � s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �
(

e�r s�t0ð Þds

þ
Xn
j¼1

Xm
h¼1

Xη
ah¼1

λah

ðthþ1

th

g j;θ h
ah

� �
s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �e�r s�t0ð Þds

þ e�r T�t0ð ÞXn
j¼1

qj x Tð Þð Þ
)

ð2:1Þ

subject to (1.2).

We solve the control problem (2.1) and (1.1) in a manner similar to that we used

to solve the game (1.1 and 1.2). In particular, an optimal solution of the problem

(1.2) and (2.1) is characterized by the theorem below.

Theorem 2.1 A set of controls { u
mð Þθ m

αm
i tð Þ ¼ ψ

mð Þθ m
αm

i t; xð Þ; for t 2 tm; T½ � ;
u

kð Þθ k
αk

i tð Þ ¼ ψ
kð Þθ k

αk
i t; xð Þ, for t 2 �

tk, tkþ1

�
, k 2 0, 1, 2, � � �,m� 1f g and i 2 N },

contingent upon the events θm
αm

and θ k
αk

constitutes an optimal solution for the

stochastic control problem (2.1 and 1.2), if there exist continuously differentiable

functions W θ m
αm½ � mð Þ t; xð Þ : tm; T½ � � Rκ ! R and W θ k

αk

� �
kð Þ t; xð Þ : tk; tkþ1½ � �Rκ ! R

for k 2 0, 1, 2, � � �,m� 1f g which satisfy the following partial differential equa-

tions:

�W
θ m
αm½ � mð Þ

t t; xð Þ � 1

2

Xn
h, ζ¼1

Ωhζ t; xð ÞW θ m
αm½ � mð Þ

xhxζ
t; xð Þ

¼ max
u
θαm
1

, uθαm
2

, ���, uθαmn

� Xn
j¼1

g j;θ m
αm½ � t, x tð Þ, u mð Þθ m

αm
1 , u

mð Þθ m
αm

2 , � � �, u mð Þθ m
αm

n

h i
e�r t�tτð Þ

þW
θ m
αm½ � mð Þ

x t; xð Þf t; x; u
mð Þθ m

αm
1 ; u

mð Þθ m
αm

2 ; � � �; u mð Þθ m
αm

n

h i 	
, and

W θ m
αm½ � mð Þ T; xð Þ ¼ e�r T�t0ð ÞXn

j¼1

qj xð Þ;

�W
θ k
αk

� �
kð Þ

t t; xð Þ � 1

2

Xn
h, ζ¼1

Ωhζ t; xð ÞW θ k
αk

� �
kð Þ

xhxζ
t; xð Þ

¼ max
u
θαk
1
, u

θαk
2
, ���, uθαk

2

� Xn
j¼1

g j;θ k
αk

� �
t; x; u

kð Þθ k
αk

1 ; u
kð Þθ k

αk
2 ; � � �; u kð Þθ k

αk
n


 �
e�r t�tkð Þ

þW
θ k
αk

� �
kð Þ

x t; xð Þf t; x; u
kð Þθ k

αk
1 ; u

kð Þθ k
αk

2 ; � � �; u kð Þθ k
αk

n


 � 	
, and

W θ k
αk

� �
kð Þ tkþ1; xð Þ ¼

Xη
a¼1

λaW
θkþ1
a½ � kð Þ tkþ1; xð Þ, fork 2 0, 1, 2, � � �,m� 1f g:
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Proof Following the argument in the analysis in Sect. 4.1 we obtainXη
a¼1

λaW
θ m
α½ � kþ1ð Þ tkþ1; xtkþ1

� �
as the expected terminal value for the stochastic control

problem in the time interval tk; tkþ1½ �, for k 2 0; 1; 2; � � �;mf g. Then direct applica-

tion of the stochastic control technique in Theorem A.3 in the Technical Appendi-

ces and the Nash equilibrium condition yields Theorem 2.1. ■

Hence under cooperation the players will adopt the cooperative strategy

ψ
hð Þθ h

ah

i t; xð Þ,ψ hð Þθ h
ah

2 t; xð Þ, � � �,ψ hð Þθ h
ah

n t; xð Þ

 �

in the time interval
�
th, thþ1

�
if θah 2

θ1, θ2, . . . , θη
� �

occurs at time th, for h 2 0; 1; 2; � � �;mf g. In a cooperative

framework, the issue of non-uniqueness of the optimal controls can be resolved

by agreement between the players on a particular set of controls. Substituting the set

of cooperative strategy into (1.2) yields the dynamics of the cooperative state

trajectory in the time interval
�
tk, tkþ1

�
for k 2 0; 1; 2; � � �;mf g as

dx sð Þ ¼ f s, x sð Þ,ψ kð Þθ k
αk

1 s, x sð Þð Þ,ψ kð Þθ k
αk

2 s, x sð Þð Þ, � � �,ψ kð Þθ k
αk

n s, x sð Þð Þ

 �

ds

þ σ s, x sð Þ½ �dz sð Þ; ð2:2Þ

x tkð Þ ¼ xtk , for s 2
�
tk, tkþ1

�
, if θ k

ak
2 θ1, θ2, . . . , θη
� �

occurs at time tk.

For simplicity in exposition we denote the set of state variable realizable at

time t according to (2.2) by X�
t , and use x�t to denote an element in X�

t that would

occur.

Finally, similar to Remarks 1.1 and 1.2 we have two results that will be utilized

in subsequent analysis:

Remark 2.1 One can readily verify thatW
θ k
αk

� �
kð Þ

tk; xkð Þ ¼ W θ k
αk

� �
kð Þ tk; xkð Þer tk�t0ð Þ

is the maximized value of the stochastic control problem

max
u1, u2, ���, un

Etk

Xn
j¼1

ðtkþ1

tk

g j;θ k
ak

� �
s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �

(
e�r s�tkð Þds

þ
Xn
j¼1

Xm
h¼kþ1

Xη
ah¼1

λah

ðthþ1

th

g j;θ h
ah

� �
s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �e�r s�tkð Þds

þ e�r T�tkð ÞXn
j¼1

qj x Tð Þð Þ
)

subject to

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ,
x tkð Þ ¼ xtk 2 X:
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Remark 2.2 One can readily verify that

W
θ k
αk

� �
kð Þτ

τ; xτð Þ ¼ W θ k
αk

� �
kð Þ τ; xτð Þer τ�t0ð Þ, for τ 2 �

tk, tkþ1

�
;

is the maximized value of the stochastic control problem

max
u1, u2, ���, un

Eτ

Xn
j¼1

ðtkþ1

τ
g j;θ k

ak

� �
s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �

(
e�r s�τð Þds

þ
X2
j¼1

Xm
h¼kþ1

Xη
ah¼1

λah

ðthþ1

th

g j;θ h
ah

� �
s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �e�r s�τð Þds

þ e�r T�τð ÞXn
j¼1

qj x Tð Þð Þ
)

subject to

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ, x τð Þ ¼ xτ 2 X:

4.2.2 Individual Rationality

Assume that at time t0 when the initial state is x0 the agreed upon optimality

principle assigns a set of imputation vectors contingent upon the events θ00 and

θ h
ah
for θ h

ah
2 θ1, θ2, . . . , θη
� �

and h 2 1; 2; � � �;mf g. We use

ξ1 θ00½ � 0ð Þ t0; x0ð Þ, ξ2 θ00½ � 0ð Þ t0; x0ð Þ, � � �, ξn θ00½ � 0ð Þ t0; x0ð Þ
h i

to denote an imputation vector of the gains in such a way that the share of the ith

player over the time interval [t0,T] is equal to ξi θ
0
0½ � 0ð Þt0 t0; x0ð Þ.

Individual rationality requires that

ξi θ
0
0½ � 0ð Þt0 t0; x0ð Þ 	 Vi θ00½ � 0ð Þ t0; x0ð Þ, for i 2 N:

In a dynamic framework, individual rationality has to be maintained at every instant

of time t 2 t0; T½ � along the cooperative trajectory. At time t, for t 2 �
t0, t1

�
, if the

players are allowed to reconsider their cooperative plan, they will compare

their expected cooperative payoff to their expected noncooperative payoff at that

time. Using the same optimality principle, at time t, for t 2 �
t0, t1

�
, an imputation

vector will assign the shares of the players over the time interval [t,T] as
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ξ1 θ00½ � 0ð Þt t; x*t
� �

, ξ2 θ00½ � 0ð Þt t; x*t
� �

, � � �, ξn θ00½ � 0ð Þt t; x*t
� �h i

(in current value at time t). Indi-

vidual rationality requires that

ξi θ
0
0½ � 0ð Þt t; x*t

� � 	 V
i θ00½ � 0ð Þt

t; x*t
� �

, for i 2 N and t 2 �
t0, t1

�
:

At time th, for h 2 1; 2; � � �;mf g, if θ h
ah
2 θ1, θ2, . . . , θη
� �

has occurred and

the state is x*th , the same optimality principle assigns an imputation vector

ξ1 θ h
ah

� �
hð Þth th; x

*
th


 �
, ξ2 θ h

ah

� �
hð Þth th; x

*
th


 �
, � � �, ξn θ h

ah

� �
hð Þth th; x

*
th


 �
 �
(in current value at

time th). Individual rationality is satisfied if:

ξi θ h
ah

� �
hð Þth th; x

*
th


 �
	 V

i θ h
ah

� �
hð Þth th; x

*
th


 �
: for i 2 N :

Using the same optimality principle, at time t, for t 2 �
th, thþ1

�
, an imputation

vector will assign the shares of the players over the time interval [t,T] as

ξ1 θ h
ah

� �
hð Þt t; x*t
� �

, ξ2 θ h
ah

� �
hð Þt t; x*t
� �

, � � �, ξn θ h
ah

� �
hð Þt t; x*t
� �
 �

(in terms of current value

at time t). Individual rationality requires that

ξi θ h
ah

� �
hð Þt t; x*t
� � 	 V

i θ h
ah

� �
hð Þt

t; x*t
� �

, for i 2 N, t 2 �
th, thþ1

�
and h 2 1; 2; � � �;mf g.

4.3 Subgame Consistent Solution and Payoff Distribution

A stringent requirement for solutions of cooperative stochastic differential games to

be dynamically stable is the property of subgame consistency. Under subgame

consistency, an extension of the solution policy to a situation with a later starting

time and any feasible state brought about by prior optimal behaviors would remain

optimal. In particular, when the game proceeds, at each instant of time the players

are guided by the same optimality principles, and hence do not have any ground for

deviation from the previously adopted optimal behavior throughout the game. A

dynamically stable solution to the randomly furcating game (1.1 and 1.2) is sought

in this section.

4.3.1 Solution Imputation Vector

According to the solution optimality principle the players agree to share their

cooperative payoff according to the following set of imputation vectors
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ξ1 θ00½ � 0ð Þ t0; x0ð Þ, ξ2 θ00½ � 0ð Þ t0; x0ð Þ, � � �, ξn θ00½ � 0ð Þ t0; x0ð Þ
h i

at time t0,

ξ1 θ00½ � 0ð Þt t; x*t
� �

, ξ2 θ00½ � 0ð Þt t; x*t
� �

, � � �, ξn θ00½ � 0ð Þt t; x*t
� �h i

for t 2 �
t0, t1

�
,

ξ1 θ h
ah

� �
hð Þ th; x

*
th


 �
, ξ2 θ h

ah

� �
hð Þ th; x

*
th


 �
, � � �, ξn θ h

ah

� �
hð Þ th; x

*
th


 �
 �
at time th,

forθ h
ah
2 θ1, θ2, . . . , θη
� �

andh 2 1; 2; � � �;mf g,

ξ1 θ h
ah

� �
hð Þt t; x*t
� �

, ξ1 θ h
ah

� �
hð Þt t; x*t
� �

, � � �, ξn θ h
ah

� �
hð Þt t; x*t
� �
 �

for t 2 �
th, thþ1

�
andθ h

ah
2 θ1, θ2, . . . , θη
� �

andh 2 1; 2; � � �;mf g: ð3:1Þ

Since (3.1) is guided by a solution optimality principle group optimality and

individual rationality are satisfied.

The solution imputation ξi θ k
ak

� �
kð Þτ t; x*t
� �

may be governed by many specific

principles. For instance, the players agree to maximize the sum of their payoffs and

equally divide the excess of the cooperative payoff over the noncooperative payoff.

The imputation scheme has to satisfy:

Scheme 3.1

ξi θ k
ak

� �
kð Þ tk; x

*
tk


 �
¼ V

i θ k
ak

� �
kð Þ

tk; x
*
tk


 �
þ 1

n



W

θ k
ak

� �
kð Þ

tk; x
*
tk


 �

�
Xn
j¼1

V
j θ k

ak

� �
kð Þ

tk; x
*
tk


 � �
, and

ξi θ k
ak

� �
kð Þt t; x*t
� � ¼ V

i θ k
ak

� �
kð Þt

t; x*t
� �þ 1

n



W

θ k
ak

� �
kð Þ

tk; x
*
tk


 �

�
Xn
j¼1

V
j θ k

ak

� �
kð Þt

tk; x
*
tk


 � �
,

for i 2 N and t 2 tk; tkþ1ð Þ:

As another example, the solution imputation ξi θ k
ak

� �
kð Þτ t; x*t
� �

may be an allocation

principle in which the players allocate the total joint payoff according to the relative

sizes of the firms’ noncooperative profits. Hence the imputation scheme has to satisfy

Scheme 3.2

ξi θ k
ak

� �
kð Þ tk; x

*
tk


 �
¼

V
i θ k

ak

� �
kð Þ

tk; x
*
tk


 �
Xn
j¼1

V
j θ k

ak

� �
kð Þ

tk; x
*
tk


 �W
θ k
ak

� �
kð Þ

tk; x
*
tk


 �
, and

ξi θ k
ak

� �
kð Þt t; x*t
� � ¼ V

i θ k
ak

� �
kð Þt

t; x*t
� �

Xn
j¼1

V
i θ k

ak

� �
kð Þt

t; x*t
� �W θ k

ak

� �
kð Þt

t; x*t
� �

, for i 2 N and t 2 tk; tkþ1ð Þ:
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Crucial to the analysis is the formulation of a payoff distribution mechanism

that would lead to the realization of Condition (3.1). This will be done in the next

subsection.

4.3.2 Subgame-Consistent Payoff Distribution Procedure

First consider the cooperative subgame in the last time interval, that is [tm,T] in

which θm
am

2 θ1, θ2, . . . , θη
� �

has occurred at time tm. To maximize expected joint

payoff the players

max
u1, u2, ���, un

Etm

�Xn
j¼1

ðT
tm

g j;θ m
am½ � s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �e�r s�tmð Þds

þ e�r T�tmð ÞXn
j¼1

qj x Tð Þð Þ
	

ð3:2Þ

subject to

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ,
x tmð Þ ¼ x*tm : ð3:3Þ

According to (3.1) the players agree to share their cooperative payoff according to

the imputation

ξ1 θ m
am½ � mð Þtm tm; x

*
tm


 �
, ξ2 θ m

am½ � mð Þtm tm; x
*
tm


 �
, � � �, ξn θ m

am½ � mð Þtm tm; x
*
tm


 �h i
:

Following Yeung and Petrosyan (2004), we formulate a payoff distribution over

time so that the agreed imputations can be realized. Let the vectors

B
θ m
amð Þm

1 sð Þ,B θ m
amð Þm

2 sð Þ, � � �,B θ m
amð Þm

n sð Þ

 �

denote the instantaneous payoff at time

s 2 tm; T½ � for the cooperative subgame (3.2 and 3.3). In other words, player i, for

i 2 N, obtains an instantaneous payment B
θ m
amð Þm

i sð Þ at time instant s. A terminal

value of qi(x�T) is received by player i at time T.

In particular, B
θ m
amð Þm

i sð Þ and qi(x�T) constitute a payoff distribution for the

subgame in the sense that

ξi θ
m
am½ � mð Þtm tm; x

*
tm


 �
¼ Etm

�� ð T

tm

B
θ m
amð Þm

i sð Þe�r s�tmð Þdsþ e�r T�tmð Þqi x*T
� � �

x tmð Þ ¼ x*tm

����
	
,

for i 2 N: ð3:4Þ
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As the game proceed to at time t, for t 2 �
tm,T

�
, using the same optimality principle

an imputation vector will assign the shares of the players over the time interval [t,T]

as ξi θ
m
am½ � mð Þt t; x*t

� �
. For consistency reasons, it is required that

ξi θ
m
am½ � mð Þt t; x*t

� �
¼ Et

�� ð T

t

B
θ m
amð Þm

i sð Þe�r s�tð Þdsþ e�r T�tð Þqi x*T
� � �

x tð Þ ¼ x*t

����
	
,

for t 2 tm; T½ �: ð3:5Þ

To fulfill group optimality, it is required that

Xn
j¼1

ξj θ
m
am½ � mð Þt t; x*t

� � ¼ W
θ m
am½ � mð Þt

t; x*t
� �

for t 2 tm; T½ �, and
Xn
j¼1

Bj θ m
am½ � mð Þt tð Þ

¼
Xn
j¼1

g j;θ m
am½ � t, x*t ,ψ

mð Þθ m
αm

1 t; x*t
� �

,ψ
mð Þθ m

αm
2 t; x*t

� �
, � � �,ψ mð Þθ m

αm
n t; x*t

� �h i
: ð3:6Þ

If the conditions from (3.4) to (3.6) are satisfied, one can say that the solution

imputations are time-consistent in the sense that (3.1) can be realized.

Now we consider

ξi θ
m
am½ � mð Þtm t; x*t

� � ¼ Etm

�� ð T

t

B
θ m
amð Þm

i sð Þe�r s�tmð Þds

þ e�r T�tmð Þqi x*T
� � �

x tð Þ ¼ x*t

����
	
,

for t 2 tm; T½ �and i 2 N: ð3:7Þ

Using (3.4), (3.5) and (3.7), we have

ξi θ
m
am½ � mð Þtm t; x*t

� � ¼ e�r t�tmð Þξi θ
m
am½ � mð Þt t; x*t

� �
, for t 2 tm; T½ �: ð3:8Þ

Moreover, we can write

ξi θ
m
am½ � mð Þτ τ; x*τ

� � ¼ Eτ

�ð τþΔt

τ
B

θ m
amð Þm

i sð Þe�r s�τð Þds

þ e�r Δ tð Þξi θ
m
am½ � mð ÞτþΔt τ þ Δt, x*τ þ Δx*τ

� �
x τð Þ ¼ x*τ

	����
forτ 2 tm; T½ �and i 2 N; ð3:9Þ

where
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Δx*τ ¼ f τ, x*τ ,ψ
mð Þθ m

am

1 τ; x*τ
� �

,ψ
mð Þθ m

am

2 τ; x*τ
� �

, � � �,ψ mð Þθ m
am

n τ; x*τ
� �h i

Δt
þ σ τ; x*τ

� �
Δzτ þ o Δtð Þ;

and

Δzτ ¼ z τ þ Δtð Þ � z τð Þ, and Et o Δtð Þ½ �=Δt ! 0 as Δt ! 0.

From (3.9) we obtain

Eτ

�ð τþΔt

τ
B

θ m
amð Þm

i sð Þe�r s�τð Þds x τð Þ ¼ x*τ

	����
¼ ξi θ

m
am½ � mð Þt t; x*t

� �� e�r Δ tð Þξi θ
m
am½ � mð ÞtþΔt tþ Δt, x*t þ Δx*t

� �
: ð3:10Þ

Invoking (3.8) yields

Eτ

�ð tþΔt

t

B
θ m
amð Þm

i sð Þe�r s�tð Þds x tð Þ ¼ x*t

	����
¼ ξi θ

m
am½ � mð Þτ τ; x*τ

� �� ξi θ
m
am½ � mð Þτ τ þ Δt, x*τ þ Δx*τ

� �
; ð3:11Þ

For imputations ξi θ
m
am½ � mð Þτ t; x*t

� �
, for τ 2 tm; T½ � and t 2 τ; T½ � being functions that are

continuously twice differentiable in t and x�t , one can express (3.11), withΔt ! 0, as:

Eτ

�
B

θ m
amð Þm

i τð ÞΔtþ o Δtð Þ
	

¼ Eτ

�
� ξ

i θ m
am½ � mð Þτ

t t; x*t
� �

t¼τj

 �

Δ t

� ξ
i θ m

am½ � mð Þτ
x*t

t; x*t
� �

t¼τj

 �

f τ, x*τ ,ψ
mð Þθ m

am

1 τ; x*τ
� �

,ψ
mð Þθ m

am

2 τ; x*τ
� �

, � � �,ψ mð Þθ m
am

n τ; x*τ
� �h i

Δt

� 1

2

Xn
h, ζ¼1

Ωhζ τ; x*τ
� �

ξ
i θ m

am½ � mð Þτ
x h
t x

ζ
t

t; x*t
� �����

t¼τ


 �
Δt

� ξ
i θ m

am½ � mð Þτ
xt t; x*t

� �����
t¼τ


 �
σ τ; x*τ
� �

;Δzτ;�; o Δtð Þ
	
: ð3:12Þ

Dividing (3.12) throughout by Δt, with Δt ! 0, and taking expectation yield

B
θ m
amð Þm

i τð Þ ¼ � ξ
i θ m

am½ � mð Þτ
t t; x*t

� �
t¼τj


 �

� ξ
i θ m

am½ � mð Þτ
x*t

t; x*t
� �

t¼τj

 �

f τ, x*τ ,ψ
mð Þθ m

am

1 τ; x*τ
� �

,ψ
mð Þθ m

am

2 τ; x*τ
� �

, � � �,ψ mð Þθ m
am

n τ; x*τ
� �h i

�1

2

Xn
h, ζ¼1

Ωhζ τ; x*τ
� �

ξ
i θ m

am½ � mð Þτ
x h
t x

ζ
t

t; x*t
� �����

t¼τ


 �
, for i 2 N; ð3:13Þ
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One can repeat the analysis from (3.4) to (3.13) for all ξi θ
m
am½ � mð Þτ τ; x*τ

� �
each associated with an θm

am
2 θ1, θ2, . . . , θη
� �

and obtain the corresponding

B
θ m
amð Þm

i τð Þ for τ 2 tm; T½ �.
In order to formulate the cooperative subgame in the second last time interval

tm�1; tm½ �, it is necessary to identify the expected terminal payoffs at time tm. Using

Theorem 2.1, one can obtain W θ m
am½ � mð Þ tm; x

*
m

� �
if θm

am
2 θ1, θ2, . . . , θη
� �

occurs at

time tm. The term
Xη
a¼1

W θ m
a½ � mð Þ tm; x

*
m

� �
gives the expected joint payoff of the

cooperative game over the duration [tm, T] and hence is the expected terminal

joint payoff for the cooperative subgame in the time interval tm�1; tm½ �. In a similar

manner, the term
Xη
a¼1

W θkþ1
a½ � kþ1ð Þ tkþ1; x

*
kþ1

� �
gives the expected terminal joint

payoff for the cooperative subgame in the time interval tk; tkþ1½ � for

k 2 0, 1, 2, � � �,m� 1f g. In general, the cooperative subgame in the time interval

tk; tkþ1½ � if θ k
ak
2 θ1, θ2, . . . , θη
� �

occurs at time tk for k 2 0, 1, 2, � � �,m� 1f g can
be expressed as:

max
u1, u2

Etk

(X2
j¼1

ðtkþ1

tk

g j;θ k
ak

� �
s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �e�r s�tkð Þds

þ e�r tkþ1�tkð ÞX2
j¼1

Xη
a¼1

W
θkþ1
a½ � kþ1ð Þ

tkþ1, x tkþ1ð Þð Þ
)

ð3:14Þ

subject to

dx sð Þ ¼ f s, x sð Þ, u1 sð Þ, u2 sð Þ, � � �, un sð Þ½ �dsþ σ s, x sð Þ½ �dz sð Þ,
x tkð Þ ¼ x*k : ð3:15Þ

One can repeat the analysis from (3.4) to (3.13) for all ξi θ k
ak

� �
kð Þτ τ; x*τ
� �

each

associated with an θ k
ak
2 θ1, θ2, . . . , θη
� �

for k 2 0, 1, 2, � � �,m� 1f g and derive

the corresponding B
θ k
ak

� �
k

i τð Þ for τ 2 �
tk, tkþ1

�
.

A theorem characterizing a subgame consistent PDP is provided below.

Theorem 3.1 If the solution imputations ξi θ k
ak

� �
kð Þτ t; x*t
� �

, for i 2 N and

τ 2 tk; tkþ1½ � and t 2 τ; tkþ1½ � and k 2 0, 1, 2, � � �,m� 1f g, satisfy group

optimality, individual rationality and are differentiable in t and x�t , a PDP with

a terminal payment qi x*T
� ��

at time T and an instantaneous payment at time

τ 2 tk; tkþ1½ �:
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B
θ k
ak

� �
k

i τð Þ ¼ � ξ
i θ k

ak

� �
kð Þτ

t t; x*t
� �

t¼τj

 �

� ξ
i θ k

ak

� �
kð Þτ

x*t
t; x*t
� �

t¼τj

 �

f τ, x*τ ,ψ
kð Þθ k

ak

1 τ; x*τ
� �

,ψ
kð Þθ k

ak

2 τ; x*τ
� �

, � � �,ψ kð Þθ k
ak

n τ; x*τ
� �
 �

� 1

2

Xn
h, ζ¼1

Ωhζ τ; x*τ
� �

ξ
i θ k

ak

� �
kð Þτ

x h
t x

ζ
t

t; x*t
� �����

t¼τ


 �
; ð3:16Þ

for i 2 N and k 2 1; 2; � � �;mf g,
contingent upon θ k

ak
2 θ1, θ2, . . . , θη
� �

has occurred at time tk,

yields a subgame-consistent cooperative solution to the randomly furcating

stochastic differential game (1.1 and 1.2).

Proof Theorem 3.1 can be proved by following the analysis from (3.4) to (3.15).■

4.4 An Illustration in Cooperative Resource Extraction

Consider a resource extraction game, in which two extractors are awarded leases to

extract a renewable resource over the time interval [t0, T]. The resource stock x sð Þ
2 X � R follows the dynamics:

dx sð Þ¼ ax sð Þ1=2�bx sð Þ�u1 sð Þ�u2 sð Þ
h i

dsþσx sð Þdz sð Þ, x t0ð Þ¼ x0 2X; ð4:1Þ

where u1(s) is the harvest rate of extractor 1 and u2(s) is the harvest rate of extractor
2. The dynamics is adopted from Jørgensen and Yeung (1996).

The instantaneous payoff at time s 2 t0; T½ � for player 1 and player 2 are

respectively:

u1 sð Þ1=2 � ε a½ �
1 c1

x sð Þ1=2
u1 sð Þ

" #
and u2 sð Þ1=2 � ε a½ �

2 c2

x sð Þ1=2
u2 sð Þ

" #
;

if the event θa happens for a 2 1; 2; 3f g, where ε½a�1 , ε½a�2 , c1 and c2 are constants.
At time t0, it is known that θ1 has occurred. θ1 will remain in effect until time

t1 2 t0; Tð Þ. At time t1, the corresponding probabilities for the events {θ1, θ2, θ3} to
occur are {λ1, λ2, λ3} ¼ {1/4, 1/2, 1/4}. The occurred event will remain until the

end of the game, that is time T. At time T, each extractor will receive a termination

bonus qx(T )1/2, which depends on the resource remaining at the terminal time.

Payoffs are transferable between player 1 and player 2 and over time. There is a

constant discount rate r.
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Applying Theorem 1.1, we obtain the following value functions for the associ-

ating noncooperative games.

Vi θ1a½ � 1ð Þ t; xð Þ ¼ exp �r t� t0ð Þ½ � A
θ1a 1ð Þ
i tð Þx1=2 þ C

θ1a 1ð Þ
i tð Þ

h i
,

for i 2 1; 2f g, a 2 1; 2; 3f gand t 2 t1; T½ �; ð4:2Þ

Vi θ1½ � 0ð Þ t; xð Þ ¼ exp �r t� t0ð Þ½ � A
θ1 0ð Þ
i tð Þx1=2 þ C

θ1 0ð Þ
i tð Þ

h i
,

for i 2 1; 2f gand t 2 t0; t1½ �; ð4:3Þ

where A
θ1a 1ð Þ
i tð Þ, Cθ1a 1ð Þ

i tð Þ, Aθ1 0ð Þ
i tð Þ and C

θ1 0ð Þ
i tð Þ satisfy:

_A
θ1a 1ð Þ
i tð Þ ¼ r þ σ2

8
þ b

2


 �
A
θ1a 1ð Þ
i tð Þ

� 1

2 ε a½ �
i ci þ A

θ1a 1ð Þ
i tð Þ=2

h iþ ε a½ �
i ci

4 ε a½ �
i ci þ A

θ1a 1ð Þ
i tð Þ=2

h i 2

þ A
θ1a 1ð Þ
i tð Þ

8 ε a½ �
i ci þ A

θ1a 1ð Þ
i tð Þ=2

h i2 þ Aθ1a 1ð Þi tð Þ
8 ε a½ �

j cj þ A
θ1a 1ð Þ
j tð Þ=2

h i 2
,

_C
θ1a 1ð Þ
i tð Þ ¼ rC

θ1a 1ð Þ
i tð Þ � α

2
A
θ1a 1ð Þ
i tð Þ,

A
θ1a 1ð Þ
i Tð Þ ¼ q , andC

θ1a 1ð Þ
i Tð Þ ¼ 0; for i 2 1; 2f ganda 2 1; 2; 3f g;

_A
θ1 0ð Þ
i tð Þ ¼ r þ σ2

8
þ b

2


 �
A
θ1 0ð Þ
i tð Þ

� 1

2 ε 1½ �
i ci þ A

θ1 0ð Þ
i tð Þ=2

h iþ ε 1½ �
i ci

4 ε 1½ �
i ci þ A

θ1 0ð Þ
i tð Þ=2

h i 2

þ A
θ1 0ð Þ
i tð Þ

8 ε 1½ �
i ci þ A

θ1 0ð Þ
i tð Þ=2

h i2 þ A
θ1 0ð Þ
i tð Þ

8 ε 1½ �
j cj þ A

θ1 0ð Þ
j tð Þ=2

h i 2
,

_C
θ1 0ð Þ
i tð Þ ¼ rC

θ1 0ð Þ
i tð Þ � α

2
A
θ1 0ð Þ
i tð Þ,

A
θ1 0ð Þ
i t1ð Þ ¼

X3
h¼1

λhA
θ1h 1ð Þ
i t1ð Þ, andCθ1 0ð Þ

i t1ð Þ ¼
X3
h¼1

λhC
θ1h 1ð Þ
i t1ð Þ:

Applying Theorem 2.1, we obtain

W θ1α½ � 1ð Þ t; xð Þ ¼ exp �r t� t0ð Þ½ � Â
θ1a 1ð Þ

tð Þx1=2 þ B̂
θ1a 1ð Þ

tð Þ
h i

,

fora 2 1; 2; 3f gand t 2 t1; T½ �; ð4:4Þ
W θ1½ � 0ð Þ t; xð Þ ¼ exp �r t� t0ð Þ½ � Â

θ1 0ð Þ
tð Þx1=2 þ B̂

θ1 0ð Þ
tð Þ

h i
,

for t 2 t0; t1½ �: ð4:5Þ
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where Â
θ1a 1ð Þ

tð Þ, B̂ θ1a 1ð Þ
tð Þ, Â θ1 0ð Þ

tð Þ and B̂
θ1 0ð Þ

tð Þ satisfy:

_̂A
θ1a 1ð Þ

tð Þ ¼ r þ σ2

8
þ b

2


 �
Â

θ1a 1ð Þ
tð Þ �

X2
j¼1

1

2 ε a½ �
j cj þ Â

θ1a 1ð Þ
tð Þ=2

h i

þ
X2
j¼1

ε a½ �
j cj

4 ε a½ �
j cj þ Â

θ1a 1ð Þ
tð Þ=2

h i2 þX2
j¼1

Â
θ1a 1ð Þ

tð Þ
8 ε a½ �

j cj þ Â
θ1a 1ð Þ

tð Þ=2
h i2 ,

_̂B
θ1a 1ð Þ

tð Þ ¼ rB̂
θ1a 1ð Þ

tð Þ � a

2
Â

θ1a 1ð Þ
tð Þ,

Â
θ1a 1ð Þ

Tð Þ ¼ 2q, and B̂
θ1a 1ð Þ

Tð Þ ¼ 0;

_̂A
θ1 0ð Þ

tð Þ ¼ r þ σ2

8
þ b

2


 �
Â

θ1 0ð Þ
tð Þ �

X2
j¼1

1

2 ε 1½ �
j cj þ Â

θ1 0ð Þ
tð Þ=2

h i

þ
X2
j¼1

ε 1½ �
j cj

4 ε 1½ �
j cj þ Â

θ1 0ð Þ
tð Þ=2

h i2 þX2
j¼1

Â
θ1 0ð Þ

tð Þ
8 ε 1½ �

j cj þ Â
θ1 0ð Þ

tð Þ=2
h i2 ,

_̂B
θ1 0ð Þ

tð Þ ¼ rB̂
θ1 0ð Þ

tð Þ � a

2
Â

θ1 0ð Þ
tð Þ,

Â
θ1 0ð Þ

t1ð Þ ¼
X3
h¼1

λhÂ
θ1h 1ð Þ

t1ð Þ, and B̂ θ1 0ð Þ
Tð Þ ¼

X3
h¼1

λhB̂
θ1h 1ð Þ

t1ð Þ:

Using (4.4) and (4.5) the optimal cooperative controls can then be obtained as:

ψ 0ð Þθ1
i t; xð Þ ¼ x

4 ε 1½ �
i ci þ Â

θ1 0ð Þ
tð Þ=2

h i2 , for i 2 1; 2f gand t 2 �
t0, t1

�
; ð4:6Þ

ψ
1ð Þθ1a
i t; xð Þ ¼ x

4 ε a½ �
i ci þ Â

θ1a 1ð Þ
tð Þ=2

h i2 , for i 2 1; 2f gand t 2 t1; T½ �; ð4:7Þ

if θ1a 2 θ1; θ2; θ3f g occurs at time t1.
Substituting these control strategies into (2.2) yields the dynamics of the state

trajectory under cooperation. The optimal cooperative state trajectory in the time

interval
�
t0, t1

�
can be obtained as:

x* tð Þ ¼ ϖ t0; t; θ1ð Þ2


x
1=2
0 þ

ðt
t0

ϖ�1 t0; sð Þα
2
ds

�2
, for t 2 �

t0, t1
�
; ð4:8Þ

where ϖ t0; t; θ1ð Þ ¼ exp

ðt
t0

H0 θ1; υð Þ � σ2

8


 �
dυþ

ðt
t0

σ

2
dz υð Þ


 �
, and
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H0 θ1; sð Þ ¼ �


b

2
þ
X2
j¼1

1

8 ε 1½ �
j cj þ Â

θ1 0ð Þ
sð Þ=2

h i2 þ σ2

8

�
:

If θ1a 2 θ1; θ2; θ3f g occurs at time t1, the optimal cooperative state trajectory in the

interval [t1, T] becomes

x* tð Þ ¼ ϖ t0; t; θ
1
a

� �2

x*t1


 �1=2

þ
ðt
t0

ϖ�1 t1; s; θ
1
a

� �α
2
ds

�2
, for t 2 t1; T½ �; ð4:9Þ

where ϖ t1; t; θ
1
a

� � ¼ exp

ðt
t1

H1 θ1a; υ
� �� σ2

8


 �
dυþ

ðt
t1

σ

2
dz υð Þ


 �
, and

H1 θ1a; s
� � ¼ �



b
2
þ
X2
j¼1

1

8 ε 1½ �
j cjþÂ

θ1a 0ð Þ
sð Þ=2

h i2 þ σ2

8

�
.

Now suppose that the players agree to divide their cooperative gains according

to scheme 3.1 in the time interval
�
t0, t1

�
, according scheme 3.1 if θ1 occurs at time

t1 and according scheme 3.2 if θ2 or θ3 occurs at time t1.
Using Schemes 3.1 and 3.2, Theorem 3.1 and the results derived in section, an

instantaneous payment at time τ 2 tk; tkþ1½ �:

B
θ k
ak

� �
k

i τð Þ ¼ � ξ
i θ k

ak

� �
kð Þτ

t t; x*t
� �

t¼τj

 �

� ξ
i θ k

ak

� �
kð Þτ

x*t
t; x*t
� �

t¼τj

 �

f τ, x*τ ,ψ
kð Þθ k

ak

1 τ; x*τ
� �

,ψ
kð Þθ k

ak

2 τ; x*τ
� �
 �

� 1

2

Xn
h, ζ¼1

Ωhζ τ; x*τ
� �

ξ
i θ k

ak

� �
kð Þτ

x h
t x

ζ
t

t; x*t
� �����

t¼τ


 �

for i 2 1; 2f g, k 2 0; 1f g, θ0a0 ¼ θ1 and θ1a 2 θ1; θ2; θ3f g can be obtained explicitly

using the results derived in (4.2) to (4.8).

4.5 Chapter Notes

This chapter considers subgame-consistent cooperative solutions in randomly

furcating stochastic differential games. This approach widens the application of

cooperative stochastic differential game theory to problems where future environ-

ments are not known with certainty. If the state dynamics is deterministic the above

analysis yields subgame consistent cooperative solutions for randomly-furcating

differential games. Yeung (2008) considered subgame consistent solutions for a

pollution management differential game in collaborative abatement under uncertain

future payoffs.
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Finally, the random eventΘk, fork 2 1, 2, � � �, mf g, affecting the payoffs may

be more complex stochastic processes, like a branching process with a series of

random events Θk, for k 2 1, 2, � � �, mf g, which is a random variable stemming

from the branching process as described below.

Given that θ1a1 is realized in time interval
�
t1, t2

�
, for a1 ¼ 1, 2, . . . , η1, the process

Θ2 in time interval
�
t2, t3

�
has a range θ2 ¼ θ2 1;a1ð Þ½ �

1 , θ2 1;a1ð Þ½ �
2 , . . . , θ2 1;a1ð Þ½ �

η2 1;a1ð Þ½ �

� 	
with

the corresponding probabilities λ2 1;a1ð Þ½ �
1 , λ2 1;a1ð Þ½ �

2 , . . . , λ2 1;a1ð Þ½ �
η2 1;a1ð Þ½ �

� 	
.

Given that θ1a1 is realized in time interval
�
t1, t2

�
and θ2 1;a1ð Þ½ �

a2
is realized

in time interval
�
t2, t3

�
, for a1 ¼ 1, 2, . . . , η1 and a2 ¼ 1, 2, . . . , η2 1;a1ð Þ½ �, θ3 ¼

θ3 1;a1ð Þ 2;a2ð Þ½ �
1 , θ3 1;a1ð Þ 2;a2ð Þ½ �

2 , . . . , θ3 1;a1ð Þ 2;a2ð Þ½ �
η3 1;a1ð Þ 2;a2ð Þ½ �

� 	
would be realized with the cor-

responding probabilities λ3 1;a1ð Þ 2;a2ð Þ½ �
1 , λ3 1;a1ð Þ 2;a2ð Þ½ �

2 , . . . , λ3 1;a1ð Þ 2;a2ð Þ½ �
η3 1;a1ð Þ 2;a2ð Þ½ �

� 	
.

In general, given that θ1a1 is realized in time interval
�
t1, t2

�
, θ2 1;a1ð Þ½ �

a2
is realized

in time interval
�
t2, t3

�
, . . ., and θk�1 1;a1ð Þ 2;a2ð Þ... k�2,ak�2ð Þ½ �

ak�1
is realized in time interval�

tk�1, tk
�
, for a1 ¼ 1, 2, . . . , η1, a2 ¼ 1, 2, . . . , η2 1;a1ð Þ½ �, . . ., ak�1 ¼ 1, 2, . . . ,

ηk�1 1;a1ð Þ 2;a2ð Þ... k�1,ak�1ð Þ½ �, θk ¼ θk 1;a1ð Þ 2;a2ð Þ... k�1,ak�1ð Þ½ �
1 , θk 1;a1ð Þ 2;a2ð Þ... k�1,ak�1ð Þ½ �

2 , . . . ,
n

θk 1;a1ð Þ 2;a2ð Þ... k�1,ak�1ð Þ½ �
ηk 1;a1ð Þ 2;a2ð Þ... k�1,ak�1ð Þ½ �

	
would be realized with the corresponding probabilities

λk 1;a1ð Þ 2;a2ð Þ... k�1,ak�1ð Þ½ �
1 , λk 1;a1ð Þ 2;a2ð Þ... k�1,ak�1ð Þ½ �

2 , . . . , λk 1;a1ð Þ 2;a2ð Þ... k�1,ak�1ð Þ½ �
ηk 1;a1ð Þ 2;a2ð Þ... k�1,ak�1ð Þ½ �

� 	

for k ¼ 1, 2, . . . , τ.

4.6 Problems

1. Consider a resource extraction game, in which two extractors are awarded leases

to extract a renewable resource over the time interval [0, 4]. The resource stock

x sð Þ 2 X � R follows the dynamics:

dx sð Þ ¼ 10x sð Þ1=2 � x sð Þ � u1 sð Þ � u2 sð Þ
h i

dsþ 0:05x sð Þdz sð Þ, x 0ð Þ ¼ 80;

where u1(s) is the harvest rate of extractor 1 and u2(s) is the harvest rate of

extractor 2.
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The instantaneous payoff at time s 2 �
0, 2

�
for player 1 and player 2 are

known to be respectively:

2u1 sð Þ1=2 � 2

x sð Þ1=2
u1 sð Þ

" #
and u2 sð Þ1=2 � 2

x sð Þ1=2
u2 sð Þ

" #
:

The instantaneous payoff at time s 2 2; 4½ � for player 1 and player 2 are known to
be respectively:

2u1 sð Þ1=2� 2

x sð Þ1=2
u1 sð Þ

" #
and 3u2 sð Þ1=2� 2

x sð Þ1=2
u2 sð Þ

" #
with probability 0:3,

2u1 sð Þ1=2� 1

x sð Þ1=2
u1 sð Þ

" #
and 2u2 sð Þ1=2� 1

x sð Þ1=2
u2 sð Þ

" #
with probability 0:4,

and 3u1 sð Þ1=2� 0:5

x sð Þ1=2
u1 sð Þ

" #
and 4u2 sð Þ1=2� 2

x sð Þ1=2
u2 sð Þ

" #
with probability 0:3:

At terminal time 4, extractor 1 will receive a termination bonus 2x(4)1/2 and

extractor 2 will receive a termination bonus x(4)1/2. The discount rate is 0.05.
Characterize a feedback Nash equilibrium.

2. Obtain a group optimal solution which maximizes the joint expected payoff of

the extractors.

3. Derive a subgame consistent solution in which the players share the excess gain

from cooperation equally.
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