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Abstract

Cognitive radio-enabled heterogeneous networks are an emerging technology to
address the exponential increase of mobile traffic demand in the next-generation
mobile communications. Recently, many technological issues such as resource
allocation and interference mitigation pertaining to cognitive heterogeneous
networks have been studied, but most studies focus on maximizing spectral
efficiency. This chapter introduces the resource allocation problem in cognitive
heterogeneous networks, where the cross-tier interference mitigation, imperfect
spectrum sensing, and energy efficiency are considered. The optimization of
power allocation is formulated as a non-convex optimization problem, which is
then transformed to a convex optimization problem. An iterative power control
algorithm is developed by considering imperfect spectrum sensing, cross-tier
interference mitigation, and energy efficiency.

Keywords
Cognitive heterogeneous networks � Fairness � Imperfect spectrum sensing �

Orthogonal frequency division multiple access (OFDMA) � Power control �

Resource allocation Sensing time optimization

Introduction

Demand for mobile data traffic is increasing exponentially due to the wide usage
of smart mobile devices and data-centric applications in mobile Internet. As a
promising technology in the fifth-generation (5G) mobile communications, small
cell can offload heavy traffics from primary macrocells by shortening the distance
between basestation and users. Since small cell can effectively improve the coverage
and spatial reuse of spectrum by deploying low-power access points, it is not
surprising that small cell has attracted much research interests in both industry and
academia. However, the benefits of small cell deployments come with a number of
fundamental challenges, which include spectrum access, resource allocation, and
interference mitigation [1–7].

Cognitive radio is also an emerging technology to improve the efficiency of
spectrum access in the 5G networks [8]. The cognitive capabilities can improve
the spectrum efficiency, radio resource utilization, and interference mitigation
by efficient spectrum sensing, interference sensing, and adaptive transmission.
Therefore, a cognitive radio-enabled small cell network can further improve the
system performance by coexisting with a macrocell network [9]. There are three
ways for a cognitive small cell to access the spectrum potentially used by a primary
macrocell: (1) spectrum sharing, where the cognitive small cell can share the
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spectrum with the primary macrocell; (2) opportunistic spectrum access, where the
cognitive small cell can opportunistically access the spectrum that is detected to
be idle; and (3) hybrid spectrum sensing, where the cognitive small cell senses
the channel status and optimizes the power allocation based on the spectrum
sensing result.

Orthogonal frequency division multiple access (OFDMA) working jointly with
cognitive small cell can improve spectrum efficiency and energy efficiency via
resource allocation and interference mitigation [10]. In [11], the authors investigated
the resource allocation problems based on multistage stochastic programming for
stringent quality of service (QoS) requirements of real-time streaming scalable
videos in cognitive small cell networks. The issues on spectrum sensing and
interference mitigation were studied in [12], where an interference coordination
approach was adopted. Opportunistic cooperation between cognitive small cell
users and primary macrocell users was provided for cognitive small cell net-
works based on a generalized Lyapunov optimization technique [13]. In [14],
a spectrum-sharing scheme between primary macrocell and secondary small cell
was investigated, and bounds on maximum intensity of simultaneously transmitting
cognitive small cell that satisfies a given per-tier outage constraint in these schemes
were theoretically derived using a stochastic geometry model. In [15], interferences
due to different interfering sources were analyzed within cognitive-empowered
small cell networks, and a stochastic dual control approach was introduced for
dynamic sensing coordination and interference mitigation without involving global
and centralized control efforts. Moreover, energy-efficient resource allocation has
also been investigated for cognitive radio and small cell. In [16], the energy
efficiency aspect of spectrum sharing and power allocation was studied using a
Stackelberg game in heterogeneous cognitive radio networks with femtocells. While
in [17], Nash equilibrium of a power adaptation game was derived to reduce
energy consumption. Moreover, interference temperature limits, originated from
the cognitive radio, were used in [18] to mitigate cross-tier interferences between
macrocell and small cell.

This chapter includes two parts. In the first part, the power control and sensing
time optimization problem in a cognitive small cell network are discussed. The
resource allocation problem is solved by two new algorithms. In the second part,
an iterative subchannel and power allocation algorithm is applied to the cognitive
femtocells. The effectiveness of the provided algorithm in terms of capacity and
fairness when compared to the other existing algorithms is verified by simulation.

Sensing Time Optimization and Power Control for
Energy-Efficient Cognitive Small Cell with Imperfect Hybrid
Spectrum Sensing

In this part, we study the optimization of sensing time and power control in an
OFDMA-based cognitive small cell by considering energy efficiency, QoS require-
ment, cross-tier interference limitation, and imperfect hybrid spectrum sensing.
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System Model and Problem Formulation

System Model
We consider an OFDMA cognitive small cell network where a co-channel cognitive
small cell is overlaid on a primary macrocell and focus on resource allocation in
the downlink of the cognitive small cell. The OFDMA system has a bandwidth of
B , which is divided into N subchannels. The channel fading of each subcarrier
is assumed to be the same within a subchannel, but may vary across different
subchannels. The channel model for each subchannel includes path loss and
frequency-nonselective Rayleigh fading. Before the small cell accesses the spectrum
licensed to the primary macrocell, cognitive small basestation (CSBS) performs
spectrum sensing to determine the occupation status of the subchannels. In each
time frame, the cognitive small cell can sense N subchannels by energy detection-
based spectrum sensing. The CSBS adapts the transmit power based on the spectrum
sensing result [19]. The H o

n is the hypothesis that the nth subchannel is occupied
by the primary macrocell. The QH o

n represents the spectrum sensing result that the
nth subchannel is occupied by the primary macrocell. The H v

n is the hypothesis
that the nth subchannel is not occupied by the primary macrocell. The QH v

n

represents the spectrum sensing result that the nth subchannel is not occupied
by the primary macrocell. The probabilities of false alarm and mis-detection on
subchannel n are q

f
n and qm

n , respectively. The user signal of the primary macrocell
is a complex-valued phase shift keying (PSK) signal, and the noise at CSBS is
circularly symmetric complex Gaussian (CSCG) with mean zero and variance �2

[19]. According to [20], the probability of mis-detection qm
n can be approximated by

qm
n ."n; �/ D 1 � Q

 � "n

�2
� �n � 1

�s �f

2�n C 1

!
(1)

where "n is a chosen threshold of energy detector on subchannel n, � is the spectrum
sensing time, �n is the received signal-to-noise ratio (SNR) of the primary macrocell
user measured at the CSBS on subchannel n, f is the sampling frequency, and the
standard Gaussian Q-function is defined as

Q.x/ D
1

p
2�

Z 1

x

exp.�t 2=2/dt : (2)

The probability of false alarm q
f
n can be approximated by [20]

q
f
n ."n; �/ D Q

��
"n

�2 � 1
�p

�f
�

D Q
�p

2�n C 1
�
Q�1

�
Oqd
n

��
C
p

�f �n

� (3)

wherebqd
n is the target probability of detection.
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Fig. 1 The frame structure of cognitive small cell networks

The frame structure of the considered cognitive small cell network is shown
in Fig. 1 [20]. As can be seen from Fig. 1, a spectrum sensing duration/time �

is inserted in the beginning of each frame. The CSBS adapts its transmit power
based on the spectrum sensing decision made in the beginning of each frame. If
the subchannel n is detected to be idle ( QH v

n ), the cognitive small cell can transmit
high-power P v

s;n; if the subchannel n is detected to be occupied ( QH o
n ), the cognitive

small cell can transmit low-power P o
s;n in order to mitigate the interference caused

to the primary macrocell. This approach is called hybrid spectrum sensing, and
it is different from the opportunistic spectrum access and the spectrum-sharing
approach. Based on the Shannon’s capacity formula, when the spectrum sensing
result is idle, the achievable capacity on subchannel n in the small cell is given
by [19]

Rv;n D log2

�
1 C

gss;n � P v
s;n

�2

�
(4)

where gss;n is the channel gain of subchannel n between the small cell user and
CSBS. If the spectrum sensing result is active/occupied, the achievable capacity on
subchannel n in the small cell is given by [19]

Ro;n D log2

 
1 C

gss;n � P o
s;n

gms;n � P o
m;n C �2

!
(5)

where gms;n is the channel gain of subchannel n between the macrocell basestation
(MBS) and CSBS and P o

m;n is the transmit power of MBS on subchannel n.
In a cognitive heterogeneous network, which typically consists of a cognitive

small cell and a primary macrocell, imperfect spectrum sensing of CSBS can
cause severe co-channel interference to the primary macrocell and thus degrade
the performance of the heterogeneous cognitive small cell networks [19]. Since
it is the CSBS that determines whether a subchannel is occupied by the primary
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macrocell or not, according to [19], four different cases are to be considered as
follows.

• Case 1: subchannel n is vacant in primary macrocell, and the spectrum sensing
decision made by CSBS is vacant;

• Case 2: subchannel n is vacant in primary macrocell, but the spectrum sensing
decision made by CSBS is occupied;

• Case 3: subchannel n is occupied in primary macrocell, but the spectrum sensing
decision made by CSBS is vacant;

• Case 4: subchannel n is occupied in primary macrocell, and the spectrum sensing
decision made by CSBS is occupied.

For the first and fourth cases, the CSBS makes the correct decisions. On the other
hand, the second case is false alarm, and the third case is mis-detection. Therefore,
the achievable capacities on subchannel n in small cell can be calculated for the four
different cases as [19]

R1;n D log2

�
1 C

gss;n � P v
s;n

�2

�
; (6)

R2;n D log2

�
1 C

gss;n � P o
s;n

�2

�
; (7)

R3;n D log2

�
1 C

gss;n � P v
s;n

gms;n � Pm;n C �2

�
; (8)

R4;n D log2

�
1 C

gss;n � P o
s;n

gms;n � Pm;n C �2

�
: (9)

Our objective is to maximize energy efficiency of cognitive small cell networks
by optimizing sensing time and power allocation. The energy efficiencies of those
four cases [19] are defined as follows:

�1;n D
R1;n

P v
s;n C Pc

; (10)

�2;n D
R2;n

P o
s;n C Pc

; (11)

�3;n D
R3;n

P v
s;n C Pc

; (12)

�4;n D
R4;n

P o
s;n C Pc

(13)

where Pc is the constant circuit power consumption which includes lowpass filter,
mixer for modulation, frequency synthesizer, and digital-to-analog converter [21]
and Pc is assumed to be independent of the transmitted power [22].
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The average energy efficiency of subchannel n in the hybrid spectrum sensing
scheme is [19]

�n D P
�
H v

n

� �
1 � q

f
n ."n; �/

�
�1;n

CP
�
H v

n

�
q

f
n ."n; �/ �2;n

CP
�
H o

n

�
qm

n ."n; �/ �3;n

CP
�
H o

n

� �
1 � qm

n ."n; �/
�

�4;n

(14)

where P .H v
n / and P .H o

n / are the probabilities of vacant status and occupied status
of subchannel n, respectively.

Since the resource allocation is performed in CSBS, the transmit power of CSBS
on subchannel n is constrained by [19]

NX
nD1

2
66664

P
�
H v

n

� �
1 � q

f
n ."n; �/

�
P v

s;n

CP
�
H v

n

�
q

f
n ."n; �/ P o

s;n

CP
�
H o

n

�
qm

n ."n; �/ P v
s;n

CP
�
H o

n

� �
1 � qm

n ."n; �/
�

P o
s;n

3
77775

T � �

T
� Pmax (15)

where Pmax is the maximum average transmit power of CSBS.
Since primary macrocells play a fundamental role in providing cellular coverage,

macrocell users’ QoS should not be affected by cognitive small cell’s deployment.
Therefore, to implement cross-tier interference protection, an average interference
power limit is imposed to constrain the cross-tier interference suffered by macrocell
[19]. Let I th

n denote the maximum tolerable interference level on subchannel n for
the macrocell user. We have

P
�
H o

n

�
� gsm;n

"
qm

n ."n; �/ P v
s;nC�

1 � qm
n ."n; �/

�
P o

s;n

#
T � �

T
� I th

n ; 8n (16)

where gsm;n is the channel power gain from the small cell to the macrocell user on
subchannel n.

In order to guarantee the QoS for the small cell, a minimum transmit data rate
constraint is introduced as [19]

P
�
H v

n

� �
1 � q

f
n ."n; �/

�
R1;n C P

�
H v

n

�
q

f
n ."n; �/ R2;n

CP
�
H o

n

�
qm

n ."n; �/ R3;n C P
�
H o

n

� �
1 � qm

n ."n; �/
�

R4;n � Rmin

(17)

where Rmin is the minimum transmit data rate requirement of each subchannel.
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For a target detection probability ofbqd
n on subchannel n, substitutingbqd

n into (1),
we obtain

� "n

�2
� �n � 1

�s �f

2�n C 1
D Q�1

�bqd
n

�
: (18)

Therefore, for a given sensing time b� , the detection threshold "n can be deter-
mined as

"n D

 s
2�n C 1b�f

Q�1
�bqd

n

�
C �n C 1

!
�2; 8n: (19)

Problem Formulation
In this part, the aim is to maximize the cognitive small cell’s energy efficiency while
protecting QoS of the primary macrocell users. The cross-tier interference power
limit is sent by a primary MBS periodically. This process requires little overhead in
the primary macrocell. In this case, the sensing time optimization and power control
in primary macrocell are not part of optimization [19]. Thus, the corresponding
sensing time optimization and power allocation problem for the downlink CSBS
can be mathematically formulated as [19]

max
f�;Pv

s ;Po
s g

NX
nD1

T � �

T
�n

�
�; P v

s;n; P o
s;n

�
(20)

s.t.

C 1 W

NX
nD1

"
P .H v

n /.1 � q
f
n ."n; �//P v

s;n C P .H v
n /q

f
n ."n; �/P o

s;n

CP .H o
n /qm

n ."n; �/P v
s;n C P .H o

n /.1 � qm
n ."n; �//P o

s;n

#
T � �

T
�Pmax

C 2 W P .H o
n / � gsm;n

�
qm

n ."n; �/P v
s;n C .1 � qm

n ."n; �//P o
s;n

	T � �

T
� I th

n ; 8n

C 3 W
P .H v

n /.1 � q
f
n ."n; �//R1;n C P .H v

n /q
f
n ."n; �/R2;n

CP .H o
n /qm

n ."n; �/R3;n C P .H o
n /.1 � qm

n ."n; �//R4;n � Rmin; 8n

C 4 W P v
s;n � 0; P o

s;n � 0; 8n

C 5 W 0 � � � T

(21)
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where Pv
s D Œpv

s;n�1�N and Po
s D Œpo

s;n�1�N are the power allocation vectors of the
N subchannels in the cognitive small cell. In (21), C 1 limits the maximum transmit
power of each CSBS to Pmax; C 2 sets the tolerable interference power level on each
subchannel of the macrocell user on subchannel n; C 3 represents minimum QoS
requirement of each subchannel; C 4 represents the nonnegative power constraint of
the transmit power on each subchannel; C 5 expresses the constraint of sensing time
in each frame.

Note that the optimization problem in (20) under the constraints of (21) is non-
convex with respect to f�; Pv

s ; Po
s g [19]. Therefore, the problem of energy-efficient

power control is investigated given the sensing timeb� .

Energy-Efficient Resource Optimization in One Cognitive
Small Cell

Transformation of the Optimization Problem
Given the sensing timeb� , the power control problem in (20) under the constraints
of (21) can be classified as a nonlinear fractional programming problem. Since the
joint optimization problem of Pv

s and Po
s in (20) can be decoupled into two separate

subproblems, namely, one for Pv
s and the other for Po

s [19]. The subproblem related
to Pv

s is first solved. Since subchannels in (20) are independent, a nonnegative
variable ��

13;n
is defined for the sum of average energy efficiencies on subchannel

n in Case 1 and Case 3 as [19]

��
13;n D

(
P .H v

n /.1 � q
f
n ."n; O�//R1;n. O�; QP v

s;n/

CP .H o
n /qm

n ."n; O�/R3;n. O�; QP v
s;n/

)

QP v
s;n C Pc

(22)

where eP v
s;n is the optimal solution to the problem of (20) under the constraints

of (21).

Theorem 1. ��
13;n

is achieved if and only if (80) where the P v
s;n in (80) is one of the

feasible solutions to (20) under the constraints of (21).
The proof is provided in Appendix.
According to the Theorem 1, the objective function with respect to Po

s in
fractional form can also be transformed to a subtractive form by introducing a
nonnegative variable ��

24;n
.

Iterative Energy Efficiency Maximization Algorithm
To solve the transformed optimization problem in the subtractive form under the
constraints of (20), Algorithm 1 [19] is provided.
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Algorithm 1 Energy-efficient power control algorithm
1: Initialize the maximum number of iterations Lmax and convergence tolerance "�;
2: Set �13;n.1/ D 0, �24;n.1/ D 0, l D 0;
3: Initialize power allocation with an equal power distribution and begin the outer loop;
4: for n D 1 to N do
5: repeat
6: a) The inner loop power control problem is solved with outer loop results ��

13;n .l/,
��

24;n .l/, the Lagrangian method and (28), (31);
7: b) Then, the power control solution P v

s;n.l/ and P o
s;n.l/ can be obtained;

8: if .P .H v
n /.1 � q

f
n ."n;b� //R1;n.b�; P v

s;n.l// C P .H o
n /qm

n ."n;b� /R3;n.b�; P v
s;n.l// �

�13;n.l/.P v
s;n.l/ C Pc// < "� then

9: Convergence= true;eP v
s;n D P v

s;n.l/

10:

��

13;n D

P .H v
n /.1 � q

f
n ."n; O�//R1;n.O�; QP v

s;n/

CP .H o
n /qm

n ."n; O�/R3;n.O�; QP v
s;n/

QP v
s;nCPc

11: else

12:

�13;n.l C 1/ D

P .H v
n /.1 � q

f
n ."n; O�//R1;n.O�; P v

s;n.l//

CP .H o
n /qm

n ."n; O�/R3;n.O�; P v
s;n.l//

P v
s;n.l/CPc

13: Convergence= false, l D l C 1;
14: end if
15: if .P .H v

n /q
f
n ."n;b� /R2;n.b�; P o

s;n.l// C P .H o
n /.1 � qm

n ."n;b� //R4;n.b�; P o
s;n.l// �

�24;n.l/.P o
s;n.l/ C Pc// < "� then

16: Convergence= true;eP o
s;n D P o

s;n.l/

17: ��

24;n D

P .H v
n /q

f
n ."n; O�/R2;n.O�; QP o

s;n/

CP .H o
n /.1 � qm

n ."n; O�//R4;n.O�; QP o
s;n/

QP o
s;nCPc

18: else

19:

�24;n.l C 1/ D

P .H v
n /q

f
n ."n; O�/R2;n.O�; P o

s;n.l//

CP .H o
n /.1 � qm

n ."n; O�//R4;n.O�; P o
s;n.l//

P o
s;n.l/CPc

20: Convergence= false, l D l C 1;
21: end if
22: until Convergence= true or l D Lmax

23: end for

As shown in Algorithm 1, in each iteration of the outer loop, the l th inner loop
power control problem is given as

max
fPv

s ;Po
s g

NX
nD1

T � O�

T

8̂̂̂
ˆ̂̂̂<
ˆ̂̂̂̂
ˆ̂:

P .H v
n /.1 � q

f
n ."n; O�//R1;n. O�; P v

s;n/

CP .H o
n /qm

n ."n; O�/R3;n. O�; P v
s;n/

CP .H v
n /q

f
n ."n; O�/R2;n. O�; P o

s;n/

CP .H o
n /.1 � qm

n ."n; O�//R4;n. O�; P o
s;n/

��13;n.l/.P v
s;n C Pc/

��24;n.l/.P o
s;n C Pc/

9>>>>>>>=
>>>>>>>;

(23)

s:t: C 1 � C 4: (24)
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Since the optimization problem of (23) under the constraints of (24) is convex with
respect to Pv

s and Po
s . The Lagrangian function is given by (25)

L.Pv
s ; Po

s ; �; �; �/ D8̂̂
ˆ̂̂<
ˆ̂̂̂̂:

NP
nD1

T �O�
T

2
666664

.P .H v
n /.1 � q

f
n ."n; O�//R1;n. O�; P v

s;n/

CP .H o
n /qm

n ."n; O�/R3;n. O�; P v
s;n/ � �13;n.l/P v

s;n

CP .H v
n /q

f
n ."n; O�/R2;n. O�; P o

s;n/

CP .H o
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where �, �n, and �n are the Lagrangian multipliers (also called dual variables)
vectors for the constraints C1, C2, and C3 in (21), respectively. Thus, the Lagrangian
dual function is [19] defined as

g.�; �; �/ D max
Pv

s ;Po
s

L.Pv
s ; Po

s ; �; �; �/: (26)

The dual problem can be expressed as [19]

min
�;�;��0

g.�; �; �/: (27)

Using Lagrangian function and the Karush-Kuhn-Tucker (KKT) conditions, the near
optimal solution of eP v

s;n on subchannel n can be obtained as
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s;n D

"
Av;n C

p
Bv;n

2

#C

(28)

where Œx�C D maxfx; 0g, and Av;n and Bv;n are given by (29) and (30), respectively.
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Similar to eP v
s;n, the near optimal solution of eP o

s;n on subchannel n can be obtained as
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where Ao;n and Bo;n are given by (32) and (33), respectively.
Either the ellipsoid or the subgradient method can be adopted in updating the dual

variables [23]. Here, the subgradient method is chosen to update the dual variables,
and the update formulas are (34), (35), and (36)
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where #l
1, #l

2, and #l
3 denote the step size of iteration l .l 2 f1; 2; : : : ; Lmaxg/for �,

�, and �, respectively, and Lmax is the maximum number of iterations. Meanwhile,
the step size must meet the following conditions

1X
lD1

#l
i D 1; lim

l!1
#l

i D 0; 8i 2 f1; 2; 3g : (37)

Algorithm 1 is provided to optimize the power P v
s;n and P o

s;n of (20) given the
sensing time O� [19]. In Algorithm 1, the process of power control is decomposed
to inner loop problem and outer loop problem. In each iteration, both ��

13;n .l/

and ��
24;n .l/ can be found through outer loop, the inner loop control problem is

solved by the outer loop results ��
13;n .l/ and ��

24;n .l/, the Lagrangian method and
(28), (31).

The near optimal sensing time scheme can be found in Algorithm 2 [19] based
on a one-dimensional exhaustive search.

Algorithm 2 is provided to optimize the sensing time in (20) when the optimal
power through Algorithm 1 has been obtained. Therefore, running Algorithm 1 withb�.l/ to obtain the optimal power eP v

s;n and eP o
s;n has to be firstly done in Algorithm 2.

Then the optimal sensing time is found based on a one-dimensional exhaustive
search.

Complexity Analysis
The computational complexity of the provided algorithms is analyzed in this
subsection. Suppose the subgradient method used in Algorithm 1 reguires �1

iterations to converge; the updates of � need O .1/ operations; � and � need O .N /

operations each. The method used in Algorithm 1 to calculate ��
13;n and ��

24;n on each
subchannel in a small cell needs �2 iterations to converge. The total complexity
of Algorithm 1 is thus O.N 2�1�2/. The parameters �1 and �2 can be small
enough if the initial values of �, � and � are well chosen, together with suitable

Algorithm 2 Near optimal energy-efficient sensing time scheme
1: Initialize the maximum number of iterations Lmax and convergence tolerance "�

2: Set l D 0; Initializeb�.l/;
3: repeat
4: Run Algorithm 1 withb�.l/ to obtain the optimal powereP v

s;n andeP o
s;n;

5: P v
s;n.l/ DeP v

s;n, P o
s;n.l/ DeP o

s;n;

6: b�.l/ D max
�

NP
nD1

T ��
T

�n

�
�; P v

s;n.l/; P o
s;n.l/

�
;

7: if
ˇ̌b�.l/ �b�.l � 1/

ˇ̌
� "� then

8: Convergence= true,e� Db�.l/;
9: else

10: Convergence= false, l D l C 1;
11: end if
12: until Convergence= true or l D Lmax
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values of iteration step sizes. In Algorithm 2, finding the optimal sensing time
for each subchannel requires O .L/ operations. Therefore, the total computational
complexity of Algorithm 2 is O .NL/ for the network with N subchannels [19].

Energy-Efficient Resource Optimization in Multiple Cognitive
Small Cells

Multiple Cognitive Small Cells Scenario
In this subsection, the energy-efficient resource optimization is investigated in
multiple cognitive small cells. The aforementioned method is applied to optimize
the energy efficiency in multiple cognitive small cells network, where the interfer-
ence between small cells will be considered. In multiple cognitive small cells, to
maximize the total energy efficiency with the consideration of co-tier interference
mitigation, the problem in (20) under the constraints of (21) can be formulated
as [19]
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where � D Œ� �1�K is the sensing time vector of K cognitive small cells, N

is the number of subchannels in each small cell, and Pv
ms D

h
P v

s;k;n

i
K�N

and

Po
ms D

h
P o

s;k;n

i
K�N

are the power allocation vectors of the N subchannels in K

cognitive small cells. Constraint C 1 limits the maximum transmit power of each
CSBS to Pmax; C 2 sets the tolerable interference power level for each small cell on
each subchannel of the macrocell user on subchannel n; C 3 represents minimum
QoS requirement of each subchannel; C 4 represents the tolerable interference
power level from other small cells, where �th

k;n denotes the co-tier interference limits
on the nth subchannel in the kth small cell; C 5 represents the nonnegative power
constraint of the transmit power on each subchannel; C 6 expresses the constraint of
sensing time in each frame.

First of all, similar to the problem in (20), the problem of power control in
(38) under the constraints of (39) can be decoupled into two separate subproblems
respect to Pv

ms and Po
ms, respectively, when the sensing time O�k is given. The

subproblem respect to Pv
ms is dealt with [19]. The variable �13�

k;n is defined as
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where �13�

k;n represents the sum of average energy efficiencies on the nth subchannel

of the kth small cell in Case 1 and Case 3. QP v
s;k;n is the optimal solution to the

problem of (38) under the constraints of (39).
Therefore, the optimization problem of (38) is transformed as optimization

problem of (40) under the constraints of (39) [19]. Subsequently, Algorithm 1 is
used to solve the transformed problem [19], and the near optimal solution can be
obtained [19]
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where Av;k;n and Bv;k;n are given by
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Similar to QP v
s;k;n, the near optimal solution can be obtained

QP o
s;k;n D

"
Ao;k;n C

p
Bo;k;n

2

#C

(44)

where Ao;k;n and Bo;k;n are given by (45) and (46), respectively.

Ao;k;n D
.1 C 
k;n/P .H v

k;n/q
f

k;n."k;n; O�k/ C P .H o
k;n/.1 � qm

k;n."k;n; O�k//8̂̂̂
ˆ̂<
ˆ̂̂̂̂:

ln 2.�24
k;n.l/ C �k;nP .H v

k;n/q
f

k;n."k;n; O�k/

CP .H o
k;n/.1 � qm

k;n."k;n; O�k// C 	k;ngsm
k;nP .H o

k;n/.1 � qm
k;n."k;n; O�k//

��k;n

KP
j D1;j ¤k

gj;k;n

"
P .H v

j;n/q
f
j;n."j;n; O�j /

CP .H o
j;n/.1 � qm

j;n."j;n; O�j //

#
9>>>>>=
>>>>>;

�
2�2 C gms

k;n
P o

m;n

gss
k;n

(45)



19 Resource Allocation in Spectrum-Sharing Cognitive Heterogeneous Networks 651

Bo;k;n D A2
o;k;n

�
4

gss
k;n

�

8̂̂̂
ˆ̂̂̂̂̂
ˆ̂̂̂̂
<
ˆ̂̂̂̂̂
ˆ̂̂̂̂
ˆ̂̂:

�4 C �2gms
k;n

P o
m;k;n

gss
k;n

�
.1 C 
k;n/ŒP .H v

k;n
/q

f

k;n
."k;n; O�k/.�2 C gms

k;n
P o

m;k;n
/ C P .H o

k;n
/.1 � qm

k;n
."k;n; O�k//�2�8̂̂̂

<
ˆ̂̂:

ln 2.�13
k;n

.l/ C �k.P .H v
k;n

/q
f

k;n
."k;n; O�k/ C P .H o

k;n
/.1 � qm

k;n
."k;n; O�k//

C	k;ngms
k;n

P .H o
k;n

/.1 � qm
k;n

."k;n; O�k//

��k;n

KP
j D1;j ¤k

gj;k;n

h
P .H v

j;n/q
f
j;n."j;n; O�j / C P .H o

j;n/.1 � qm
j;n."j;n; O�j //

i
9>>>=
>>>;

9>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>;

(46)

Finally, the near optimal sensing time for each small cell can be found in
Algorithm 2 based on a one-dimensional exhaustive search [19].

Complexity Analysis
In this part, the computational complexity of the provided algorithms in multiple
small cells network is analyzed. Similar to the single small cell case, suppose
the subgradient method used in Algorithm 1 needs �1 iterations to converge; the
updates of � need O .N / operations; � and � need O .KN / operations each. The
method used in Algorithm 1 to calculate ��

13;n and ��
24;n on each subchannel in a

small cell needs �2 iterations to converge. The total complexity of Algorithm 1
is thus O.N 2K2�1�2/. The parameters �1 and �2 can be small enough if the
values of iteration step sizes and initial values of �, �, and � are well chosen.
In Algorithm 2, finding the optimal sensing time for each subchannel requires
O .L/ operations. Therefore, the total computational complexity of Algorithm 2
is O .KNL/.

Simulation Results and Discussion

In this part, simulation results are presented to evaluate the performance of the
provided algorithms. The sampling frequency f is 6 MHz, T D 0:1 s, N D 50, and
�2 D 1 � 10�4. The channel gains are modeled as block faded and exponentially
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Fig. 2 Convergence in terms of average energy efficiency of small cell on each subchannel versus
the number of iterations

distributed with mean of 0.1. The transmit power on each subchannel of primary
macrocell is set at 25 mW. The QoS requirement of minimum data rate requirement
is set as 0:3 bps/Hz. The target detection probability bqd

n is set as 90% unless
otherwise specified [19].

In Fig. 2, the convergence of Algorithm 1 is evaluated with the Pmax D 15 dBm,
the cross-tier interference limit I th

n D �10 dBm. As can be seen from Fig. 2,
the average energy efficiency of small cell on each subchannel converges after
nine iterations. This result, together with the previous analysis, indicates that the
provided Algorithm 1 is practical in cognitive small cell [19].

Figure 3 displays the average energy efficiency of each subchannel in cognitive
small cell network when the sensing time increases from 0:0005 to 0:015 s with
Pmax D 5; 10; 13; 15 dBm, the cross-tier interference limit I th

n D �10 dBm. The
relation between sensing time and the average energy efficiency of each subchannel
is exhibited [19]. As shown in Fig. 3, the average energy efficiency of each
subchannel in cognitive small cell first increases and then drops when the sensing
time is increased from 0:0005 to 0:015 s. It is estimated that the near optimal sensing
time is between 0:002 and 0:004 s. Larger value of Pmax results in higher average
energy efficiency because a larger value of Pmax enlarges the feasible region of the
variables in the original optimization problem in (20)–(21).

Figure 4 shows the trend of average energy efficiency of each subchannel in
cognitive small cell when Pmax increases from 5 to 25 dBm [19]. The target detection
probabilities bqd

n D 0:8; 0:9 and cross-tier interference limit I th
n D �10 dBm in

Fig. 4. As shown in Fig. 4, the average energy efficiency of each subchannel of
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Fig. 3 Average energy efficiency versus sensing time with different Pmax values
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Fig. 4 Average energy efficiency versus Pmax with different target detection probabilities

cognitive small cell increases when Pmax is increased from 5 to 25 dBm, because
a larger value of Pmax results in a larger optimal power in (20)–(21). A larger target
detection probability which results in better performance of the optimal average
energy efficiency from Fig. 4 can be seen. The reason is that a larger target detection
probability makes it more accurate in detection of spectrum sensing [19].
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Fig. 6 Performance comparison of different schemes in terms of average spectral efficiency of
small cell on each subchannel

Figure 5 shows the relation between cross-tier interference limit and the average
energy efficiency of each subchannel with a different target detection probability.
As shown in Fig. 5, the average energy efficiency of each subchannel in cognitive
small cell increases when I th

n is changed from �15 to 5 dBm. Similar to Fig. 3, this
is because that a larger value of I th

n can enlarge the feasible region of the optimizing
variable of power in (20)–(21).
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Figure 6 shows the performance comparison of average spectral efficiency
with different schemes. The combined scheme is the combination of the provided
Algorithm 1 and the provided near optimal sensing time scheme. Fixed sensing
time scheme is the combination of the provided Algorithm 1 and a random selected
sensing time scheme. Fixed power scheme is the combination of equal power
allocation and the provided optimal sensing time scheme [19]. As shown in Fig. 6,
the average spectral efficiency of each subchannel in the cognitive small cell with
Pmax increases from 5 to 25 mW. However, the combined scheme outperforms the
fixed sensing time scheme and the fixed power scheme obviously.

Figure 7 provides the energy efficiency performance comparison between com-
bined scheme and the other methods. In Fig. 7, the average energy efficiency of
each subchannel in the cognitive small cell is shown when Pmax increases from 8 to
18 mW, where the target detection probabilitybqd

n D 0:9 and cross-tier interference
limit I th

n D �10 dBm. As shown in Fig. 7, the combined scheme can achieve 15%
higher energy efficiency than the fixed sensing time scheme. Fixed power scheme
has the lowest curve, because of equal power allocation [19].

Figure 8 shows the relation between cross-tier interference limit and the optimal
sensing time. As shown in Fig. 8, the near optimal sensing time decreases with an
increase of I th

n . Because when using KKT conditions related to C 2, larger I th
n

results in larger optimized sensing time. Moreover, a larger value of Pmax results
in smaller optimized sensing time.

Figure 9 shows the relation between the sensing time and average energy
efficiency of each subchannel in cognitive small cell network with a different
cross-tier interference limit. As shown in Fig. 9, similar to Fig. 3, the average energy
efficiency of each subchannel in cognitive small cell first increases and then drops
as the sensing time is increased from 0:0005 to 0:015 s. It is because that the near
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Fig. 7 Performance comparison of different schemes in terms of average energy efficiency of
small cell on each subchannel
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optimal sensing time is between 0:002 and 0:004 s. Larger I th
n value results in higher

average energy efficiency since a larger of value of I th
n leads to a larger optimization

variable region in (20)–(21) [19].
Figure 10 displays the trend of average energy efficiency of each subchannel

in cognitive small cell when Pmax increases from 5 to 25 dBm with cross-tier
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interference limit I th
n D �20; �5 dBm and target detection probability bqd

n D 0:9

[19]. Similar to Fig. 4, Fig. 10 shows that the average energy efficiency of each
subchannel in cognitive small cell increases when Pmax is increased from 5 to
25 dBm. Besides, the larger cross-tier interference limit can result in improved
performance in average energy efficiency.

Figure 11 shows the convergence performance of Algorithm 1 in the network
consists of multiple cognitive small cells under the different circuit power Pc . As
shown in Fig. 11, the total average energy efficiency on each subchannel of all small
cells converges after 12 iterations. The practical applicability of Algorithm 1 in the
multiple cognitive small cells is demonstrated through this figure.

Figure 12 shows that the total average energy efficiency on each subchannel of all
small cells versus the number of small cells in network with the co-tier interference
limits �th D �10; �20 dBm, and Pmax D 15 dBm. As shown in Fig. 12, the total
average energy efficiency on each subchannel of all small cells increase gradually
with the number of small cells. However, the rate of increase is diminishing, and
it is caused by the co-tier interference among small cells [19]. A larger co-tier
interference limit which results in better performance of the optimal total average
energy efficiency can be seen. It implies that the provided method not only can
optimize the energy efficiency but also can mitigate the co-tier interference in
multiple cognitive small cells.

Figure 13 shows the total average energy efficiency on each subchannel of all
the small cells versus the number of small cells in network with the cross-tier
interference limits I th

n D �10; �13 dBm, and Pmax D 15 dBm. The total average
energy efficiency on each subchannel increases and then drops when the number of
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small cells is increased from 5 to 30. The slope of lines is diminishing. Therefore,
the provided scheme can mitigate the cross-tier interference when optimizing the
energy efficiency.

Interference-Limited Resource Optimization in Cognitive
Femtocells with Fairness and Imperfect Spectrum Sensing

This part studies joint subchannel and power allocation in OFDMA-based cognitive
femtocells under femtocell user (FU) fairness constraints, QoS requirement, and
co-/cross-tier interference temperature limits with imperfect spectrum sensing.

System Model

In the system model [18], we consider an OFDMA uplink of a network with
one primary macrocell and K co-channel cognitive femtocells which are deployed
randomly in the coverage area of a macrocell. Let M and F denote the numbers of
active macro users (MUs) inside the primary macrocell and FUs in each cognitive
femtocell, respectively. The OFDMA system has a bandwidth of Bw, which is
divided into Ntotal subchannels. The channel model for each subchannel includes
path loss and frequency-nonselective Rayleigh fading [18]. We focus on a resource
allocation problem in the uplink of cognitive femtocells. The FUs opportunistically
access the spectrum licensed to the primary macrocells via cognitive FBS, as
illustrated in Fig. 14 [18]. In each time slot, the secondary network can sense Ntotal



660 H. Zhang et al.

Fig. 14 A cognitive heterogeneous macro/femto network model

subchannels and opportunistically access idle channels by energy detection-based
spectrum sensing. In a spectrum sensing period, the cognitive femtocell network
senses Ntotal subchannels licensed to the primary macrocell network and determines
available vacant/idle subchannels, which are denoted as N D 1; 2; : : : ; N .
Throughout this part, a cognitive femto base station is assumed to have perfect
channel state information (CSI) between FBS and cognitive FUs/primary MUs.
Therefore, the total capacity of the cognitive femtocell networks using resource
scheduling schemes [18] will serve as an upper bound of the achievable capacity
with channel estimation errors in practical scenarios.

The received signal-to-interference-plus-noise ratio (SINR) `F
k;i;n at the kth

(k 2 f1; : : : ; Kg) cognitive FBS from its FU i (i 2 f1; : : : ; F g) in the nth
(n 2 f1; : : : ; N g) subchannel is given as [18]

`F
k;i;n D

pF
k;i;n„FF

k;k;i;n

KP
j D1;j ¤k

FP
vD1

pF
j;v;n„FF

k;j;v;n C pM
w;n„FM

k;w;n C �2

(47)

where pF
k;i;n is FU i ’s transmit power on subchannel n in cognitive femtocell k;

„FF
k;j;v;n and „FM

k;w;n are the channel gains on subchannel n from FU v in cognitive
femtocell j and from MU w to FBS k, respectively; w is a specific MU using
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subchannel n; pM
w;n is MU w’s transmit power in subchannel n; and �2 is the additive

white Gaussian noise (AWGN) power [18]. In such a case, based on the Shannon’s
capacity formula, the uplink capacity on subchannel n of FU i in cognitive femtocell
k can be calculated by [18]

RF
k;i;n D log2

�
1 C `F

k;i;n

�
: (48)

Optimization Framework with Imperfect Spectrum Sensing

Imperfect Spectrum Sensing
Spectrum sensing has been extensively investigated in the previous works [24, 25].
Here, a cooperative spectrum sensing scheme [26] is presented, in which each
cognitive FU senses subchannels and sends the sensing results to a cognitive
FBS. Then, the cognitive FBS makes decision to determine whether or not the
subchannels are vacant.

The interference from cognitive femtocell networks to primary macrocell net-
works occurs due to the following two reasons. One is the out-of-band emissions
and the other is the spectrum sensing errors. The out-of-band emissions are due
to power leakage in the sidelobes of OFDM signals [27]. The amount of out-of-
band interference power of subchannel n introduced to subchannel j occupied by a
primary macrocell (with unit transmit power) can be expressed as [18]

I s
k;i;n D

Z f c
s C Bw

2Ntotal
Cf c

n

f c
s � Bw

2Ntotal
Cf c

n

'.f /„FM
k;i;n;sdf (49)

where f c
n and f c

s are the center frequencies of subchannel n and s, respectively, and
„FM

k;i;n;s is the channel gain from cognitive FU to primary MBS in subchannel s. In
(47), power spectrum density (PSD) of OFDM signal '.f / is given as [18]

'.f / D
1

T

�
sin.�.f � f c

n /T /

�.f � f c
n /

�2

(50)

where T is the duration of an OFDM symbol.
Based on the analysis of the last part, there are four different cases in the cognitive

femtocells network. Similarly, the probabilities for Cases 1, 2, 3, and 4 [18] for
subchannel s are defined 1;s , 2;s , 3;s , and 1;s , respectively.

Based on the above analysis, the uplink cross-tier interference from cognitive
femtocell to primary MBS, caused by out-of-band emission and co-channel inter-
ference, can be formulated as [18]

I MF
k;i;n D pF

k;i;n

0
@X

s2Nv

3;sI
s
k;i;n C

X
s2No

4;sI
s
k;i;n

1
A

„ ƒ‚ …
QGMF

k;i;n

(51)
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where Nv and No are the sets of vacant and occupied subchannels, respectively, and
they are determined by the cognitive FBS. The amount of out-of-band interference
power of subchannel n introduced to a primary macrocell-occupied subchannel j ,
with unit transmit power, can be expressed as I s

k;i;n. In other words, since I s
k;i;n is

calculated by unit transmit power, I s
k;i;n is the unit interference power here, which

can be seen as channel gain. Moreover, both 3;s and 4;s are the probabilities, and
therefore QGMF

k;i;n can be interpreted as the channel gain on subchannel n from user i

in cognitive femtocell k to the primary MBS [18].

General Optimization Framework
First, for resource allocation in cognitive femtocell networks, the total transmit
power of cognitive FU is constrained by

NX
nD1

�k;i;npF
k;i;n � Pmax; 8k; i (52)

where �k;i;n 2 f0; 1g is the subchannel allocation indicator, and �k;i;n D 1 indicates
that subchannel n is occupied by user i in cognitive femtocell k; otherwise �k;i;n D

0. Pmax is the maximum transmit power of each cognitive FU [18].
Second, to maintain communication quality of cognitive FUs, a QoS requirement

in terms of SINR is introduced for each FU. Thus, the QoS requirement can be
written as [18]

NX
nD1

�k;i;nRF
k;i;n � R0

k;i ; 8k; i (53)

where R0
k;i is the QoS requirement for user i in cognitive femtocell k.

Third, a subchannel should be assigned to no more than one user at a time in a
cognitive femtocell. Therefore, the subchannel assignment can be performed based
on [18]

FX
iD1

�k;i;n � 1; 8k; n: (54)

Fourth, to obtain the fairness on FUs’ level, the upper and lower bounds of the
number of subchannels assigned to user i in cognitive femtocell k are set as [18]

�L;k;i �

NX
nD1

�k;i;n � �U;k;i ; 8k; i (55)

where �U;k;i and �L;k;i are the upper and lower bounds of the number of subchannels
assigned to user i in cognitive femtocell k, respectively. Finally, to protect the
primary macrocell’s transmission, an interference temperature limit is introduced
to constrain cross-tier interference from cognitive femtocell to primary macrocell
[18], i.e.,



19 Resource Allocation in Spectrum-Sharing Cognitive Heterogeneous Networks 663

KX
kD1

FX
iD1

�k;i;npF
k;i;n

QGMF
k;i;n � I MF

th;n; 8n (56)

where I MF
th;n is the maximum tolerable cross-tier interference temperature in subchan-

nel n in the primary macrocell.
Our resource allocation problem aims to maximize the total uplink capacity of

K cognitive femtocells under a cross-tier interference constraint and FUs’ QoS
constraints, i.e. [18],

max
f�k;i;ng;fpF

k;i;ng

KX
kD1

FX
1D1

NX
nD1

�k;i;nRF
k;i;n (57)

s.t. C1 W

NX
nD1

�k;i;npF
k;i;n � Pmax; 8k; i ;

C2 W pF
k;i;n � 0; 8k; i; n;

C3 W

NX
nD1

�k;i;nRF
k;i;n � R0

k;i ; 8k; i ;

C4 W �k;i;n 2 f0; 1g; 8k; i; n;

C5 W

FX
iD1

�k;i;n � 1; 8k; n;

C6 W �L;k;i �

NX
nD1

�k;i;n � �U;k;i ; 8k; i ;

C7 W

KX
kD1

FX
iD1

�k;i;npF
k;i;n

QGMF
k;i;n � I MF

th;n; 8n

where C1 limits the transmit power of each FU below the maximum power Pmax; C2

indicates that the transmit power is nonnegative; C3 sets the QoS requirement R0
k;i

for user i in cognitive femtocell k; C4 and C5 guarantee that each subchannel can be
assigned to no more than one user in each femtocell; C6 ensures a fairness among
users by setting �U;k;i and �L;k;i as the upper and lower bounds of the number of
subchannels assigned to user i in cognitive femtocell k, respectively. The priority
of the user can be adjusted by setting appropriate values of �U;k;i and �L;k;i . The
constraint C7 imposes the maximum tolerable cross-tier interference temperature
I MF

th;n in subchannel n for the primary macrocell [18].
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Joint Resource Optimization with Fairness and Imperfect Sensing

Transformation of the Optimization Problem
The problem in (57) is a non-convex mixed integer programming problem. It can
be solved using a brute-force method, which however incurs a high computational
complexity. To make the problem tractable, an additional co-tier interference
temperature constraint C8 is introduced as [18]

C8 W

KX
j D1;j ¤k

FX
vD1

�j;v;npF
j;v;n„FF

k;j;v;n � I FF
th;n; 8k; n (58)

where I FF
th;n is the co-tier interference limit in subchannel n for a cognitive femtocell.

Each femtocell will potentially interfere each other when two neighbor femtocells
use the same subchannel. Therefore, from physical/engineering point view in the
real-world applications, I FF

th;n is a co-tier interference limit for neighbor femtocell to
mitigate co-tier interference. The value of I FF

th;n can be broadcasted by each femtocell
or set by each femtocell.

Moreover, inspired by [28], the �k;i;n in C4 is relaxed to be a real variable in the
range of [0,1], in which case �k;i;n can be interpreted as the fraction of time that
subchannel n is assigned to user i in cognitive femtocell k during one transmission
frame. Denotebpk;i;n D �k;i;npF

k;i;n as the actual power allocated to user i in cognitive

femtocell k on subchannel n. Denote Ik;i;n D pM
w;n„FM

k;w;n C I FF
th;n C �2 and ORF

k;i;n D

log2

�
1 C

Opk;i;n„FF
k;k;i;n

�k;i;nIk;i;n

�
as the upper bound of the total received interference power

and lower bound of the capacity of user i on subchannel n in cognitive femtocell
k, respectively. In such a case, the optimization problem in (57) can be rewritten
as [18]

max
f�k;i;ng;fbpk;i;ng

KX
kD1

FX
iD1

NX
nD1

�k;i;n
bRF

k;i;n (59)

s.t. C1 W

NX
nD1

bpk;i;n � Pmax; 8k; i ;

C2 W bpk;i;n � 0; 8k; i; n;

C3 W

NX
nD1

�k;i;n
bRF

k;i;n � R0
k;i ; 8k; i ;

C4 W 0 � �k;i;n � 1; 8k; i; n;

C5 W

FX
iD1

�k;i;n � 1; 8k; n;
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C6 W �L;k;i �

NX
nD1

�k;i;n � �U;k;i ; 8k; i ;

C7 W

KX
kD1

FX
iD1

bpk;i;n
QGMF

k;i;n � I MF
th;n; 8n;

C8 W

KX
j D1;j ¤k

FX
vD1

�j;v;n„FF
k;j;v;n � I FF

th;n; 8k; n:

Theorem 2. The objective function in (59) is concave, and the corresponding
optimization problem under the constraints C1 to C8 is a convex problem.

The proof is provided in Appendix.
According to Theorem 2, the objective function in (59) is concave, and the

corresponding optimization problem under the constraints C1 to C8 is a convex
problem.

Joint Subchannel and Power Allocation with Imperfect Spectrum
Sensing
The joint subchannel and power allocation problem in (59) can be solved using
the Lagrangian dual decomposition method, which has been widely used in solving
resource allocation problems. The Lagrangian function is given by [18]

L .f�k;i;ng; fbpk;i;ng; �; �; ı; �; �/D

KX
kD1

FX
uD1

NX
nD1

�k;i;n
bRF

k;i;n

C

KX
kD1

FX
iD1

�k;i

 
Pmax �

NX
nD1

bpk;i;n

!
C

NX
nD1

ın

 
I MF

th;n �

KX
kD1

FX
iD1

bpk;i;n
QGMF

k;i;n

!

C

KX
kD1

NX
nD1

	k;n

0
@I FF

th;n �

KX
j D1;j ¤k

FX
vD1

bpj;v;n„FF
k;j;v;n

1
AC

KX
kD1

NX
nD1

�k;n

 
1 �

FX
iD1

�k;i;n

!

C

KX
kD1

FX
iD1


k;i

 
NX

nD1

�k;i;n
bRF

k;i;n � R0
k;i

!
(60)

where �, �, ı, �, and � are the Lagrange multiplier vectors for C1, C3, C7, C8,
and C5 in (59), respectively. The boundary constraints C2, C4, and C6 in (59) are
absorbed in the KKT conditions [23], which will be shown later. The dual function
is defined as

g.�; �; ı; �; �/ D max
f�k;i;ng;fbpk;i;ng

L
�
f�k;i;ng; fbpk;i;ng; �; �; ı; �; �

�
(61)
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and the dual problem can be expressed by

min
�;�;ı;�;��0

g
�
�; �; ı; �; �

�
: (62)

Decomposing the Lagrangian dual problem into a master problem and K � N

subproblems that can be solved iteratively [18]. Here the MBS solves the master
problem, and each FBS solves N subproblems based on local information in each
iteration. Accordingly, Eq. (60) is rewritten as [18]

L .f�k;i;ng; fbpk;i;ng; �; �; ı; �; �/ D

KX
kD1

NX
nD1

Lk;n.f�k;i;ng; fbpk;i;ng; �; �; ı; �; �/

C

KX
kD1

FX
iD1

�k;i Pmax�

KX
kD1

FX
iD1


k;i R
0
k;iC

NX
nD1

ınI MF
th;nC

KX
kD1

NX
nD1

	k;nI FF
th;nC

KX
kD1

NX
nD1

�k;n

(63)

where

Lk;n.f�k;i;ng; fbpk;i;ng; �; �; ı; �; �/D

FX
iD1

�k;i;n
bRF

k;i;n �

FX
iD1

�k;ibpk;i;n �

FX
iD1

�k;n�k;i;n

C

FX
iD1


k;i �k;i;n
bRF

k;i;n � 	k;n

KX
j D1;j ¤k

X
l2Uj

bpj;l;n„FF
k;j;l;n�

KX
g¤k

X
u2Uk

	g;nbpk;i;n„FF
g;k;i;n

�

FX
iD1

ınbpk;i;n
QGMF

k;i;n: (64)

The calculation of the derivatives with respect to Opk;i;n and �k;i;n, respectively,
gives the KKT condition as

@Lk;n.: : :/

@ Opk;i;n

D �k;i;n � �k;i � 0 (65)

where

�k;i;n D
.1 C 
k;i /�k;i;n„FF

k;k;i;n

ln 2.�k;i;nIk;i;n C Opk;i;n„FF
k;k;i;n/

�

KX
gD1;g¤k

	g;n„FF
g;k;i;n � ın

QGMF
k;i;n; (66)

Opk;i;n .�k;i;n � �k;i / D 0; (67)

�k;i

 
Pmax �

NX
nD1

Opk;i;n

!
D 0: (68)
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According to (65), (66), (67), and (68), the optimal power allocated to user i in
cognitive femtocell k in subchannel n for (59) is [18]

p�F
k;i;n D

Opk;i;n

�k;i;n

D

2
66664

.1 C 
k;i /

ln 2

 
�k;i C

KP
gD1;g¤k

	g;n„FF
g;k;i;n C ın

QGMF
k;i;n

! �
Ik;i;n

„FF
k;k;i;n

3
77775

C

; 8k; i

(69)

where Œx�C D maxf0; xg. Moreover, there is

@Lk;n.: : :/

@�k;i;n

D �k;i;n � �k;n � 0 (70)

where

�k;i;n D .1 C 
k;i /

"
log2

 
1 C

p�F
k;i;n„FF

k;k;i;n

Ik;i;n

!
�

1

ln 2

 
p�F

k;i;n„FF
k;k;i;n

p�F
k;i;n„FF

k;k;i;n C Ik;i;n

!#
;

(71)

�k;i;n .�k;i;n � �k;n/ D 0; (72)

�k;n

 
1 �

FX
iD1

�k;i;n

!
D 0: (73)

Based on (70), (71), (72), and (73), subchannel n is assigned to the user with the
largest �k;i;n in femtocell k, i.e.,

b�k;i�;n D 1
ˇ̌
i�Dmax

i
�k;i;n

; 8k; n: (74)

Since the dual function is differentiable, the subgradient method can be used
to solve the master dual minimization problem in (62). Based on the subgradient
method, the master dual problem in (62) can be solved as [18]

�
.lC1/

k;i D

"
�

.l/

k;i � "
.l/
1

 
Pmax �

NX
nD1

bpk;i;n

!#C

; 8k; i; (75)



.lC1/

k;i D

"



.l/

k;i � "
.l/
2

 
NX

nD1

bRF
k;i;n � R0

k;i

!#C

; 8k; i; (76)
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4	

.l/

k;n � "
.l/
3

0
@I FF
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KX
j ¤k

X
l2Uj

sj;l;n„FF
k;j;l;n

1
A
3
5

C

; 8k; n; (77)

ı.lC1/
n D

"
ı.l/

n � "
.l/
4

 
I MF

th;n �

KX
kD1

FX
iD1

bpk;i;n
QGMF

k;i;n

!#C

; 8n (78)

where "
.l/
1 , "

.l/
2 , "

.l/
3 , and "

.l/
4 are step sizes of iteration i , l 2 f1; 2; : : : ; Lmaxg, Lmax

is the maximal number of iterations. The step sizes should satisfy
P1

lD1 "
.l/
t D 1,

liml!1 "
.l/
t D 0, 8t 2 1; : : : ; 4. �, 
, and 	 are updated by the cognitive femtocells

in a distributed manner, and ı
.lC1/
n is updated by the primary MBS. Figure 15 shows

the three-layer architecture of the decomposed dual problem.

Iterative Resource Optimization Algorithm with Fairness
Although in the solution in (69), (74), (75), (76), (77), and (78) give a complete
algorithm for the original problem, the fairness in subchannel occupation was not
considered. Therefore, Algorithm 3 is provided as an implementation of the joint
subchannel and power allocation scheme, as shown in the pseudo codes below.

In this part, the fairness is taken into consideration in terms of subchannel
allocation. Specifically, to ensure the fairness on FUs’ level, the upper and lower
bounds of the number of subchannels are assigned to the users in a cognitive
femtocell as shown in (55). In the problem formulation, C6 ensures fairness among
users by setting �U;k;i and �L;k;i as the upper and lower bounds of the number of

Fig. 15 Three-layer architecture of the decomposed dual problem
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Algorithm 3 Iterative resource allocation algorithm
1: Cognitive FBS set: K D f1; 2; : : : Kg; Cognitive FU set per femtocell: U D f1; 2; : : : F g.
2: Initialize Imax and Lagrangian variables vectors �; �; �, and set i D 0.
3: Allocate the same power to each subchannel, set �k;i;n D 0, 8k; i; n.
4: repeat
5: Cognitive FBS k measures „FF

k;k;i;n and Ik;i;n, 8k; i; n;
6: for each FBS do
7: subchannel set: N D f1; 2; : : : ; N g;
8: Set Ni = 0, 8i 2 U
9: subchannel allocation for user fairness

10: while Ni < �L;k;i ; 8i 2 U do
11: a) find n� D arg max

n2N
�k;i;n according to (71);

12: b) �k;i;n� D 1, N D N � fn�g, Ni D Ni C 1;
13: if Ni D NU;k;i then
14: U D U � fig;
15: end if
16: end while
17: subchannel allocation for capacity enhancement
18: while N ¤ � do
19: a) find .i�; n�/ D arg max

i2U ;n2N
�k;i;n;

20: b) �k;i� ;n� D 1, N D N � fn�g;
21: if Ni� D NU;k;i� then
22: U D U � fi�g;
23: end if
24: end while
25: Every FBS j .j ¤ k/ measures 	j;n„FF

j;k;i;n and feeds it back to FBS k

26: Power Allocation
27: for n D 1 to N do
28: a) FUs update p�F

k;i;n according to (69);
29: b) Cognitive FBS k updates �; �; � according to (75), (76) and (77), respectively;
30: c) Cognitive FBS k updates �k;i;n according to (71).
31: end for
32: end for
33: Primary MBS updates ı according to (78), and broadcasts the updated value to all FBSs

via backhaul, l D l C 1.
34: until convergence or l D Lmax

subchannels assigned to user i in cognitive femtocell k, respectively, and the priority
of the user can be adjusted by setting values of �U;k;i and �L;k;i appropriately. After
the transformation, the optimization problem is solved by Algorithm 3 [18].

In Algorithm 3, there are two procedures to ensure users’ fairness in subchannel
allocation. First, subchannels are allocated for the users whose subchannel occu-
pation is below �L;k;i , and this procedure is named as “subchannel allocation for
user fairness” in Algorithm 3, to guarantee user’s lowest requirement. In the second
procedure, which is called “subchannel allocation for capacity enhancement,” the
algorithm tries to enhance the user’s capacity while keeping users’ subchannel
occupation below the upper bound of �U;k;i . With the help of the two procedures,
Algorithm 3 can ensure that the subchannels assigned to user i in femtocell k is
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between �U;k;i and �L;k;i . Moreover, from lines 9–16 of Algorithm 3, subchannels
will be assigned to cognitive femto users, and the used subchannels will be removed
from subchannel set N based on line 12 of Algorithm 3. Algorithm 3 will check
that whether any unused subchannels are left in line 18; if true, lines 19–20 will be
executed until the subchannel set is empty. Therefore, lines 9–24 can ensure a full
utilization of all vacant subchannels [18].

In practical scenarios, users’ subchannel requirements are different, and tradi-
tional capacity-maximum subchannel algorithms tend to allocate the subchannels
to the users with better channel conditions according to users’ subchannel require-
ments. Therefore, the subchannel requirements of the other users with relatively
poor channel conditions may not be satisfied. This is unfair for the users with
poor subchannel conditions. In Algorithm 3, Procedure 1 can guarantee the lowest
requirements of subchannels for users with poor channel conditions, and Procedure
2 can maximize the users’ capacity while keeping the number of user’s subchannel
occupation below the upper bound.

Note that „FF
g;k;i;n required in (69), (71), and (77) can be known by a cognitive

FBS from a FBS gateway or through available interfaces between FBSs, and QGMF
k;i;n

required in (69) and (78) can be estimated by user i in femtocell k by measuring
downlink channel gain of subchannel n from the MBS, assuming a symmetry
between uplink and downlink channels. Furthermore, it is assumed that there are
wired connections between FBSs and MBS [29,30], so that QGMF

k;i;n can be exchanged
between the MBS and FBS’s.

The following is the complexity analysis of the provided algorithm. Suppose that
the subgradient method used in Algorithm 3 needs � iterations to converge. Since
the updates of each � and � need O.F / operations [23], the computation of � and ı

requires O.N / operations each, and � is a polynomial function of FN . Therefore,
the asymptotic complexity of Algorithm 3 is O.KFN .log2N C log2F /�/. Com-
pared to the brute-force method, which has a complexity of O.KF N /, the provided
Algorithm 3 has a lower complexity, especially for a large N .

Simulation Results and Discussions

In the simulations, the primary macrocell’s radius is set to 500 m, and the radius
of each cognitive femtocell is set to 10 m. Cognitive femtocells and MUs are
distributed randomly in the macrocell coverage area. The carrier frequency is 2 GHz.
Bw D 10 MHz, N0 D �174 dBm/Hz, N D 50, and M D 20 were used in
the simulations, respectively [18]. The block-fading channel gains are modeled as
independent identically distributed exponential random variables with unit mean.
MUs’ maximum transmit power is 23 dBm. The standard deviation of lognormal
shadowing between MBS and users is 8 dB, while between an FBS and users is
10 dB. The probability of false alarm q

f
s , mis-detection qm

s , and primary MU’s
occupation q

p
s are uniformly distributed over [0.05,0.1], [0.01,0.05], and [0,1],

respectively. Assuming that No D f1; 3; 5; : : : ; 49g and Nv D f2; 4; 6; : : : ; 50g,
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Fig. 16 Convergence in terms of average capacity of each femtocell versus the number of
iterations

while the upper bounds Œ7; 7; 14; 14� and the lower bounds Œ3; 3; 7; 7� of subchannel
assignment for FUs i D f1; 2; 3; 4g per femtocell are assumed. For comparison
purpose, the simulation included the scheduling scheme in [31] in conjunction
with the power allocation scheme in Algorithm 3 and refered to it as the “existing
scheme” hereafter. The indoor and outdoor pathloss models are based on [32].

Figure 16 shows the convergence of the Algorithm 3 in terms of the average
capacity per femtocell versus the number of iterations i , where K D 10, 20, R0

k;i D

9 bps/Hz for all FUs, Pmax D 23 dBm, and I FF
th;n D I MF

th;n D �100 dBm. The provided
algorithm in [18] takes only four iterations to converge, indicating that it is suitable
for real-time implementation. The average capacity per femtocell for K D 10 is
higher than that for K D 20, because co-tier interference increases with K. The
lower bound of cognitive femtocell capacity used in (59) is also plotted and is shown
to be in reasonably close agreement with the simulation results.

Figure 17 shows the total capacity of K cognitive femtocells versus the number
of femtocells in term of different co-/cross-tier interference limits. The Algorithm 3
[18] with higher co-/cross-tier interference limits, I FF

th;n and I MF
th;n, provides a higher

total capacity of K cognitive femtocells, because of the higher transmit power used
by users under the slacker constraint of co-/cross-tier interference. The effect on
how additional constraint of C8 affects the overall performance of the Algorithm 3
is investigated in the simulations, as showed in Fig. 17. The brute-force method
without constraint of co-tier interference limit C8 has a better performance in terms
of total capacity of K cognitive femtocells than the provided algorithm with C8,
because of the slacker constraint of co-/cross-tier interference in the optimization
problem [18].
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Figure 18 shows the average number of subchannels allocated by the provided
Algorithm 3 [18] to each FU as compared with the “existing algorithm.” It can be
seen that subchannel assignments of the provided algorithm meet the requirements
of different users given in C6, while the “existing algorithm” does not always
satisfy C6, e.g., the number of assigned subchannels may fall below the lower
bound. The provided algorithm tends to allocate a number of subchannels, which
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is only slightly larger than the lower bound to each FU, leading to an efficient
reuse of subchannels. The procedure of “subchannel allocation for user fairness”
guarantees the lower bound for users’ subchannel requirement, while the procedure
of “subchannel allocation for capacity enhancement” guarantees that it does not
exceed the upper bound.

Figure 19a shows the average cross-tier interference suffered in each subchannel
of primary macrocell when the maximum transmit power Pmax increases from 20 to
30 dBm, for the number of users per femtocell F D 4 and the number of femtocells
K D 10. The other simulation parameters are set as R0

k;i D 9 bps/Hz for all k, and
I MF

th;n D I FF
th;n D �100 dBm for all n. The total cross-tier interference increases as

the increase of Pmax. This is because that the cross-tier interference is caused by
transmit power per subchannel and the cross-tier channel gain, and a large value of
Pmax enlarges the feasible domain of the optimizing variable [18]. It also can be
seen from the figure that the perfect spectrum sensing scheme has a higher cross-
tier interference than the imperfect spectrum sensing scheme. The reason of this
phenomenon is that mis-detection and false alarm in imperfect spectrum sensing
overestimate the cross-tier interference. Moreover, the average interference from
cognitive femtocell to primary macrocell in each su-channel in imperfect spectrum
sensing is below the cross-tier interference threshold. Figure 19b shows the average
co-tier interference suffered in each subchannel of neighboring femtocells when
maximum transmit power Pmax increases from 20 to 30 dBm. Note that perfect
spectrum sensing of cross-tier channel gain at cognitive FBS side results in a higher
co-tier interference than the imperfect spectrum sensing scheme [18], because mis-
detection and false alarm in imperfect spectrum sensing overestimate the cross-tier
interference.

Figure 20 shows the total capacity of all cognitive femtocells when maximum
transmit power Pmax increases from 20 to 30 dBm, for the number of users per
femtocell F D 4 and the number of femtocells K D 10. The other simulation
parameters are set as R0

k;i D 9 bps/Hz for all k, and I MF
th;n D I FF

th;n D �100 dBm
for all n. The total capacity of all femtocells increases with Pmax. This is because a
large value of Pmax enlarges the feasible domain of the optimizing variable [18]. It
also can be seen from the figure that perfect spectrum sensing scheme has a higher
capacity of all cognitive femtocells than the imperfect spectrum sensing scheme,
because mis-detection and false alarm in imperfect spectrum sensing overestimate
the cross-tier interference, which shrinks the feasible domain of the optimizing
variable.

Figure 21 shows the total capacity of all cognitive femtocells when minimum
transmit rate requirement Rk;i increases from 2 to 10 bps/Hz for the number of
users per femtocell F D 2; 3; 4 and the number of femtocells K D 10. The other
simulation parameters are set as I MF

th;n D I FF
th;n D �100 dBm for all n. The total

capacity of all femtocells decreases as the decrease of R0
k;i . This is because a large

value of R0
k;i narrows the feasible domain of the optimizing variable. It can also be

seen from the figure that a larger number of FUs per femtocell results in a higher
capacity, because of the multiuser diversity in the resource allocation [18].
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Fig. 19 Average cross-tier interference to primary macrocell and average co-tier interference
to neighboring femtocells in each subchannel versus the maximum transmit power of each FU.
(a) Average cross-tier interference to primary macrocell in each subchannel. (b) Average co-tier
interference to neighboring femtocells in each subchannel
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Conclusion

This chapter introduced the resource allocation problem in cognitive heterogeneous
networks, where the cross-tier interference mitigation, imperfect spectrum sensing,
and energy efficiency are considered. Through provided three algorithms for
cognitive heterogeneous networks, the resource allocation problems were solved.
Furthermore, the simulation results showed that the provided algorithms achieve
improved performance.

Appendix

The proof of Theorem 1.

Proof. (1) Suppose that ��
13;n

is the optimal solution of (22), the inequality can be
obtained

��
13;n D

P .H v
n /.1 � q

f
n ."n; O�//R1;n. O�; QP v

s;n/ C P .H o
n /qm

n ."n; O�/R3;n. O�; QP v
s;n/

QP v
s;n C Pc

�
P .H v

n /.1 � q
f
n ."n; O�//R1;n. O�; P v

s;n/ C P .H o
n /qm

n ."n; O�/R3;n. O�; P v
s;n/

P v
s;n C Pc

(79)

max
P v

s;n

n
P .H v

n /.1 � q
f
n ."n; O�//R1;n.O�; P v

s;n/ C P .H o
n /qm

n ."n; O�/R3;n.O�; P v
s;n/ � ��

13;n.P v
s;n C Pc/

o
D P .H v

n /.1 � q
f
n ."n; O�//R1;n.O�; P v

s;n/ C P .H o
n /qm

n ."n; O�/R3;n.O�; P v
s;n/ � ��

13;n.P v
s;n C Pc/ D 0:

(80)

Hence, we have (81)

8̂<
:̂

P .H v
n /.1 � q

f
n ."n; O�//R1;n.O�; QP v

s;n/ C P .H o
n /qm

n ."n; O�/R3;n.O�; QP v
s;n/ � ��

13;n

�
QP v
s;n C Pc

�
D 0

P .H v
n /.1 � q

f
n ."n; O�//R1;n.O�; P v

s;n/ C P .H o
n /qm

n ."n; O�/R3;n.O�; P v
s;n/ � ��

13;n

�
P v

s;n C Pc

�
� 0:

(81)

Therefore, max
P v

s;n

8̂<
:̂

P .H v
n /.1 � q

f
n ."n; O�//R1;n. O�; P v

s;n/

C P .H o
n /qm

n ."n; O�/R3;n. O�; P v
s;n/

� ��
13;n.P v

s;n C Pc/

9>=
>; D 0 can be concluded.

That is, eq. (80) is achieved.
(2) Suppose that eP v

s;n is a solution to the problem of (80). The definition of (80)
implies that (82)
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Therefore, we obtain

(
P .H v

n /.1 � q
f
n ."n; O�//R1;n. O�; QP v

s;n/

CP .H o
n /qm

n ."n; O�/R3;n. O�; QP v
s;n/
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s;n C Pc
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and

(
P .H v
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CP .H o
n /qm
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ut

Lemma 1. Let A be an N � N symmetric matrix, A is negative semidefinite if and
only if all the kth order principal minors of A are no larger than zero if k is odd,
and not less than zero if k is even, where 1 � k � N .

The proof of Theorem 2.

Proof. First, define the element �k;i;n
bRF

k;i;n in (59) as f .�k;i;n;bpk;i;n/ D �k;i;n
bRF

k;i;n.
The objective function in (59) is the sum of f .�k;i;n;bpk;i;n/ over all possible values

of k, i , and n. Substituting bRF
k;i;n D log2

�
1 C

bpk;i;n„FF
k;k;i;n

�k;i;nIk;i;n

�
into f .�k;i;n;bpk;i;n/, so

we have

f .�k;i;n;bpk;i;n/ D �k;i;nlog2

 
1 C

bpk;i;n„FF
k;k;i;n

�k;i;nIk;i;n

!
: (85)

Based on (85), one obtains

@2f

@�k;i;n
2

D �
1

ln 2

.bpk;i;n„FF
k;k;i;n/

2

�k;i;n.�k;i;nIk;i;n Cbpk;i;n„FF
k;k;i;n/

2
; (86)



678 H. Zhang et al.

@2f

@�k;i;n@bpk;i;n

D
@2f

@bpk;i;n@�k;i;n

D
1

ln 2

bpk;i;n.„FF
k;k;i;n/

2
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@2f
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ln 2

�k;i;n.„FF
k;k;i;n/

2

�
�k;i;nIk;i;n Cbpk;i;n„FF

k;k;i;n

�2
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Consequently, the Hessian matrix of f .�k;i;n;bpk;i;n/ can be written as

H D

2
64

@2f

@�k;i;n
2

@2f

@�k;i;n@bpk;i;n

@2f

@bpk;i;n@�k;i;n

@2f

@bpk;i;n

2

3
75 : (89)

Substituting (86), (87), (88) to (89), we can show that the first-order principal
minors of H are negative, and the second-order principal minor of H is zero.
Therefore, H is negative semidefinite according to Lemma 1, and f .�k;i;n;bpk;i;n/

is concave. The objective function of (59) is concave because any positive linear
combination of concave functions is concave [23, 33]. As the inequality constraints
in (59) are convex, the feasible set of the objective function in (59) is convex, and
the corresponding optimization problem is a convex problem. This completes the
proof. ut
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